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A new FE post-processor for probabilistic fatigue assessment in the
presence of defects and its application to AM parts

S. Romanoa, S. Miccolia, S. Berettaa,∗

aPolitecnico di Milano, Department of Mechanical Engineering, Via La Masa 1, I-20156 Milan, Italy

Abstract

Despite the disruptive benefits of Additive Manufacturing (AM), the application of this

technology for safety-critical structural parts in aerospace is still far from being achieved

and standardised. The necessity to comply with very strict reliability requirements is

hindering this final step because of the large scatter and low reproducibility always as-

sociated with AM, especially in terms of fatigue strength. In this regard, manufacturing

defects are the most important and complex issue, but several other sources of variability

have an effect as well. The AM community and the main aerospace industries involved

are starting to agree that damage-tolerant approaches are necessary and that probabilis-

tic methods are best-suited to obtain reliable but not over-constrained assessments.

To address this issue, the authors have developed Pro-FACE, a fully-probabilistic

software that aims to robustly assess the fatigue strength and critical locations of complex

components in the presence of defects. This paper presents the underlying concept, its

implementation and early validation, and a simple application to a space component.

The analytical formulation makes this tool ideal to evaluate very low failure probabilities

with limited time and effort, which can provide valuable information to significantly

improve part design and qualification.
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NOMENCLATURE

a - crack size

h - size defining the surface volume

kσ - slope of the Wöhler curve

n - number of defects

r - material resistance

req - radius of the circle equivalent to the

defect

s - applied stress

u - threshold for POT

Amax,VE - size of the prospective maximum

defect in the volume VE

C - constant

F - cumulative distribution function

|J | - Jacobian determinant

K - stress intensity factor

N - number of fatigue cycles

NE - number of elements

NIP - number of IPs

Nk,σ - knee-point of the Wöhler curve

P - applied force

Pf - failure probability

R - reliability

Sext - external surface

VE - generic material volume

VIP - volume associate with an IP

Vsurf - surface volume

V0 - control volume for maxima sampling

Y - boundary correction factor for SIF cal-

culation

ρ - defect density

ρu - density of the exceedances over a thresh-

old u

σ1 - maximum principal stress

ξ, η, ζ - non-dimensional parent element co-

ordinates

∆Kth - crack propagation threshold

∆Kth,LC - crack propagation threshold for

long cracks

∆σ - applied stress range

∆σw0 - fatigue limit in the absence of defects

Σ - stress tensor

√
area - Murakami’s defect size parameter

√
area0 - El-Haddad’s material size parame-

ter

Acronyms

cdf - cumulative distribution function

AM - additive manufacturing

CT - X-ray computed tomography

CV - coefficient of variation

FCG - fatigue crack growth
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FE - finite element

GP - Gauss point

(V)HCF - (very) high cycle fatigue

IP - integration point

LCF - low cycle fatigue

MC - Monte Carlo

NDE - non-destructive evaluation

POT - peaks-over threshold

ROI - region of interest

SIF - stress intensity factor

SLM - selective laser melting

WL - weakest link

WS - witness sample

Subscripts

a - amplitude

chain - related to a prospective set of ele-

ments

cr - critical value

comp - related to the component

i, j - indices

max - maximum

w - related to the fatigue limit

A - related to the defect size

VE - related to VE
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1. Introduction

In recent years, Additive Manufacturing (AM) techniques have been increasingly used for aerospace

applications, due to the unique strengths of the additive processes. Although a large part of these

applications is today limited to non-critical components, the spaceflight industry is aiming to

extend the adoption of AM for structural applications. However, the qualification of AM struc-

tural parts needs a very costly and time-consuming series of fatigue tests, on both samples and

full-scale parts. For these reasons, the development of rapid qualification techniques remains

a matter of great interest to the AM community as part of the strategy to decrease product

development time and cost, and therefore time to market new AM parts and components [1, 2].

The benefits and degrees of freedom offered by the technology are counterbalanced by some

important drawbacks, e.g., poor surface roughness, ineluctable presence of manufacturing defects,

material anisotropy. These variables influence the fatigue resistance by introducing large scatter

in the material response [3]. Due to the strict reliability requirements for structural aerospace

applications, a robust determination of the material fatigue resistance usually demands long

and expensive experimental testing campaigns. Moreover, small variations in the manufacturing

process can cause non-negligible differences in the fatigue strength of materials produced with

the same alloy and machine [4]. For these reasons, a fast but robust approach for the fatigue

design and verification of components containing defects is needed.

Aerospace safe life evaluation procedures assume that no anomalies are present in the ma-

terial. This assumption would practically hinder all the applications of AM to critical parts, as

defect-free components are almost impossible to be achieved with the current process maturity.

In this context, the Federal Aviation Administration (FAA) foresees the use of damage toler-

ance to augment the current safe life approach [5]. Due to the random nature of anomalies,

considering always the worst-case defect in the most critical location would not be feasible, and

a probabilistic assessment comparing the failure probability to the allowable risk would be more

suitable. The need for probabilistic frameworks is even clearer considering the many sources of

scatter and the large number of variables involved [1, 2, 6, 7].

The first standard for the qualification of AM spaceflight hardware [8], developed by NASA,

requires incorporating the sources of variability in the material characterisation and performing

witness testing for every build. However, material validation alone is not sufficient, as compo-

nents are more complex and can have non-negligible local differences [9], which is why full-scale
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testing and proof-tests are required. Even if the full-scale part passes the test, there is no cer-

tainty that the following part will be safe. In fact, the very complex shapes that AM can produce

(e.g., obtained by topological optimisation) suffer the drawback of containing small notched re-

gions that work as stress raisers. For this reason, the failure probability is the probability that

a large enough defect falls in a small but highly-stressed region. Given the impossibility to test

enough parts to ensure the strict reliability requirements, the two options are verifying the specific

part or ensuring a very low failure probability for the geometry and build of material investigated.

The fatigue strength of materials containing defects was addressed in ’90’s by Murakami and co-

authors, who clearly showed that fatigue strength can be estimated as the threshold conditions for

non-propagating cracks ahead of the inhomogeneities [10, 11]. Defects could be treated as short

cracks and fatigue limit has to be estimated considering that the crack propagation threshold

∆Kth depends on defect size [10]. Moreover failure is driven by the most severe defects, i.e., the

largest flaws in the most stressed material volume [12, 13].

A literature review on additively manufactured AlSi10Mg and Ti-6Al-4V has demonstrated

that the presence of manufacturing defects (mostly pores and lack-of-fusion) and the dependence

of fatigue strength on defect size are the main cause of scatter in fatigue data [14]. Following

Murakami’s concepts, the influence of defect size can be assessed by means of the Kitagawa

diagram (Fig. 1a) by describing the defect dimension through the
√

area parameter (i.e., the

square root of the area of the defect [13] as in Fig. 1b).

An extensive experimental investigation on the fatigue resistance of AlSi10Mg [4, 15] demon-

strated these concepts by fatigue testing the same material produced by three Selective Laser

Melting (SLM) processes, referred to as process 1 to process 3 (P1-P3). The results showed that

the differences detected between the three S-N curves (see Fig. 1c) were mainly caused by the

size of critical defects (Fig. 1d). Knowing the defect population, it was possible to evaluate the

fatigue resistance in the fatigue limit region and estimate the trend and scatter of the data by

fatigue crack growth (FCG) simulations (see the results obtained for P1 and P2 in Fig. 1c). The

same concepts, which allow to better estimate the effect of defect size than concepts of stress

concentration [16], were proven to be useful by other authors as well [17–19].
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Figure 1: Resistance condition in the fatigue limit region: (a) fatigue strength as a function of defect

size (Kitagawa diagram, adapted from [4]); (b) concept of
√

area. Influence of defect size on the fa-

tigue resistance of AlSi10Mg produced by SLM (from [4]): (c) S-N curves and life estimations by FCG

simulations for P1 and P2; (d) size of the killer defects.
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1.1. Methods for probabilistic fatigue strength/life assessment

There is a general problem in fatigue, the effect of component size [20], which refers to

the fact that fatigue properties tend to decrease when the size of the part increases (mainly in

the case of unnotched test pieces [20]). This behaviour looks to be related to the probability of

finding a weak point in the material microstructure and it has found a confirmation in the fatigue

properties of metals containing defects [21] and in the static properties of ceramic materials [22].

The simplest probabilistic model for describing such an effect is the concept of weakest link

(WL). Denoting by Fchain the cumulative distribution function (cdf) for a chain composed by

NE elements, under the hypothesis of independent elements, it can be written as

Rchain = 1− Fchain =
j=NE∏
j=1

(1− Fj) =
NE∏
j=1

Rj , (1)

where R denotes the reliability (R = 1 − F ) and Fj is the cumulative distribution function for

the elements. This equation allows to model the dependence of fatigue properties on size and

it can be easily handled if F is expressed by the Weibull distribution [23]. This concept has

been applied for expressing the size dependence of fatigue strength for cast materials [24] and

high strength steels [21]: in these analyses, the volume (or surface) of a material element was

considered to be composed by NE volume (or surface) reference elements.

The same approach can be adopted for describing the reliability of a component Rcomp

discretised by a set of NE independent material elements subjected to different stresses as

Rcomp =
NE∏
j=1

RVE ,j , (2)

where RVE ,j expresses the reliability of the jth material element of the discretisation subjected

to the stress sj . Based on this concept, different papers adopted this scheme for expressing the

notch effect in fatigue adopting the Weibull distribution [21, 25].

The adoption of the WL to finite elements was firstly discussed in [26] based on the Weibull distri-

bution: the concept of weakest-link applied to finite elements was mathematically developed by

referring to a discretisation in volumes or surfaces (volume elements or surface elements) as two

separate models for describing the size effect. A similar approach was also recently adopted

by Schmitz et al. [27] for describing the size effect in low cycle fatigue (LCF). This analysis

demonstrated that a formulation based on surface was more suitable for fatigue assessment of

Ni-based superalloys.
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Figure 2: Basic concepts of Pro-FACE: (a) ideal discretisation of an elastic problem into a set of j

independent material volumes VE,j ; (b) schematics of a volume element containing defects; (c) calculation

of the reliability Ri for the ith defect.

The WL was firstly adopted for determining the fatigue strength in the presence of defects

by Beretta et al. [28], who investigated components discretised in finite elements (FEs) by

considering a constant stress (corresponding to the stress at the centroid) within every finite

element and adopting the strength model by Murakami-Endo [10]. The calculation was performed

under the conservative hypothesis that all defects could be treated as surface cracks.

The FE formulation of the WL for probabilistic analysis of components containing defects was

then fully developed mathematically at NTNU by the research group headed by G. Härkeg̊ard

and implemented in the software P-FAT [29]. This formulation is based on the El-Haddad model

and on describing the maximum defect size in material volumes through an extreme value dis-

tribution function. The authors demonstrated that the fatigue strength distribution could be

described by a Weibull function, and applied the WL concept to evaluate the failure probability

of components. However, the approach performed no distinction between surface or internally

located defects and it was only mentioned that the same WL formulation was also applied to

surface features (roughness, free surface grains, defects close to the surface). Moreover, the ana-
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lytical version of P-FAT was not able to provide estimates of the fatigue life.

In order to circumvent these two problems, a new explicit version of P-FAT was developed

at NTNU, where the WL concept and the analytical calculations were substituted by explicit and

direct FCG calculations for a set of defects randomly located in the component. The distributions

of fatigue strength (or fatigue life) were then obtained through Monte Carlo (MC) simulations

[30, 31].

A similar explicit approach is adopted inside the simulation software DARWIN [32], de-

veloped by SWRI. DARWIN was initially developed for the certification of turbine engine disks

[33–35]. The current version of the software is able to analyse 3D components with inherent flaws

and defects: probabilistic FCG analyses are performed by extensive MC simulations by placing

anomalies in every FE node and applying the WL theory. The fatigue strength distribution is

obtained from the distribution of failure probability for an infinite fatigue life. Other software

exist for probabilistic analyses of turbine disks [36].

The main problem of explicit FCG calculations is the time needed for the crack growth analyses

and MC simulations, which makes it difficult for a designer to rapidly explore the design space

for dimensioning a defect-tolerant component subjected to cyclic loads.

This is the area of innovation of the Pro-FACE (Probabilistic Fatigue Assessment of

Engineering Components with dEfects) software. This tool, whose features are compared with

those of similar software in Tab. 1, was conceived as a quick probabilistic instrument able to

support the design of AM components.

Analytical Defect location Fully probabilistic Stress gradient

DARWIN x x

P-FAT explicit x x

ASTRID (2D) x x x

P-FAT analytical x

Pro-FACE x x x ∗

Table 1: Summary of the main capabilities of the computational tools available (∗ currently under

investigation).
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The paper describes the concept of the software, its validation and an application as follows.

In Sec. 2 are introduced the idea and the mathematical formulation lying at the root of the

model, as well as the important input necessary for a proper probabilistic assessment. The

convergence and performance are verified by MC simulations and validated by state-of-the-art

FCG simulation. The capability of Pro-FACE to deal with complex parts is finally demonstrated

considering a space component.

2. Theoretical background

2.1. Basic concepts

The reliability R of a material volume VE that contains n defects and is subjected to the

constant stress s (as in Fig. 2b) can be expressed as

RVE = Pr[r > s], (3)

where r is the material resistance. Most of the approaches in the literature for such problem are

based on the WL concept, that is

RVE =
n∏
i=1

Ri = [Ri]n, (4)

where

Ri = Pr[ri > s] (5)

is the reliability of material surrounding the i-th defect (Eq. 5).

The usual approach for the WL analysis is to express R with a suitable distribution function

and then calculate RVE as a function of the volume VE . Alternatively, the i-th strength ri can be

written as a function of the defect size a in terms of linear elastic fracture mechanics or adopting

the short-crack theory, i.e.

ri = r(ai), (6)

where r(a) is a suitable material resistance model, able to express the dependence on defect size

a. The reliability of the i-th defect is then determined as in the scheme of Fig. 2c:

Ri = FA(acr), (7)

where FA is the cdf of the defect size and

acr = r−1(s) (8)
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is the critical defect size for the stress s, i.e., the initial size of the critical crack.

In the field of fatigue strength in the presence of defects, s represents the stress amplitude

and a is the defect size, which can be conveniently expressed by Murakami’s
√

area parameter

[14]. The function r in Eq. 6 can be defined through the modified El-Haddad model of the
√

area

model developed by Murakami & Endo [10].

The alternative approach to express the fatigue strength as a function of material volume is

based on statistics of extremes and consists in calculating the reliability of the volume VE as

RVE = Pr[Amax,VE < acr] = FAmax,VE
(acr), (9)

where Amax,VE is the size of the prospective maximum defect in VE . This can be mathematically

expressed as [37]

FAmax,VE
(a) = [FA(a)]n. (10)

The equivalence of the alternative approach to the WL can then be simply verified:

FAmax,VE
(acr) = [FA(acr)]n = [Ri]n. (11)

When adopting the concepts of statistics of extremes for analysing the defects, it is customary

to estimate the distribution of the maximum defect on a control volume V0 related to the sampling

procedure [12, 38–40]. Accordingly, the reliability of the volume VE can be written as

RVE = [FAmax,V0
(acr)]VE/V0 . (12)

The model, originally proposed by Beretta [41], has been applied to components discretised in

FEs by considering a constant stress (corresponding to the stress at the centroid) within every

FE [28, 42].

2.2. Extension to a domain discretised by finite elements

The alternative approach, based on the extreme value distribution of the maximum defects,

can be further extended to a material volume VE whose stress field is not uniform. This allows

to apply the model inside a post-processor of FE analyses.

The reliability of a material volume VE subdivided into small sub-volumes dV can be calcu-

lated through a WL (or a series system) of the sub-volumes by re-writing Eq. 12 as

logRVE =
∑
VE

dV

V0
· log

[
FAmax,V0

(acr)
]
. (13)
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Under the hypothesis of vanishingly small dV , Eq. 13 becomes

logRVE =
1
V0

ˆ
VE

log
[
FAmax,V0

(acr)
]
dV. (14)

By defining the function Z(x, y, z) = log
[
FAmax,V0

(acr(s(x, y, z)))
]
, the integral in Eq. 14 can be

written by mapping the volume VE onto the iso-parametric coordinates (ξ, η, ζ)
ˆ
VE

Z(x, y, z)dV =
ˆ
VE

Z(x, y, z) dx dy dz =
ˆ
ξ

ˆ
η

ˆ
ζ

Z(ξ, η, ζ) |J | dξ dη dζ, (15)

where |J | is the determinant of the Jacobian matrix.

This integral can be approximated with the typical numerical method adopted in FE codes

(i.e., N -point Gauss quadrature [43]) as a triple summation evaluated at the integration points

(IPs) and weighted accordingly:

ˆ
ξ

ˆ
η

ˆ
ζ

Z(ξ, η, ζ) |J | dξ dη dζ '
N∑
i=1

N∑
j=1

N∑
k=1

Z(ξi, ηj , ζk) |J |wi wj wk, (16)

where (ξi = ηi = ζi, wi) are Gauss abscissae and weights. At each integration point IPijk at

(ξ, η, ζ) ≡ (ξi, ηj , ζk) the volume VIPijk = |J |wi wj wk can be associated, such that

VE =
N∑

i,j,k=1

VIPijk ,

∑
i,j,k being a shorthand notation for the triple summation

∑
i

∑
j

∑
k.

The approximate solution of Eq. 14 can be calculated evaluating the stress sIPijk at every

IPijk as

log
{
RVE

}
=
{

1
V0

N∑
i,j,k=1

Z(s∗IPijk) · VIPijk

}
. (17)

If the WL concept is applied to a component discretised in NE FEs having a volume VE,j , the

final reliability is

Rcomp =
NE∏
j=1

RVE,j , (18)

or

logRcomp =
NE∑
j=1

logRVE,j , (19)

where the reliability of the j-th finite element can be calculated through Eq. 17.
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2.3. Stress multiaxiality

The propagation of cracks from defects, such as non-metallic inclusions and pores, tends to

grow in a direction perpendicular to the (local) maximum principal stress range [30]. In fact,

this is the preferred growth orientation of fatigue cracks beyond microstructural size scales (i.e.,

mode I cracks) [44]. This hypothesis is adopted in most fatigue models dealing with defects (e.g.,

DARWIN, P-FAT), and is also exploited in the present model. In details, considering multiaxial

conditions, Beretta and Murakami [45] showed that the fatigue limit, in terms of stress amplitude

for the maximum principal stress under in-phase multiaxial loading, is

rmultiaxial = r(a) · f
(s1,a

s3,a

)
, (20)

where s1,a and s3,a are respectively the maximum and minimum principal stresses r(a) is the

function expressing the Kitagawa diagram and f( s1,as3,a
) accounts for the effect of stress multi-

axiality (e.g. f(−1) = 0.85 under torsion) [45]. This equation was adopted for calculating the

critical crack size at any IP based on the local stress tensor Σ.

3. Implementation of Pro-FACE

3.1. Surface effects

In a real 3D body, the defect position significantly affects the stress intensity factor. In fact,

the shape factor is considerably different for surface and internal defects, which makes surface

cracks more detrimental than internal ones. By describing the defect size according to the
√

area

parameter, the stress intensity factor (SIF) can be calculated as [13]

K = Y · σ ·
√
π ·
√

area, (21)

where the boundary correction factor is set to Y = 0.65 for surface defects or Y = 0.5 for internal

defects.

A simple rule proposed by Murakami [13] states that a defect can be considered superficial

when

req/h > 0.8, (22)

where req is the radius of the equivalent circle (a circle having the same area as the defect) and

h is the distance between the defect centre and the outer surface (see a scheme in Fig. 3a). In a

given material volume, the maximum size of the largest defect (amax) depends on the reference

volume VE according to Eq. 12. It is then clear from Eq. 22 that the depth h above which a
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defect can be considered as internal is a function of the shape of the volume under investigation.

Calling Sext the external surface of the material volume, the distribution of the maximum defect

located in the surface region can be approximated as the one occurring in a surface volume

Vsurf = Sext · h. (23)

These concepts have been applied to cylindrical fatigue specimens [46] setting req in Eq. 22

equal to the average size of the defects from which fatigue failures were originated. A scheme of

the surface volume thus obtained is depicted in Fig. 3b.

More generally, the problem of determining h is similar to the so called Wicksell’s problem

about inferring the distribution of 3D defects from 2D planar sections [47, 48]. The determination

of h can be solved recursively, without the need for experimental results, depending on the part

shape (ratio surface/volume) and defect distribution. Once the value of h is determined, the

distinction between surface and internal IPs in a FE environment can be evaluated based on the

distance of these points from the outer surface, as in Fig. 3c.

Figure 3: Definition of the surface volume: (a) surface defects according to Murakami [13]; (b) scheme

for a cylindrical specimen; (c) assessment with a FE mesh.

A comparison of different computations of h for notched components was discussed in [49],

where a conservative solution was proposed that depends on the component under investigation.

Pro-FACE considers as superficial all the material having a distance from the external surface

smaller than h, while all the other IPs are treated as internal. The SIF calculation and Y factors

are calculated as in Eq. 21. The importance of considering the surface effects are described in

Sec. 5, which presents the results obtained investigating a notched geometry through the method

developed.
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3.2. Implementation

The idea underpinning the model is to evaluate the reliability as the probability that the

SIF acting on every defect is smaller than the short cracks propagation threshold (defined by the

Kitagawa diagram), i.e., that fatigue crack propagation is hindered. Therefore, the model was

initially designed to assess the fatigue limit of the parts (or more in general the fatigue strength

in the high cycle fatigue (HCF) and very high cycle fatigue (VHCF) regimes, always above the

knee-point of the S-N curve). The inputs required for the assessment are:

1. a FE analysis of the part;

2. a suitable description of the defect population;

3. a model for material resistance in the presence of defects.

The FE analysis requires no effort, as it is commonly performed for all industrial applications.

The output data needed are the maximum principal stress and the volume on which every stress

computed is acting.

The defect population can be obtained by destructive or non-destructive testing on the

material (witness samples for the design phase) or, if possible, directly on the component to be

qualified by NDE. The two ingredients to obtain a proper distribution are to consider all the

defect sizes meaningful for fatigue and to precisely model the upper tail of the data [46].

The material resistance in the HCF and VHCF region can be evaluated by means of the Kita-

gawa diagram, which is defined for a given life [4] or estimated by elastic-plastic FCG models [15].

A scheme summarising the root concept is depicted in Fig. 4. The critical defect size for the ma-

terial volume under investigation is defined by entering the Kitagawa diagram with the applied

stress. The reliability is the probability that the maximum defect (expressed as the maximum

defect size distribution in the volume considered by means of statistics of extremes) is smaller

than the critical size. The mesh adopted for the FE analysis is exploited by performing the

computations on all the IPs. This ensures the adoption of the correct applied stresses, instead

of the results averaged at nodes. Finally, the component failure probability (Pf ) is determined

by a WL approach.

The model presented has been implemented in a series of routines for the post-processing of FE

results based on the equations reported in Sec. 2. The method described has the advantage of
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being completely analytical, thus running very fast also on complex and heavy FE models. Fur-

thermore, provided that the stress field is correctly solved by the FE analysis (i.e., a proper mesh

needs to be adopted), the result is mesh-insensitive and therefore only application-dependent.

Figure 4: Implementation of Pro-FACE: concept of the probabilistic analysis.

3.3. Validation by Monte Carlo simulations

There are two key elements for a proper determination of the reliability with Eq 14: (i) a

correct calculation of the integral of the function Z (Eq. 15) with Gaussian discretisation and

(ii) the convergence of this quantity in respect of that of the reconstructed stress field. The

discussion related to point (i) is reported in AppendixA, whereas the convergence of the model

was tested with a series of Monte Carlo simulations on a simple geometry.

The geometry selected to evaluate the response to a stress gradient is an infinite plate with

a central hole subjected to a uniaxial tension s. This geometry allowed to know a-priori the

analytical solution of the stress field (according to the theory of elasticity [50]), which is reported

in Fig. 5a in terms of maximum principal stress. The plate dimensions are 40 mm x 40 mm,

whereas the central hole radius measures 1 mm. These values guarantee a negligible difference

caused by the finite dimensions of the FE model with regard to the analytical solution of an

infinite plate. As shown in the scheme in Fig. 5a, the symmetries of the problem have been

exploited by modelling one fourth of the plate.

The reference value for the Pf was obtained by MC simulations. The steps needed for this

analysis are summarised here:

1. 2/3D defect generation inside the control area/volume using a Poisson process [51, 52],

defining number and position of the defects;

2. defect size calculation by MC extraction, given the defect size distribution in terms of
√

area;
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Figure 5: Failure probability calculation by MC simulations: a) schematics of the plate with a hole; b)

example of defects sampled in one simulation; critical defects obtained by 100 simulations with (c) low

applied stress and high defect density or (d) high applied stress and low defect density.

3. assessment of the critical defect size (
√

areacr) inside the Kitagawa diagram based on the

analytical stress field evaluated at the centre of every defect generated (the material data

for AlSi10Mg P1 taken from [4] were used, see Sec. 4.1);

4. determination of the failure probability for every k-th simulation: Pf,k = 1 if the relation-

ship
√

area ≥
√

areacr is verified for at least one defect, Pf,k = 0 otherwise;

5. repetition of the previous steps for a large number of simulations and final average of the

failure probabilities obtained.

As an example, Fig. 5b shows the defects obtained in one of the simulations performed, which are

depicted with a radius proportional to the
√

area sampled. Fig. 5c-d shows the critical defects

determined by running 100 MC simulations for two illustrating cases, in which the defect density
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and remote stress s were selected to obtain in both cases a Pf of 50%. As expected, the most

critical location corresponds to the most stressed region. However, this analysis demonstrates

that all the three variables at stake (i.e., applied stress, defect size distribution, and defect

density) can significantly influence the results.

Results by Pro-FACE model

To check the performance and convergence of the analytical model underscoring Pro-FACE,

the problem was solved using three structured meshes with constant dimensions, summarised in

Tab. 2.

Four types of bi-dimensional FEs were used, progressively increasing the number of IPs (see a

schematic in Fig. 6a). Their characteristics are summarised in Tab. 3.

Number FEs Mesh size (mm)

1600 0.5

6395 0.25

39937 0.1

Table 2: Summary of the three structured meshes adopted.

Name Type Integration # of nodes # of IPs

CPE4R linear reduced 4 1

CPE4 linear full 4 4

CPE8R quadratic reduced 8 4

CPE8 quadratic full 8 9

Table 3: Summary of the FE types investigated.

Pro-FACE considers the maximum principal stress at the IPs under the hypothesis that the whole

IP volume is subjected to a constant stress. As discussed in AppendixA, this hypothesis could

introduce errors in the presence of steep stress gradients and coarse mesh size. To verify how

the model responds to this issue, the error made in the stress field reconstruction was evaluated

in the most stressed point of the plate, which has coordinates (0,1). As shown in Fig. 5a, the

maximum principal stress in this point is thrice the nominal one. Fig. 6b-c compares this value
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respectively to the maximum stress reconstructed at that node and at the closest IP.

Performing many MC simulations (3 · 106 for the case presented), the reference Pf for the

component was computed and the 95% error band could be evaluated. Fig. 6d compares the

target Pf with the results of the proposed analytical model, which were obtained considering the

FE types and mesh sizes previously described.

Figure 6: Convergence of the discretised FE model with regard to the reference solution (analytical for

the stress, MC simulations for the Pf ): (a) scheme of the FEs adopted; (b) maximum nodal stress; (c)

maximum principal stress at the closest IP; (d) failure probability.

The picture shows that quadratic elements with reduced integration (CPE8R) give correct results
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already with medium mesh sizes, whereas CPE8 elements show good convergence even with

very coarse meshes. As expected, the poor results obtained by linear FEs in the presence of

notches were confirmed. Note, however, that the error committed with a fine mesh is in general

acceptable, as the order of magnitude is correctly estimated.
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4. Important ingredients for the analysis

Three main ingredients are needed to perform an efficient and robust evaluation of real

parts, i.e., a proper modelling of the occurrence of defects near the surface (discussed in Sec.

3.1), the description of the Kitagawa diagram, a simple method for finite life assessment and a

comprehensive description of the main sources of variability involved.

4.1. Model for fatigue strength

As discussed in Sec. 1, the fatigue strength of materials containing defects has to be evaluated

using a short cracks model, i.e. describing the dependence of ∆Kth or limit stress ∆σw on defect

size [11]. Among the various possibilities adopted in the literature, the simplest approach is

modelling the defect size according to the
√

area parameter and adopting the modified El-Haddad

formulation 25 [4, 14, 53–55] where:

∆Kth = ∆Kth,LC

√ √
area√

area +
√

areao
(24)

that combined with Eq. (23) gives:

∆σw = ∆σw0

√ √
area0√

area0 +
√

area
(25)

By this formulation, the fatigue strength ∆σw can be derived as a function of the parameters
√

area0 and ∆σw0 and of the defect size (Eq. (27) can be inverted for calculating
√

areacr at any

IP). Alternatively, the threshold condition for a short crack can also be obtained by threshold

formulations based on elastic-plastic crack driving force [15, 56].

4.2. Extension for finite life

In this section, the model presented based on the fatigue strength in the fatigue limit region

is extended to finite life assessment. The finite life of a material volume for a given applied stress

can be evaluated knowing the Kitagawa diagram and the Wöhler curve of the material. The latter

can be expressed in terms of negative inverted slope kσ and number of cycles corresponding to the

knee-point Nk,σ [4]. The fatigue life for N ≤ Nk,σ is described by the exponential relationship

in Eq. 26:

N ∆σkσ = const (26)

At the knee-point, Eq. 26 becomes Eq. 27.

Nk,σ ∆σkσw = const (27)
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Equating Eq. 26 and Eq. 27, the ratio ∆σ/∆σw can be obtained:

∆σ
∆σw

=
(Nk,σ
N

)1/kσ
(28)

In [4] it was shown that, if the S-N data of various processes (e.g., those depicted in Fig.

1c) are normalised in relation to the corresponding fatigue strength resistance defined by the

Kitagawa diagram, all the data collapse onto the same curve (see Fig. 7a). The same evidence

is also reported for different materials [18]. This demonstrates that the Kitagawa diagram is a

suitable model for defining the influence of the defect size for finite life assessments as well. This

evidence was also confirmed by evaluating the relationship between the initial defect size and

applied stress for various lives by FCG simulations [15].

Therefore, substituting ∆σw defined by Eq. 25 in Eq. 28, a unique equation describing the

relationship between critical defect size
√

areacr, number of cycles to failure N and applied stress

∆σ is obtained. In this way, it is possible to calculate the critical defect size for a given life and

applied stress (Eq. 29).

√
areacr =

√
area0

{[(Nk,σ
N

)1/kσ
· ∆σw0

∆σ

]2
− 1
}

(29)

This relationship describes the average trend, but the variability of the experimental data

shows that the strength assessment cannot be performed on a deterministic base. Therefore, the

intrinsic material variability remaining after the normalisation (depicted in Fig. 7a) cannot be

neglected.

The performance and limitations of the approach presented are discussed in Sec. 5.3, where

the results are analysed through a challenging case study.

4.3. Fully-probabilistic framework

The standard way of assessing the fatigue resistance of parts containing defects is to adopt

a semi-probabilistic framework, i.e., considering deterministic load or resistance. Even if most of

the scatter is due to the defect size, there are some other sources of variability that might not

be negligible. Among them, the most important are the material resistance (Kitagawa diagram)

and the applied load/stress.

Considering the resistance, the material manufactured by AM technology generally showed

non-negligible variability in the Kitagawa diagram (e.g., 8-13% for SLM AlSi10Mg as in Fig.

1a). This dispersion can be regarded as an uncertainty of the model and of the parameters

describing the fatigue strength as a function of the defect size. A simple modelling of this
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scatter was performed by assuming that ∆σw0 can be described by a log-normal distribution and

preserving the shape of the Kitagawa diagram. This hypothesis was seen to be consistent with

the experimental evidence of the Kitagawa diagram and of the normalised S-N curve [4].

The influence of the material resistance variability can be accounted by MC simulation. How-

ever, an analytical solution to the problem has been investigated to decrease the computational

burden and avoid uncertainty. To comply with the hypotheses of the WL model, the component

reliability has to be calculated as described in Sec. 2.2

Rcomp = Rcomp(∆σw0), (30)

that is Rcomp is conditioned on ∆σw0. If this material parameter is described by the probability

density function f∆σw0 , the reliability can be calculated as

Rcomp = 1−
ˆ +∞

0

Rcomp(∆σw0) · f∆σw0(∆σw0) · d∆σw0. (31)

Fig. 7b shows how to calculate the component reliability in the presence of a variable material

strength (red area). Pf,comp = 1 − Rcomp is first assessed in the whole range of definition of

the material resistance (blue curve on the top) and weighted for the probability of occurrence

of the particular resistance f∆σw0 as in Eq. 31. This integral can be numerically solved by

standard quadrature algorithms, or using other suitable methods (e.g. integral transform [57] or

MC simulations [58]).

The Kitagawa diagram in Pro-FACE is modelled as a log-normal distribution with a given

scatter and the parameter
√

area0 is kept constant as already assumed in [59]. Alternatively,

other models can be adopted for describing the variability of the Kitagawa diagram [60]. In the

same way, this approach can be used to introduce variability in the applied load, thus defining a

fully-probabilistic fatigue strength approach.
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Figure 7: Ingredients for the analysis: (a) fatigue life assessment in the presence of defects by normalising

the S-N curve with regard to the Kitagawa diagram (example data referring to the three processes

depicted in Fig. 1a, figure adapted from [4]); (b) Scheme of failure probability calculation according to

Eq. 31.

24



  

5. Validation on notched components

The results obtained with Pro-FACE were validated considering a notched sample. This

geometry was chosen to verify the model predictions in the presence of notches and steep stress

gradients. This activity was designed with multiple aims:

• verify the performance of the SIF-based defect criticality assessment [4] in the presence of

stress gradients by considering all defects detected in the parts;

• validate the probabilistic assessment of the fatigue limit based on defect distribution and

WL model with the results obtainable considering the most detrimental defects detected

in the parts;

• compare the probabilistic life estimation to the deterministic results obtained performing

state-of-the-art FCG simulations.

5.1. Samples design and details

In order to limit the number of unknown effects that could influence the results, the parts

were designed choosing as simple a geometry as possible. Ten cylinders of 20 mm diameter and

155 mm length were built by SLM with horizontal orientation according to process P2. The

samples were then machined to the final dimension according to the drawing in Fig. 8s. Two

round notches were machined on the two sides to introduce high stresses in a limited material

volume.

Computed tomography

X-ray CT and defect analysis were performed on all the samples. The tomography was

performed setting a voxel size of 16 µm (see [46] for further details). A region of interest (ROI)

was set considering a symmetric ±15 mm material region in respect of the specimen centre,

corresponding to the centre of the notches. An example of the size and position of the defects

detected in this region considering specimen 1 is depicted in Fig. 9a. The relevant variables

for the ten samples analysed are summarised in Tab. 4, where ρ is the defect density, ρu is

the density of the exceedances above a threshold u = 0.15 mm, and
√

areamax is the maximum

defect size detected. The results showed a large variability in the defect densities, which ranged

from 2 def/mm3 to almost 80 def/mm3, whereas the density of the defects larger than u was

approximately two orders of magnitude smaller. The maximum defect size ranged from 0.222 to
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Figure 8: Notched part geometry: (a) technical drawing; (b) final part.

0.528 mm. Hereunder, specimen 1 will be considered as witness sample for the whole batch of

parts.

Defect distribution

The defect distributions were fitted through a proprietary technique developed at PoliMi

and used inside Pro-FACE. This method adopts a robust and simple analytical relationship able

to describe the whole range of defect sizes detected. On the one hand, a proper modelling of

the largest defects is the most important step, which was achieved by applying the method

based on peaks-over threshold (POT) maxima sampling described in [46]. On the other hand,

small defects can become more detrimental than large ones when placed in the most stressed

locations in notched components. Therefore, they cannot be neglected for the present case-

study. The technique adopted is able to describe both regions by mixing the two distributions

[40]. This method consists in calculating the cumulative probability assigning a larger weight

to the distribution of small defects for dimensions below the threshold, and larger weight to the
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Specimen ρ (def/mm3) ρu (def/mm3)
√

areamax (mm)

1 15.39 0.154 0.528

2 78.33 0.396 0.518

3 35.55 0.241 0.510

4 38.95 0.257 0.376

5 73.93 0.149 0.359

6 6.08 0.039 0.370

7 13.60 0.030 0.309

8 17.95 0.087 0.379

9 1.98 0.012 0.222

10 11.89 0.044 0.486

Table 4: Relevant variables resulting from the defect analyses on the samples.

negative exponential distribution describing the exceedances above the threshold for larger defect

sizes. An example of the final data fit achieved for specimen 1 is depicted in Fig. 9b.

Figure 9: Example of defect distribution in the samples: (a) size and position of the defects detected;

(b) analytical description of CT measurements.
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FE model

The three symmetries along the principal axes were exploited by modelling only 1/8 of the

sample in Abaqus 6.14. A fine quadratic mesh consisting of 23331 C3D20 elements was adopted

to ensure the stress convergence, with mesh refinement around the notch. The load applied

was an axial force P = 6.8 kN. The model and FE results are depicted in Fig. 10. The stress

concentration factor at the notch tip was Kt = 2.26, with a 90% volume V90 = 0.98 mm3 (i.e.

the volume subjected to a stress larger than 90% of the maximum one).

Figure 10: FE model of the part: geometry, loading condition and maximum principal stress results.

Model for material fatigue strength

The fatigue properties of the material manufactured by process P2 were completely charac-

terised on the standard specimens built in the same built job (see [4, 46]). The results needed for

Pro-FACE are the slope kσ and knee-point Nk,σ of the Wöhler curve, and the Kitagawa diagram

described by the El-Haddad formulation (see Sec. 4.1-4.2). The intrinsic material variability not

due to the defect size can be a further input for the probabilistic analysis. It can be expressed

in terms of coefficient of variation (CV) of the fatigue data. Tab. 5 summarises the input data.

5.2. Results

The model validation was performed by a step-by-step process investigating two key points:

1. prospective fatigue limit of the notched specimens subjected to fully reversed axial

fatigue loading;

2. finite life under a cyclic fully-reversed load with amplitude of 6.8 kN.
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Wöhler curve
kσ 6

Nk,σ 2 · 105

Kitagawa diagram
∆σw0 (MPa) 480
√

area0 (mm) 0.038

Intrinsic material variability CV 0.1

Table 5: Summary of the experimental fatigue results for process P2 (from [4]).

These two analyses were performed by adopting two types of assessments:

• a deterministic approach, which required performing CT on all parts to determine size and

position of all major defects. The defects were then ranked by criticality according to their

SIF, which was calculated by Eq. 21 based on the evaluation of the stress applied to any

position of the sample obtained through FE analysis;

• Pro-FACE’s probabilistic approach, which evaluates the probability of finding a critical

defect in any location based on the defect distribution in the witness sample.

The results obtained for the finite life assessment were finally validated by state-of-the-art FCG

simulations using the NASGRO 4.2 software.

Fatigue limit assessment

The deterministic approach consisted in evaluating the maximum allowable stress inside the

Kitagawa diagram for the defect subjected to the maximum SIF, and thus the limit applicable

load Pw. This required the development of a tool that could interface CT and FE results to

assess the stress acting on every defect and the position with regard to the outer surface. This

information is necessary to evaluate the defect criticality ranking.

The position of the most critical defect detected in each sample is represented in Fig. 11a,

which also shows the expected criticality of the notch region evaluated by Pro-FACE in terms of

normalised failure probability Pf ,norm. Note that the size of the circles depicted is proportional

to the
√

area of the defects measured by CT, but scaled for visualisation reasons. The quantity

Pf ,norm gives a qualitative and visual assessment of the zones in which the fatigue crack is likely

to originate and a quantitative evaluation of the relative difference of failure likelihood among

various positions.
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By evaluating Pw for the ten samples investigated, the fatigue limit distribution depicted

by the red dots in Fig. 11b-c was estimated. The same analysis was then performed with Pro-

FACE refining the calculation step-by-step. The first assessment made the simplified assumption

to consider all the IPs as superficial (grey dashed curve in Fig. 11b). The second simulation

(black dotted curve) adopted the refined method implemented in Pro-FACE to distinguish surface

and internal IPs (see Sec. 3.1). The third simulation (blue solid curve) exploited the capability

of Pro-FACE to consider the intrinsic material variability, which was expressed by a 10% CV

on ∆σw0. In this case, the slope of the cdf decreases compared to the previous ones, which

causes a larger scatter of Pw. Moreover, as CT analyses highlighted important variability in the

defect density among the specimens, a worst-case and a best-case assessment were performed

considering the largest and lowest defect densities measured (see Tab. 4), which are depicted by

the blue semi-transparent region in Fig. 11b.

Finally, Fig. 11c shows how the most stressed volume affects the overall part assessment.

The blue curve reported in Fig. 11a is compared here to the results obtained by performing the

same assessment considering only the most stressed part of the sample, i.e., setting automati-

cally Pf = 0 to all the IPs subjected to a stress lower than a given threshold. This analysis was

performed considering V90 and V80, which correspond to the component volumes subjected to at

least 90% or 80% of the maximum principal stress applied (0.0019% and 0.0081% of the overall

volume of the sample).

By comparing the results of deterministic and probabilistic approaches, it can be affirmed that

all critical defects are placed inside the region associated with the largest criticality, very close to

the surface of the notch. This was also demonstrated by the fact that the error committed basing

the assessment exclusively on V90 is really small, and it becomes negligible considering V80 (see

Fig. 11c). This result is in accordance with the findings reported in the literature [25, 61, 62], and

highlights that the failure of notched parts is usually driven by very small volumes of material,

and that the quality of these regions has a paramount importance for their fitness for purpose.

The same conclusion was drawn by ranking all defects detected in each sample in terms of

SIF. The analysis showed that in 5 samples out of 10 the maximum SIF corresponded to one of

the two defects subjected to the largest applied stress. On the contrary, in only two cases the

largest SIF was due to one of the 10 largest defects detected.

Considering the limit load, the deterministic assessment was very much in accordance with

the Pro-FACE estimate based on the witness sample (WS). Moreover, the scatter of the 10 data
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was well described by considering the experimental variability of defect density. Finally, the sim-

plified calculation made considering all the IPs as superficial yielded a conservative assessment.
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Finite life assessment

The second step necessary for the verification of Pro-FACE is the finite life assessment in the

presence of large stress gradients, which is performed according to the analytical life estimation

method presented in Sec. 4.2. The probabilistic and deterministic approaches are based on the

same assumptions adopted to assess the fatigue limit.

To verify performance of the implicit life estimation method, state-of-the-art FCG simulations

were performed using NASGRO 8.2.

The steps necessary to run the simulations are summarised as follows:

• determining the position and size of the initial crack in every sample on the base of the

most critical defect estimated by CT scan and SIF ranking (see Fig. 12a);

• selecting the corresponding crack case in NASGRO. As the position of the critical defect

was always on the surface close to the centre of the notches, the crack case selected was

”semi-elliptical surface crack in a plate, subjected to a user-defined load field” (SC 31);

• defining the initial size of the crack so that its area is equivalent to that of the critical

defect. The initial shape was deemed to be semi-circular;

• define the size of the plate based on the cross-section perpendicular to the applied load

containing the critical defect;

• defining the local maximum principal stress field by interpolating the FE results on the

plane selected (see a scheme in Fig. 12b);

• creating a user-defined material, based on the experimental results obtained for the mate-

rial;

• defining the failure condition (in this case, the fulfilment of a 2 mm crack depth).

The simulations were performed considering the five defects with largest SIF detected in every

sample, for a total of 50 simulations. Tab. 6 compares the two analyses in terms of overall effort

required. A FE analysis was needed in both cases.
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Simulation CT Other actions # simulations Exp. time (w/o CT)

Deterministic
All parts

SIF ranking +
50

∼1 h per

NASGRO input for simulations sample

Probabilistic
One WS None 1

a few min for

Pro-FACE the whole batch

Table 6: Summary of the effort required to run the deterministic and probabilistic simulations.

The life distributions for the batch of parts are depicted in Fig. 12c. The picture confirms the

good concordance between the deterministic and probabilistic estimates for finite-life assessments.

Fig. 12d shows that the estimates performed by Pro-FACE considering the particular defect

distribution of every sample slightly improves the precision, as it accounts for the anisotropy in

different positions of the platform. In fact, the picture shows that short lives are expected for

the samples containing more detrimental defect distributions (i.e., samples 1 to 4) by both the

deterministic and probabilistic approaches. Similarly, both methods predict longer lives when the

material quality improves (e.g., samples 7 to 9). This confirms that a proper assessment of defect

distribution and variability in the platform is fundamental for the application of probabilistic life

assessment methods, and that a standardisation of the WS position, size and testing methods is

required.

5.3. Discussion on conservatism of Pro-FACE

The implicit life assessment method proposed in Sec. 4.2 proved able to provide fairly good

performance. In fact, all life estimates performed yielded conservative results, with an error

ranging from below 5% (samples 7 and 9) to a maximum safety factor below 3. The simplicity

of the analytical fatigue approach is based on the fulfilment of two main assumptions:

• the SIF applied to any defect is correctly defined;

• a homogeneously stressed volume of material is investigated.

To verify the performance of the simple model for SIF calculation described in Sec. 3.1,

the SIF of the ten critical defects was calculated with Murakami’s model and compared to the

values calculated by NASGRO at the beginning of the FCG simulations (which are based on

bi-dimensional weight functions and stress fields). To evaluate the most critical condition, the
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Figure 12: Input for the NASGRO simulations: (a) example position and life expected by Pro-FACE for

the ten most critical defects detected in one of the samples; (b) maximum principal stress acting on the

plane containing the critical defect (in this example, z = 0). Fatigue life estimation by Pro-FACE and

NASGRO simulations: (c) cdf for the batch; (d) estimate for every sample.

crack/defect was assumed to be on the surface, in the position of the notched sample subjected

to the maximum applied stress.

The findings showed that the simple SIF assessment by Murakami is in accordance with the

complex calculation performed by NASGRO, with a difference always below 10% [49]. Note

that the calculation based on the weight functions introduces an error too. Considering the huge

difference in terms of effort needed for the two analyses, a small approximation can be acceptable

for most applications, and it would always be a reasonable compromise during the design phase.
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As for the influence of the stress gradient, the small dimension of the defects investigated enables

to base the calculations on the punctual stress value of the applied stress computed at the defect

centre. This is a perfectly fine assumption for a crack nucleation and early-phase propagation

model (i.e., the Kitagawa diagram). However, during the propagation, the crack can extend to

regions subjected to different stresses, which can increase or decrease the crack growth rate and

therefore the number of cycles to failure. The model presented assumes that the crack remains

subjected to the stress initially applied to the defect.

To evaluate the approximation introduced by considering a constant stress along the crack

path, the NASGRO simulations were recomputed by setting a constant stress field along the whole

crack propagation plane. This assumption was seen to be responsible for most of the conservatism

[49]. Some smaller sources of scatter can also be attributed to the intrinsic difference between a

fatigue assessment compared to an FCG analysis (e.g., specimen shape, failure condition, intrinsic

variability of fatigue and FCG material data).

6. Application to aerospace components

The last step of the analysis is the application of Pro-FACE to a component having a complex

geometry, which is usually the case for AM parts. This necessity has pushed to the implemen-

tation of the routines inside a FE environment (i.e., Abaqus subroutine) and as an external

post-processor. Pro-FACE was used to investigate a bracket designed by RUAG for space appli-

cation [63] and produced by SLM by process P1 using the AlSi10Mg alloy. All the details about

the part, and the input data used for Pro-FACE are reported in [49, 64].

The bracket was proof tested by a series of vibration tests, which were performed by applying

both sine and random vibrations along the three principal directions and within a large range

of frequencies (0 Hz to 2000 Hz). The target life to withstand the launch was estimated in

1500 cycles, whereas almost no damage is expected above the knee-point of the Wöhler curve

(Nk,σ = 2 · 105). A safety factor 6 on the life was finally applied in accordance with the fracture

control requirements in the presence of detected defects [65, 66]. Fig. 13 depicts the maximum

principal stress field determined by FE method when the most detrimental loading condition

for the high level sweep test is applied to the part. The part tested survived all the load cases

on the shaker with no detectable flaw or stiffness loss. After the tests, the load was increased

up to failure to evaluate the most critical region for the structure. The failure happened in the

region subjected to the highest stress in Fig. 13, which confirmed the criticality of this loading
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condition.

Figure 13: Maximum principal stress determined by FE analysis for the most critical load case.

The results obtained by Pro-FACE about the critical loading condition are depicted in Fig.

14. A first simulation (S1) set the reference result considering all defects in the part as superficial

and evaluating as input variable only the defect size distribution. On this basis, the following

simulations (S2-S4) respectively added to the foregoing the influence of:

• S2 - refined assessment of defect position, which evaluates the criticality of surface and

internal defects as explained in Sec. 3.1;

• S3 - material fatigue strength variability (10% CV based on the experimental results);

• S4 - applied stress (5% CV often used to account for load uncertainties and modelling

errors).

As for the variability of the density of defects in the material, this proved to be almost negligible

for the present application [64].

Fig. 14a shows that the Pf radically increases when accounting for the strength and stress

variabilities. As expected from the full-scale test, the part is very reliable for the target life even
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considering the fully-probabilistic assessment (S4). The conservatism introduced by considering

all defects as surface (S1) (i.e. the hypothesis of the analytical models available in the literature

[29]) proves to be non-negligible in respect of the novel assessment by Pro-FACE (S2). Due to

the very low slope of the S-N curve above Nk,σ cycles, the failure probability above this life tends

to flatten. This means that there is a nearly 9% probability that the structure undergoes almost

no damage at all, i.e., that none of the defects have enough energy to start propagating.

Another interesting information that can be assessed with Pro-FACE is the performance of

the part manufactured adopting different process parameters. As an example, Fig. 14b shows

a very large improvement of the reliability from process P1 to P2 and P3, due to the smaller

dimensions of the maximum defects [4]. Knowing the material quality achievable according to

various process parameters, this analysis could provide important information during the design

phase.

Fig. 15 depicts a 3D map of the critical defect size obtained by simulating a life of Nk,σ

cycles. The values refer to a percentile µ− 3σ of the distribution of
√

areacr.

Finally, it should be borne in mind that the probabilistic assessment is based on the WL as-

sumption that the volumetric defects are randomly spread in the material and on the assumption

of mutual independence of microcracks. Considering the Al alloy investigated, this was verified

in the WSs. However, this assumption was not acceptable for some regions of the bracket, as

clusters of sub-surface pores were detected close to unsupported downfacing surfaces [14]. This

issue can be addressed by exploiting the capability of Pro-FACE to distinguish between sur-

face and internal regions, and to differentiate the related distributions. An alternative approach

has been presented in [64], which consists in a deterministic evaluation of the most detrimental

non-random features detected by NDE.

7. Conclusions

The fatigue properties of AM materials are strictly correlated to the presence of process-

dependent inhomogeneities and to the relative scatter of properties with regard to traditional

manufacturing processes. This paper has presented a newly developed model for probabilistic

fatigue assessment of parts containing manufacturing defects, which was then implemented in

the Pro-FACE software. Due to the inevitable presence of process-dependent defects and the

capability of Pro-FACE to deal with very complex part shapes and heavy FE models, the tool

is naturally suitable to assess the fatigue resistance of metallic AM parts.
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Figure 14: Part Pf for the most detrimental load case as a function of the fatigue life: (a) influence

of the main sources of variability for process P1; (b) results expected improving the quality of the

manufacturing process from P1 to P3.

Pro-FACE adopts an analytical and mesh-insensitive approach based on the results at the

integration points of FE simulations and the Weakest Link model to compute the part failure

probability in negligible time compared to the standard FE analysis. A robust evaluation of

the fatigue limit is performed based on the Kitagawa diagram of the material, whereas life

estimations are computed through a simple assessment based on the Wöhler curve. State-of-the-

art FCG simulations have validated the applicability of this approach to notched parts. The life
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Figure 15: 3D map of critical defect size and location for a percentile µ− 3σ (from [64]).

estimations obtained in the presence of steep stress gradients proved to be slightly conservative

but required significantly less effort in terms of experimental and simulation efforts.

The implementation to a topologically optimised bracket for space application has demon-

strated the capability of Pro-FACE to determine the fatigue resistance and critical regions of

complex parts produced by AM, in view of a possible standardised procedure for part assessment.

The model has also been used to evaluate the influence of the main sources of variability and has

shown the importance of performing a fully-probabilistic assessment to obtain robust results.

Besides the structural assessment, Pro-FACE can be a powerful tool to assess the critical

regions during the part concept and design phases, as well as to simulate experimental tests.
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[29] A. Wormsen, B. Sjödin, G. Härkeg̊ard, A. Fjeldstad, Non-local stress approach for fatigue
assessment based on weakest-link theory and statistics of extremes, Fatigue and Fracture
of Engineering Materials and Structures 30 (12) (2007) 1214–1227. doi:10.1111/j.1460-
2695.2007.01190.x.

[30] A. Wormsen, A. Fjeldstad, G. Härkeg̊ard, A post-processor for fatigue crack growth anal-
ysis based on a finite element stress field, Computer Methods in Applied Mechanics and
Engineering 197 (6-8) (2008) 834–845. doi:10.1016/j.cma.2007.09.012.

[31] A. Fjeldstad, A. Wormsen, G. Härkeg̊ard, Simulation of fatigue crack growth in components
with random defects, Engineering Fracture Mechanics 75 (5) (2008) 1184–1203.

[32] SwRI, DARWIN.
URL https://www.swri.org/darwin

[33] G. Leverant, H. Millwater, R. McClung, M. Enright, A new tool for design and certification
of aircraft turbine rotors, J. Engng Gas Turbines Power 126 (2004) 155–159.

[34] R. McClung, , M. Enright, H. Millwater, G. Leverant, S. Hudak, A software Framework for
Probabilistic Fatigue Life Assessment of Gas Turbine Engine Rotor, J. ASTM Int. 1 (8).

[35] M. Enright, S. Hudak, R. McClung, Application of Probabilistic Fracture Mechanics to
Prognosis of Aircraft Engine Components, AIAA Journal (2006) 311–316.

[36] S. Beretta, S. Foletti, M. Madia, E. Cavalleri, Structural integrity assessment of turbine
discs in presence of potential defects: Probabilistic analysis and implementation, Fatigue
Fract. Eng. Mater. Struct. 38 (9) (2015) 1042–1055. doi:10.1111/ffe.12325.

[37] E. Gumbel, Statistics of Extremes, Columbia University Press, New York, 1957.

[38] S. Beretta, Y. Murakami, Statistical Analysis of Defects for Fatigue Strength Prediction and
Quality Control of Materials, Fatigue Fract. Eng. Mater. Struct. 21 (9) (1998) 1049–1065.
doi:doi:10.1046/j.1460-2695.1998.00104.x.

[39] Y. Murakami, S. Beretta, Small Defects and Inhomogeneities in Fatigue Strength:
Experiments, Models and Statistical Implications, Extremes 2 (2) (1999) 123–147.
doi:10.1023/A:1009976418553.

[40] S. Beretta, C. Anderson, Y. Murakami, Extreme Value Models for the Assessment of Steels
Containing Multiple Types of Inclusion, Acta Materialia 5 (54) (2006) 2277–2289.
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Beispiel eines betriebsfest auszulegenden geschmiedeten Nutzfahrzeug-Achsschenkels, Kon-
struktion 47 (7-8) (1995) 222–232.

[63] Moriaux, F., Additive Manufacturing for Space Application, in: Altair technology confer-
ence, Paris, 2015, accessed: 2018-04-15.

[64] S. Romano, S. Beretta, S. Miccoli, M. Gschweitl, Probabilistic Framework for Defect Toler-
ant Fatigue Assessment of AM Parts Applied to a Space Component, Accept. ASTM Sel.
Tech. Pap.

[65] ECSS-E-ST-32-01C Rev. 1, Space engineering - Fracture control (2009).

[66] NASA, Fracture Control Requirements For Spaceflight Hardware, NASA Technical stan-
dards system (2016) 119.

45



  

AppendixA. Integration at Gauss Points

Depending on the applied stress field, on the material resistance (Kitagawa diagram) and

on the distribution of the maximum defect in the volume investigated, the function Z of Eq.

15 might be complex. The convergence of the integral of Z with a Gaussian discretisation was

evaluated by considering a simple mono-dimensional element subjected to a linear stress gradient

(i.e., the stress field obtainable using quadratic FEs). The applied stress considered was varied

in the whole range defined by the Kitagawa diagram, as depicted in Fig. A.16a. The function

Z, whose trend is shown in Fig. A.16b, was integrated by adopting an increasing number of

Gauss points (NGP). The error was defined as the absolute value of the difference between the

reconstructed function Z∗(x) (obtained with a polynomial relationship of degree n = NGP − 1)

and the correct value Z(x) (see Fig. A.16c)

error =|Z∗(x)− Z(x)|. (A.1)

The average error in the element is depicted in Fig. A.16d.

Using linear elements with reduced integration (NGP = 1) causes a very large error in the presence

of a stress gradient. The error is substantially reduced by considering two GPs, suggesting

the necessity of adopting linear FEs with full integration or quadratic elements with reduced

integration. By progressively increasing the number of GPs, the error slightly decreases, but the

computational cost increases rapidly. Commonly used quadratic elements with full integration

guarantee a small error with a sustainable increase of the computational time. Finally, even more

precise results can be obtained by increasing the arbitrary number of GPs, thus going outside the

limits of most commercial FE software. Note that, for practical problems with average quality

meshes, the stress gradients inside the FEs prove definitely smaller (see Fig. A.17a) and the

integral convergence happens much more quickly (Fig. A.17b). In the limit case of elements

subjected to a constant stress, the correct solution can be determined using a single GP.
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Figure A.16: Precision of the integration varying the number of GPs: (a) applied stress gradient and
position of the GPs; (b) integrand function and polynomial approximations using the reconstructed
stress field; (c) local percentage error; (d) average error.

Figure A.17: Precision of the integration varying the stress gradient in the element: (a) applied stress
gradient; (b) average error in the element.
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• Novel tool for probabilistic fatigue assessment of parts with defects 

• Critical defect size and failure probability results validated on notched samples 

• The analytic model requires negligible time and computational effort 

• New method to evaluate the effect of both surface and internal defects presented 

• A fully-probabilistic analysis enables evaluating all major sources of variability 



  


