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Resting-state functional magnetic resona
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 series from functionally 
al et al., 1995). Several 
entified and changes in 
ariety of diseases (for a 
their connectivity have been observed in a v

review, see Cole et al., 2010). One major 
problem with rfMRI, 

however, is the presence of arte-facts, many of which share some 

spatial or spectral overlap with RSNs and affect their correct 
identification and quantification of their connectivity. Unlike task-
fMRI, where there is prior knowledge about the temporal signal of 
interest, in rfMRI any non-neural activity shared across multiple 
voxels can yield misleading results.
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Spatially extended artefacts can be caused by the MRI hardware/
software (e.g., timing instabilities), or more frequently, they are
caused by physiology and subject motion (Murphy et al., 2013). For
example, it is well known that even relatively small amounts of head
motion repre-sent a significant confound for rfMRI network
identification (Power et al., 2012; Satterthwaite et al., 2012; Van Dijk
et al., 2012). Other confounds relate to physiological noise, including
cardiac and respiratory cycles (Birn et al., 2006; Shmueli et al., 2007),
which occur at relatively high frequency (≈1 Hz and ≈0.3 Hz,
respectively) but are generally aliased into lower frequencies at
standard TR (2–3 s) (Lowe et al., 1998). Vascular tone also represents
a source of physiological noise, generating low-frequency oscillations
(b0.1 Hz) in the absence of stimulus (Aalkjaer et al., 2011). Only by
removing such confounds is it possible to obtain reliable functional
connectivity measures. Moreover, due to the increasing use of high
field MRI, hardware innovations, and the introduction of innovative
accelerated sequences (Feinberg et al., 2010; Moeller et al., 2010;
Setsompop et al., 2012), we are able to obtain data with higher SNR
and/or spatial/temporal resolution, but this may come at the price of
an associated increase in certain structured artefacts. It is therefore
highly desirable to develop an effective method for artefact
identification and removal that retains as much neuronally-related
signal as possible.

Current noise removal methods for individual resting dataset
clean-up can be divided into two main categories (see Murphy et al.,
2013 for a detailed review): those that use external physiological
recordings and those that are data-driven. In the former category, with
techniques like retrospective image correction (RETROICOR — Glover
et al., 2000), low-order Fourier series are
fit to the image data based on  the time of each  image acquisition
relative to the phase of the cardiac and respiratory cycles. This
approach has been extended to include the regression of low-
frequency changes in heart rate (Shmueli et al., 2007), while Birn et al.
(2006) developed a method to remove the variance of respiration-
induced changes from the data through the regression of the
respiration volume per time (RVT).

However, physiological monitoring data are often not available,
and are not expected to relate to all common forms of artefact; hence,
several methods have been proposed to estimate and remove the arte-
facts using only the fMRI data itself. The simplest approach is to apply
temporal filtering (e.g., a band-pass filter keeping frequencies 0.01–
0.08 Hz) that removes the primary cardiac and respiration frequencies
if the TR is short enough, but not their aliased lower-frequency
compo-nents with more standard TR. Moreover, the removal of high
frequency signals through bandpass filtering may remove signal that
contributes to resting state networks (Niazy et al., 2011). Another
standard pre-processing step for fMRI analyses is rigid-body head
motion correction. Usually, all the volumes are aligned to a reference
volume, with the volume-to-volume movement of the head described
by three translations and three rotations. However, even with perfect
geometric correction of head motion, spin history effects result in
residual motion-related artefacts; it is common to attempt to remove
these from the data using a multiple linear regression, with the
confound regressors derived from the estimated motion parameters.
However, it has been shown (Power et al., 2012; Satterthwaite et al.,
2013) that such approaches are often not capable of completely
removing the effects of motion. Power et al. (2012) described a
technique called “scrubbing” to deal with remaining artefacts: volumes
(time points) affected by excessive motion are simply excluded from
the functional connectivity analyses. In another study (Satterthwaite
et al., 2013) the authors proposed an improved pre-processing
procedure by removing a higher number of motion-derived regressors
(24 regressors, derived from the 6 motion parameters, their temporal
derivatives, and the squares of the 12 resulting regressors). Further
nuisance regressors can be derived from the resting data itself. Under
the assumption that any process that affects all brain voxels is

unrelated to the neural activity, global sig-nal regression removes the 
global mean signal computed across all voxels in the brain (Desjardins 
et al., 2001; Greicius et al., 2003).
However, it has been demonstrated (Murphy et al., 2009; Saad et al., 
2012) that the global regression process also introduces spurious anti-
correlations that are difficult to interpret. Some studies (de Pasquale 
et al., 2010; Popa et al., 2009) indicate that the global signal can include a 
significant amount of neural activity; therefore, many argue that its re-
moval should be avoided. As BOLD signal related to neural activity should 
be predominantly in the grey matter, an alternative method is to regress 
out of the time series derived from just the white matter and/or cerebro-
spinal fluid (CSF) voxels (Weissenbacher et al., 2009).

Confound removal can also be performed through a modification 
of the acquisition sequence. The dual echo approach proposed by 
Bright and Murphy (2013) consists of simultaneous acquisitions of a 
short echo time (TE) and a BOLD-weighted (standard TE) fMRI data, 
followed by voxelwise regression of the short TE data from the BOLD-
weighted data, to remove noise variance. A related method uses a 
multi-echo approach that allows the separation of BOLD and non-
BOLD signal com-ponents based on TE-dependence (Kundu et al., 
2012). Multi-echo data at 3 TEs were acquired and fed into 
independent component analysis. Components were analysed for the 
degree to which their signal changes fit models for relaxation-rate 
(R2*) and initial signal intensity (when the TE = 0) change, and 
summary scores were developed to characterize each component as 
BOLD-like or not BOLD-like. These scores clearly differentiated BOLD-
like RSN components from non BOLD-like compo-nents (related to 
motion, pulsatility, and other nuisance effects), and non BOLD-like 
component time courses were used as noise regressors to improve 
seed-based correlation mapping.

Independent component analysis (ICA) (McKeown et al., 1998) 
has proven to be a successful technique for detecting consistent 
spatial components and separating signal from noise. ICA decomposes 
the 4D (space X time) data into multiple components, each described 
by a single 3D spatial map and an associated time course. Ideally, 
some components purely reflect BOLD signal, and others purely 
reflect artefactual processes. If the latter can be identified, then they 
can be subtracted from (or regressed out of) the data. Identification of 
artefactual com-ponents by hand is time-consuming, operator 
dependent, and requires expert knowledge about signal and noise 
fluctuations' spatial and temporal characteristics. Thus, there have 
been several approaches proposed that attempt to automate ICA-
based denoising using different strategies to classify the independent 
components (ICs) as signal or noise. To mention a few examples in 
addition to the work of Kundu et al. (2012), Thomas et al. (2002) 
identify the noise components to remove using an unsupervised 
algorithm that examines the Fourier decomposition of the time series 
obtained after principal components analysis or ICA; Kochiyama et al. 
(2005) proposed an automatic solution for removing the effects of task-
related motion, characterising the non-artefactual ICs by virtue of their 
task-related signal changes; Perlbarg et al. (2007) re-move signal 
fluctuations that match known spatial patterns of physiolog-ical noise; 
similarly, Beall and Lowe (2007) estimated cardiac and respiratory 
fluctuations from resting state data with temporal ICA and generated 
spatial weight matrices applicable to other resting data.

The presence of multiple distinct kinds of artefacts in rfMRI data 
requires the identification and removal of a wide range of compo-
nent types (i.e., having potentially quite varied artefactual spatial 
and/or temporal characteristics). Therefore, Tohka et al. (2008) pro-
posed a richer set of spatial and temporal features that capture a 
wider range of ICs' characteristics, while De Martino et al. (2007) used 
a representation of the components in a multidimensional space of 
descriptive measures (IC-fingerprints), which are then used to classify 
the components by feeding the features into a support vector 
machine. The “features” are quantities derived from the ICA spatial 
maps and/or time courses; for example, one feature might be the 
fraction of the supra-threshold spatial map overlaying grey matter, 
and another might be the fraction of power in the time series 
spectrum lying above 0.05 Hz. A set of distinct features can be fed into 

a trained multi-variate classifier in order to attempt to classify each IC 
as “good” or “bad”.



 

We recently developed FMRIB's ICA-based X-noiseifier (FIX), 
which is an automated approach (once trained) for cleaning fMRI 
data of various types of artefact (Salimi-Khorshidi et al., 2014). The 
general cleaning procedure in FIX, as with some of the above-
mentioned methods, consists of several steps: spatial ICA, 
component-wise feature extraction, classifier training (using expert-
hand-labelled data), components' classification (i.e., predicting 
components' likelihood of being signal vs. noise, in new data) and 
denoising (removal of the artefactual components). The first four 
steps are extensively described in Salimi-Khorshidi et al.  (2014): 
the ICA step is performed with MELODIC (Beckmann and Smith, 
2004); over 180 spatial and temporal features are extracted for each 
ICA component; the training and prediction phases are performed 
with a hierarchical fusion of multiple classifiers (K-nearest neighbour, 
support vector machines and decision trees). The performance of FIX 
in component classification against manual labelling (the “gold 
standard” for component classification) has been assessed on various 
rfMRI datasets, achieving over 99% classification accuracy on the best 
datasets, and around 95% accuracy on more “standard” acquisitions.

In this paper, we investigated different approaches for carrying out 
the last step of the denoising procedure — the removal of the nuisance 
components identified by the classifier, resulting in “cleaned” fMRI 
data. This is not trivial, as the noise components can share variance 
with components containing RSN signal. For this reason, the first aim 
of the present work was to compare several cleaning approaches in 
the framework of the FIX strategy and find a recommended procedure 
for noise removal, in order to clean the fMRI data of artefacts, while 
minimising the loss of signal. To achieve this, we tested the efficacy of 
the different cleaning procedures through RSN time series, network 
and spatial map analyses, feeding uncleaned and cleaned datasets into 
both low- and high-dimensional group-level ICA to identify resting-
state networks (see the Dual-regression and analyses and Results 
sections for details).

Recently, multiband echo planar imaging (EPI) has proven to be 
very powerful for obtaining fMRI data (Moeller et al., 2010), with 
improved temporal and/or spatial resolution, and improvements in 
sensitivity to detection of RSNs (Feinberg et al., 2010). Slice 
accelerated EPI has seen rapid adoption in the neuroimaging 
community, for example, in the Human Connectome Project (HCP) 
and the most recent Thousand Connectomes datasets from the 
Nathan Kline Institute. The second aim of this study was to further 
evaluate the potential of the multiband ac-celerated EPI sequence, 
and to investigate the effect of combining different acquisition pulse 
sequences with different artefact cleaning approaches (the 
accelerated multiband acquisitions might well give different results 
for different cleanup approaches, compared with standard EPI). 
Therefore, all evaluations were performed on two large datasets from 
one set of subjects — a “Standard” EPI sequence and a multiband 
accelerated EPI sequence, demonstrating the efficacy of FIX cleaning 
on both acquisitions via investigation of RSNs' time series, correlation 
networks and spatial maps (see the Dual-regression and analyses and 
Results sections for details). Partly as a result of this study, public 
releases of HCP rfMRI data are being cleaned using FIX using the “soft” 
cleanup approach described below (Smith et al., 2013).

Methods

Subjects and MRI data acquisition

Data from 76 subjects, participants in the Whitehall II MRI study 
(ages 69.1 ± 5.8 years, M/F = 52/24), were acquired using a 3 T 
Siemens Verio MRI scanner with a 32-channel head coil. All subjects 
gave written informed consent to participate in the study. The 
following MRI sequences were acquired in fixed order for all subjects:

– 3D high-resolution T1-weighted MR images were acquired using a 

MEMPRAGE sequence (TR = 2530 ms, TE = 1.79/3.65/5.51/7.37 ms,
flip angle = 7°, field of view = 256 mm, voxel dimension = 1 mm
isotropic, acquisition time = ~6 min);

– Multiband accelerated rfMRI acquisition (hereafter referred as
MB6): single-shot EPI T2*-weighted images (TR = 1300 ms, multi-
band factor MB = 6, PEshift = FOV/3, TE = 40 ms, flip angle = 66°, 
voxel dimension = 2 mm isotropic, whole brain, acquisition time 
= 10 min for a total of 460 time points), developed partly for the 
Human Connectome Project (Feinberg et al., 2010; Moeller et al., 
2010; Setsompop et al., 2012; Xu et al., 2013);

– Standard rfMRI acquisition: single-shot EPI T2*-weighted images 
(TR = 3000 ms, TE = 30 ms, flip angle = 90°, voxel dimension = 
3 mm isotropic, whole brain, acquisition time = 10 min for a total 
of 200 time points);

– Field maps were acquired to reduce EPI distortion due to mag-
netic field inhomogeneity (TR = 400 ms, TE = 5.19/7.65 ms, flip 
angle = 60°, field of view = 258 mm, voxel dimension = 3 mm 
isotropic, acquisition time = ~1 min). 

rfMRI data pre-processing

The same pre-processing was performed on both Standard and 
MB6 rfMRI data using FSL (Jenkinson et al., 2012; Smith et al., 2004). 
Each rfMRI dataset was corrected for head motion using MCFLIRT 
(Jenkinson et al., 2002) and then corrected for EPI distortions using 
FMRIB's Utility for Geometrically Unwarping EPIs (FUGUE), which 
performs the unwarping of the EPI images based on fieldmap data. 
Non-brain tissue was removed with BET (Smith, 2002) and data were 
high-pass temporal filtered to remove slow drifts (cutoff period ~ 
100.0 s). Data were not spatially smoothed, in order to make it easier 
to compare and interpret the effect of the different acquisitions' 
resolutions (e.g., on SNR and apparent spatial detail). Each 4D pre-
processed dataset was then fed into MELODIC (Multivariate 
Exploratory Linear Optimised Decomposition of Independent 
Components — Beckmann and Smith, 2004) to perform within-
subject spatial-ICA with automatic dimensionality estimation (we 
explain below how the ICA outputs were then used). The 76 subjects' 
datasets were then randomly split into two age-matched subsets: 23 
subjects were used as the training dataset for FIX, and 53 as the test 
dataset. The rationale for this group size difference is that we judged 
23 subjects to be sufficient to train FIX well and provide robust group-
level ICA decomposition for the templates (see Group-ICA RSN 
templates creation section), reducing the manual intervention as much 
as possible. Moreover, many of the final evaluations depend on cross-
subject variance estimations, and hence the size of the second group is 
arguably more important to our quantifications than the size  of the
first. Subsequent analysis steps are summarized in Fig. 1.

Group-ICA RSN templates creation

Next we applied ICA-based artefact removal for each subjects' data 
in the training dataset. Every ICA component from every single-subject 
dataset (from both MB6 and Standard acquisitions) was hand-
classified into signal or noise, looking first at the thresholded spatial 
map and then at the temporal power spectrum and at the time course. 
For more detail and examples regarding how the hand-classification 
decisions were made see Salimi-Khorshidi et al. (2014). Briefly, the 
typ-ical characteristics of signal components are:

– spatial maps with well-defined grey matter clusters;
– spatial pattern attributable to the RSNs' patterns described in literature 

(Beckmann et al., 2005; De Luca et al., 2006; Rytty et al., 2013);
– predominantly low-frequency (b0.1 Hz) power spectra;

while noise components can have:

– spatial overlap with white matter, CSF, or blood vessels;
– signal localised at the edges of the brain (motion) or in areas of

signal drop (susceptibility);



Fig. 1. Graphical illustration of overall evaluation.
– spatial maps with irregular/not well-defined clusters;
– non-predominantly low-frequency (b0.1 Hz) power spectra;
– spikes in the time series.

Next, the full space of all artefact time series andmotion parameters
(as opposed to the partial space, where the non-artefact time series 
are also included in the regression; see the Automated classification 
and cleanup procedures with FIX section for further details on this 
dis-tinction) was regressed out of the 4D pre-processed data, to 
achieve “aggressive” artefact removal. The rationale for applying more 
aggres-sive artefact regression was that we wanted to obtain the 
cleanest possible group-level ICA maps from the training dataset, to 
be used as a reference of “true signal”. The aggressive within-subject-
cleaning ap-proach maximizes the noise removal at the expense of 
potential loss of some RSN-related signal in some subjects, which is 
compensated for by utilising multiple subjects for the group-ICA-
based template generation. We registered subjects' cleaned rfMRI 4D 
data to their high-resolution structural image using FLIRT linear 
registration, enhanced with brain-boundary-registration (BBR — 
Greve and Fischl, 2009), and then to MNI152 standard space via 
application of the nonlinear FNIRT tool applied to the structural image 
(Andersson et al., 2007a,b). All 4D rfMRI datasets were resampled to 2 
× 2 × 2 mm3 resolution in the final MNI152 space.

We then performed (separately for Standard and MB6 datasets) 
group-ICA using MELODIC. The group ICA was performed at two 
dimensionalities (d): with 30 dimensions for a more “conventional” 
ICA analysis, and with 100 to achieve a more fine-detailed functional 
parcellation of the data (this is useful for more detailed network 
analyses). These four template sets of group-average maps were used 
as reference templates in subsequent analyses performed on the test 
datasets. The templates' components were manually classified as RSNs 
or artefacts based on previous knowledge of the RSNs' patterns de-
scribed in literature (Beckmann et al., 2005; De Luca et al., 2006; Rytty 
et al., 2013), and following the same rules used for single-subject 
manual labelling described in Salimi-Khorshidi et al. (2014) and 
(Smith et al., 2013), (including study of the mean cross-subject 
tempo-ral power spectrum for each component), and further double-
checked by two experts. (Although ICA-based cleanup was applied to 
each separate dataset, some artefactual components can still 

emerge at the
group-level. For example, low-level artefactual processes that are too 
weak to be identified by single-session ICA may be consistent across 
subjects and hence appear more strongly at the group level).

Automated classification and cleanup procedures with FIX

In addition to generating the group-ICA template maps, the hand-
labelled components from the training dataset were also used to train 
the FIX (FMRIB's ICA-based X-noiseifier) component classifier (Salimi-
Khorshidi et al., 2014). We created one training dataset for the 
Standard data and extended a pre-existing training dataset for MB6 
(though our classification accuracy results were extremely similar for 
MB6, if we only used this current study's MB6 training dataset). We 
evaluated FIX's classification accuracy via leave-one-out bootstrap 
test-ing (see Salimi-Khorshidi et al., 2014, for details).

The single-subject ICA components of the test dataset were then 
automatically classified into signal and noise using FIX. As the ground 
truth of signal and noise is unknown, from now on we will refer to 
“signal” and “noise” components identified in the test dataset as defined 
by the FIX classification (purely for convenience of notation). For the 
cleanup procedure we used both the noise components' time series 
and 24 motion-estimation confound time series (the six rigid-body 
parameter time series, their backward-looking temporal derivatives, 
and the squares of all twelve resulting regressors) (Satterthwaite et 
al., 2013). The 24 motion confound time series then had the same 
temporal highpass filtering applied to them that had been applied to 
the data.

We evaluated two different cleaning procedures: an “aggressive” 
cleanup, and a “soft” cleanup.

The “aggressive” approach consisted of regression of the full space 
of all artefacts (noise components) and the motion confounds out of 
the 4D pre-processed data (Y), using:

Yclean ¼ Y−C � pinv Cð Þ � Yð Þ ð1Þ

where C is the matrix of artefact and motion time series (C = [Cmotion

ICA(bad)]) and pinv() is the matrix pseudo-inverse (for example, as
estimated via pinv(C)= (CTC)−1CT).With thismethod, the contribution
of the motion and the artefacts is fully removed from the data. In



 

general, the signal and noise ICA components are not completely
orthogonal; this approach removes all shared variance between the
two (hence the term “aggressive”).

The “soft”, less aggressive, approach consisted of three steps. First,
we regressed out the full space of the motion confounds (Cmotion) from
both the data and from all the (“good” and “bad”) ICA component
time series (ICA), in order to fully (aggressively) remove the effect of
motion from the data (resulting in Ym) and the ICA time series (resulting
in ICAm):

Ym ¼ Y−Cmotion � pinv Cmotionð Þ � Yð Þ ð2Þ

ICAm ¼ ICA−Cmotion � pinv Cmotionð Þ � ICAð Þ: ð3Þ

Second, we estimated the contribution of both good and bad

components dβICA

� �
via multiple regression of the data against all

(motion-cleaned) ICA time series, in order to be able to identify the 
unique variance of the artefacts (Eq. (4)):

dβICA ¼ pinv ICAmð Þ � Ym: ð4Þ

Finally, using this, the unique contribution of the bad components
was removed from the data, utilising only the bad ICA components'
time series and regression coefficients:

Yclean ¼ Ym−ICAm badð Þ � dβICA badð Þ: ð5Þ

Hence we obtained 6 different test datasets: uncleaned, softly-
cleaned and aggressively-cleaned data for MB6 and Standard acquisi-
tions. For each dataset, the raw temporal-SNR image was formed for 
each subject, eroded to exclude brain-edge effects, and the median SNR 
value was calculated as a first measure of the cleaning effect (note that 
the temporal “noise” in the SNR here includes valid RSN-related 
fluctuations). All subjects' rfMRI test data were then resampled into 2 
mm MNI152 space, as carried out on the training datasets.

Dual-regression and analyses

In order to evaluate sensitivity and consistency of RSNs estimated 
from the test datasets, we applied dual-regression (described below) 
of the training-dataset group-level template spatial maps into each 
test dataset. This resulted in test-dataset subject-specific spatial maps 
corresponding to the template maps, and associated subject-specific 
time series.

The four sets of group-ICA templates were used (separately from 
each other, i.e. in four different analyses) in the firststage of dualregres-
sion (Filippini et al., 2009) as sets of spatial regressors. For each version 
of each single-subject rfMRI test dataset (created as described above), 
the full set of d template spatial maps was regressed into the single-
subject data (as a spatial regression), the output being d single-subject 
time series (separately for each subject in the test dataset). These 
subject-level time series (from each of the 53 test dataset subjects) 
were then used to perform time series (temporal standard deviation to 
represent the time series amplitude, and temporal power spectra to 
analyze the frequency content) and correlation-based network analyses 
(see the Time series' amplitude analysis, Time series' power spectra and 
Network analyses sections for details).

As the group ICA contained some artefactual components, we 
intro-duced a further time series cleanup (“Nets cleanup”), where the 
time series corresponding to the artefactual group-level components 
manually identified in the templates (see the Group-ICA RSN 

templates creation
section) were regressed out of the remaining RSNs' time series using
Eq. (6):

ICAclean ¼ ICA goodð Þ−ICA badð Þ � pinv ICA badð Þð Þ � ICA goodð Þð Þ: ð6Þ

In the case of unknown group-level components (not artefacts but 
also not clearly RSNs), these were simply discarded for the purposes 
of the Nets cleanup evaluations, and not regressed out of the good 
com-ponents. Time series and network analyses were evaluated only 
using time series derived from good template components, with 6 
different combinations of first-level (no cleaning, soft, aggressive) and 
time series (with vs. without Nets) cleaning. For the temporal analyses 
we calculated the mean amplitude of the time series for each 
component (Time series' amplitude analysis section) and the mean 
power spectrum across subjects and components (Time series' 
power spectra section). For the network analysis, d x d full correlation, 
partial correlation and L1-norm regularised partial correlation 
matrices (Smith et al., 2011) were estimated using the set of RSN time 
series (Network analyses section). The temporal characteristics and 
network matrices were esti-mated separately for each subject.

Finally, the second stage of dual regression was carried out for 
each subject, resulting in subject-specific spatial maps corresponding 
to the template maps. This was achieved by regressing the subject-
specific rfMRI datasets against the set of d subject-specific time series 
as estimated in stage 1. We calculated two sets of test-dataset cross-
subject group-level maps (one using mixed-effects (ME) statistics and 
one using approximate fixed-effects (FE) statistics), and compared 
them against the template maps, under the assumption that the more 
a group RSN map reflects the corresponding template map, the more 
the cleaning approach (or the acquisition sequence) correctly 
identifies the true signal. To do this, we calculated the spatial 
correlation coefficients between the group maps and the templates, 
(as well as several measures of sensitivity and specificity), which 
were compared between different cleaning procedures and 
acquisitions. All d components were used in the two dual-regression 
stages, but only the non-artefactual components were then used when 
comparing the test-dataset maps against the  training-dataset
templatemaps (see  the  Spatial map analyses section for details).

In the following section we describe the different comparison 
analyses and present the comparison results. The Discussion section 
then includes a broader discussion of the results.

Results

Single-subject independent component classification

The single-subject ICA decompositions, performed on all 76 
subjects, found 69.8 ± 14.9 components (per dataset) with the 
Standard se-quence data, and 124.9 ± 25. 7 with MB6 sequence data, 
as judged by the MELODIC automatic dimensionality estimation 
(Beckmann and Smith, 2004). Of these, the artefact components 
(which were manually identified on the 23-subject training/template 
dataset) were more than 85% of all components (60.9 ± 14.9, i.e., 
87.7%, for standard and 111.5 ± 24.0, i.e., 88%, for MB6). On the 
remaining 53 subjects, FIX automatically identified 57.4 ± 15.8 (82%) 
artefactual components on Standard data and 108.1 ± 29.8 (87%) on 
MB6 data, in line with the proportion of artefacts found with hand 
labelling. FIX performed with higher classifi-cation accuracy on MB6 
data, with an overall accuracy of 98% for MB6 and 95% for Standard 
(see Salimi-Khorshidi et al., 2014, for details).

Temporal SNR results

Based on the expectation that the cleaning procedure should 
decrease fluctuation of the signal around its mean, we first compared 
the temporal “SNR” for each cleanup and sequence. For each rfMRI run 

(both for Standard and MB6 sequences), a temporal-SNR image was



generated after motion correction and highpass filtering; the “noise” 
here includes RSN-related fluctuations, which therefore places an 
upper limit on the possible SNR. The SNR image was eroded by 3 
voxels at the brain edge to avoid edge effects, and the median SNR value 
across voxels was computed. This process was repeated after soft and 
aggressive cleanup. The results were then compared across cleaning 
approaches and between sequences by means of two-tailed paired t-
tests.

The boxplots in Fig. 2 show the distributions of the median (across 
space) SNR value over the 53 subjects for the two acquisitions with 
dif-ferent cleaning options. The raw SNR results (Fig. 2.A) show that 
the cleaning procedure significantly increases the SNR (p b 0.01), 
while, when comparing the two sequences, the combined decrease in 
voxel volume and the EPI acceleration in MB6 results in significant 
lower SNR (p b 0.01) (due more to the former than the latter effect 
(Smith et al., 2013)). However, if the increased number of time points 
is taken into account (Fig. 2.B), the statistical power for simple 
analyses applied to MB6 data is seen to be comparable to those from 
the Standard acquisition (STD). This is of great value because it means 
that the increase in statistical power due to the acceleration counters 
the loss in SNR caused by the increase in spatial resolution. Of course, 
these SNR re-sults do have somewhat limited meaningfulness, 
because of the fact that the “noise” in the “SNR” includes both 
interesting signal fluctuations as well as various sources of noise.

Group ICA components and dual regression — summary

As described above, group ICA was performed at two dimensional-ities 
(d = 30 and 100). Based on visual inspection (3 experts in agree-ment 
with each other) of each component's spatial map and (mean cross-
subject) temporal power spectrum, 28/30 and 58/100 group-ICA 
components were judged to be non-artefactual in the MB6 templates, and 
19/30 and 43/100 in the Standard ones. We identified 1/30 and 7/ 100 
components as unknown (i.e., components which could not be un-
ambiguously identified as good or bad) in the MB6 templates and 1/30 and 
17/100 in the Standard ones. For each dimensionality, the difference in the 
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Fig. 2. Temporal SNR estimation for various cleaning procedures and acquisition protocols. T
clear that the cleaning procedure increases the SNR, while the reduced voxel volume and EPI ac
(B), the statistical power for simple analyses applied to MB6 data is seen to be comparable to t
increase in statistical power due to the acceleration counters the loss in SNR caused by the inc
sequences was tested with a binomial test. We found that the propor-
tion of good components found in the templates was significantly
higher for MB6 (p b 0.05), and the proportion of unknown components
was significantly lower (except for the case of only having 1/30 unknown
component for both acquisitionswith the d=30 analyses). These results
strongly suggest that MB6 data can be more effectively cleaned of
artefacts by FIX, both at low and high group-ICA dimensionality.

As we were interested in comparing both different cleaning proce-
dures and the two acquisitions, we performed 12 sets of dual regres-
sions (two sequences X two dimensionalities X three cleanings).
However, the combination of noise removal and high dimensional
dual-regression was only fully possible with MB6, because, with Stan-
dard data, the temporal degrees of freedomafter the cleaning procedure
were not sufficient to perform the full dual-regressionwith d=100. For
this reason, subsequent comparisons among different cleaning ap-
proaches were performed on Standard d = 30, MB6 d = 30 and MB6
d= 100, while the comparisons between the two acquisitions was per-
formed at d = 30. Where possible and meaningful we included and
discussed the results obtained on Standard d = 100. For each dataset,
we obtained subject-level time series (first stage of dual regression) and
spatial maps (second stage), which were analysed to test the effect of
thedifferent cleaning procedures and thedifferences between the two ac-
quisitions.More specifically, the output of thefirst stage of dual regression
(subject-level time series of the 53 test subjects) was used to perform
time series (amplitude and power spectra) and network analyses, while
the output of the second stage was entered into spatial map analyses.

Time series' amplitude analysis

Given the hypothesis that the cleaning procedure should decrease
the fluctuation of the subject-level time series with respect to the un-
cleaned data, we compared the time series' amplitude across cleanings
and sequences. This measure was obtained by scaling each time series'
standard deviation (for each subject and component) by the standard
deviation of the corresponding uncleaned time series. Unlike the SNR
analysis, where the normalisation factor was the corresponding mean
00

00

00

00

00

) Temporal SNR * sqrt(no. time points)

ST
D

 u
nc

l 
ST

D
 s

of
t 

ST
D

 a
gg

 
M

B6
 u

nc
l 

M
B6

 s
of

t 
M

B6
 a

gg
 

he boxplots show the distribution across 53 subjects. From the raw SNR results (A), it is
celeration decreases it. However, taking into account the increased number of time points
hose from the Standard acquisition (STD). This is of great value because it means that the
rease in spatial resolution.
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signal, here the amplitudes are normalised by theuncleaned data ampli-
tude. The boxplots in Fig. 3 show the distribution of amplitudes across
components (with the scaled amplitude for a given component aver-
aged across subjects) obtained with different cleaning approaches. We
directly compared these amplitude values through two-tailed paired
t-tests and the results obtained with the two sequences using two-
tailed independent t-tests, and the results are shown in the Supplemen-
tal Tab. S1. With all protocols, each cleaning step (both at 1st and 2nd
level) significantly reduced the time series amplitude (p b 0.01).
Regarding 1st level cleanup, the largest difference was observed be-
tween uncleaned and cleaned data (almost 50% amplitude reduction),
while the difference between soft and aggressive approach is less
strong, although statistically significant (p b 0.01). Nets cleanup signif-
icantly reduces the amplitude, especially if the data have not been
cleaned at 1st level. On MB6 d = 30 data the effect of Nets cleanup
was statistically significant but limited in effect size, because only one
artefactual component was removed.

As with the SNR results, these results have limited interpretability
because it is not known what the balance is between remaining noise
and signal contributions to the amplitudes; nevertheless, the results
are useful indicators of how much variance is being removed in the
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Fig. 3. Time series amplitudes. This measure was obtained by scaling (the standard deviation
deviation of the corresponding uncleaned time series. The boxplots show the distribution of am
approaches decrease the amplitude; the amplitude is higher with MB6 sequence than with Sta
aggressive cleaning; nets = Nets cleaning.
various cases. For example, if there was almost no variance being re-
moved by a given method, further investigations would be unnecessary.

Regarding the comparison between the two acquisitions (see 
Supplemental Tab. S2), amplitude with MB6 was always higher than 
Standard: this difference was significant only on Nets cleanup results at 
low dimensionality, and for all cleaning options at high dimensionality. 
This means that a slightly smaller fraction of the temporal variance is 
removed by the cleaning of the MB6 data.

Time series' power spectra

In order to evaluate the impact of the cleaning procedures at differ-ent 
frequencies, time series' power spectra were also generated after scaling 
each time series (for each subject and component) by the standard 
deviation of the corresponding uncleaned time series. The mean spectra 
were obtained by averaging the spectra across subjects and calculating the 
median across components. With this qualitative analysis we compared: 
no cleaning, soft cleanup and aggressive cleanup for first-level (FIX) 
cleaning; no cleaning, Nets cleanup and global signal removal, for second-
level (“Nets” time series) cleaning. As global signal removal is frequently 
used in the literature (Fox et al., 2009), we included
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of the) single-subject time series associated with each group-level map by the standard
plitudes across components (each component isfirst averaged across subjects). All cleanup
ndard. STD = Standard sequence; uncl = uncleaned; soft = FIX soft cleaning; agg = FIX
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1 http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSLNets
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Fig. 4. Temporal power spectra (A) for different cleaning approaches, obtained from scaled time series (i.e., each normalised by the amplitude of the corresponding uncleaned time series),
averaging the spectra across subjects and then calculating median spectra across components. Uncleaned data have the highest power both at low and high frequency; however, after
normalising for power at the highest frequencies (last 0.8% of the spectrum width, where the content of thermal noise is higher than the content in signal) (B), it is clear that with soft
cleanup we obtained the highest contrast-to-noise ratio. Results are shown for MB6 data, at d = 100 (y axis in logarithmic scale).

B) Scaled Power Spectra − MB6 d=100
102 
this option when comparing our different cleaning approaches, calculat-
ing the global signal as the mean time series across all components (good
and bad) for each subject. Fig. 4.A shows the power spectra at each
cleaning step for the MB6 sequence at high dimensionality (results
were similar for other protocols, see  Supplemental Fig. S1). As expected,
uncleaned data have the highest power both at low frequency (LF,
predominantly signal) and at high frequency (HF, predominantly
noise, both artefactual and thermal). After soft cleanup the power is
more reduced at HF than at LF, while aggressive cleanup causes the
biggest power reduction both at LF and HF. Regarding the effect of
second-level cleaning, there is not much additional reduction after
the removal of the global signal (slightly lower power both at LF and
HF), while Nets cleanup caused a large additional reduction.

In order to obtain a different measure of contrast-to-noise ratio
(CNR), we scaled each power spectrum (Fig. 4.B) according to the
amount of thermal noise. We assumed the thermal noise level to be
approximated by the mean value of the power spectra at the highest
fre-quencies (last 0.8% of the spectrum width), where the spectral
curve has (or nearly has) asymptoted, and where the content of
thermal noise is higher than the content in signal (Cordes et al., 2002;
Triantafyllou et al., 2005). After this normalisation, it is clear that the
highest CNR was obtained with soft cleaning (green line). This
cleaning approach is also the most affected by Nets cleanup, probably
because Nets cleanup is not effective if the first-level cleaning has not
been performed (red dotted line), while most of the noise has already
been removed with aggressive cleanup (blue line).

In Fig. 5 we present related comparisons, but now concentrating on
comparing the power spectra (not normalised for high frequency
power) across the different protocols for the different cleaning
options. The distinct artefact peak that was seen in non-cleaned MB6
data at ~0.25 Hz is not apparent in Standard data power spectra
because of temporal aliasing of physiological artefacts; the lower
temporal resolu-tion (TR = 3 s) does not allow the capturing of such
fluctuations cleanly, so the effect of physiological artefacts is mixed in
with the true underly-ing fluctuations at other frequencies. At d = 30,
the LF peak (dominated by RSN signal) is always higher for MB6 than
Standard, and the differ-ence is increased with both first and second
level cleaning. The large differences between MB6 d = 30 and d = 100
after Nets cleanup arise because of the different number of bad

components removed
from each dataset (1 bad component for MB6 d = 30 and 35 bad com-
ponents for MB6 d = 100). From these figures we can also observe
that Nets cleanup is not as effective as FIX: in fact, comparing the
spectra obtained with the two methods (Figs. 5B vs D), we can see that
the HF peak is always lower using FIX. Regarding the effect on LF, for
MB6 d = 100 data the LF peak is higher with FIX, suggesting that FIX
retains more RSNs-related signal than Nets cleaning. On the contrary
for MB6 d = 30 the LF peak is higher with Nets cleaning. However, it
must be taken into account that, as only one component is removed
with Nets cleanup, the spectra is almost identical to the one from
uncleaned data (Fig. 5 A), indicating that FIX still offers the best
balance between noise removal and signal loss. No significant
differences at LF peak were observable on Standard d = 30.

Network analyses

Network analysis was performed by estimating correlations be-
tween all pairs of time series (good components only). Full correlation
partial correlation, and L1-norm regularised partial correlation (“ICOV” —
obtained by regularising the inverse of the covariance matrix) were used
for the computation of network matrices. Full correlation evaluates the
similarity between two time series directly, reflecting both direct and
indirect functional connections, while partial correlation evaluates the
similarity between two time series after regressing out all other time
series, and should emphasize direct functional connections, rather
than indirect (Marrelec et al., 2006; Smith et al., 2011; Smith, 2012). The
L1-norm regularised partial correlation (regularised ICOV) shrinks
entries that are close to zero more than those that are not (Friedman et
al., 2008). In our analyses we used a regularisation-controlling
parameter lambda = 0.1. In this way we were able to estimate
regularised partial correlation network matrices also for Standard data
at high dimen-sionality d = 100, for which the degrees of freedom were
not sufficient to estimate unregularised partial correlation. Correlation
matrices were transformed into z-scores using the Fisher transform
(including an empirical correction for temporal autocorrelation using
FSLNets1) to  improve normality.

http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSLNets
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Fig. 5. Temporal power spectra of the different protocols for each cleaning option. The spectra were obtained by averaging the single subjects' spectra (from time series scaled using the
amplitude of uncleaned data) and calculating median spectra across components, without normalisation for high frequency power. y axis in logarithmic scale.
The effect of the different cleaning approaches was evaluated by 
comparing how similar the network matrices are across subjects. In a 
homogeneous group of healthy controls, effective cleaning should 
increase the networks' consistency (similarity) across subjects (Smith et 
al., 2005). This analysis was performed by calculating the correlation 
coefficient between the two network matrices (unwrapped into long 
vectors for the purpose of correlating the networks against each other) 
for each pair of subjects, giving a global index of network similar-ity 
across subjects; see Fig. 6. These values were then compared across 
acquisitions with two-tailed paired t-tests, and the results are shown in 
the Supplemental Tab. S3 and Tab. S4.

It can be observed that FIX cleanup significantly improved the 
simi-larity across subjects in almost all cases. Aggressive cleaning 
generally led to higher similarity than soft, when considering full 
correlation. As full correlation is more influenced by the presence of 
any shared signal/noise it therefore benefits more from more 
aggressive noise removal. This difference is lower for partial 
correlation and regularised ICOV, particularly for the more detailed 
network modelling (d = 100)(which is probably the set of results 
likely to be of highest general interest). In this case almost all of the 
improvement in similarity is already achieved with soft cleaning. 
When using partial correlation, Nets clean-up caused a significant 
reduction in timeseries amplitude, but in most of the evaluations, had 
very little effect on network matrix similarity be-tween subjects. Nets 
cleanup increases the similarity with full correlation at d = 100, but 
(for Standard) not in combination with 1st level cleaning. However, it 
must be taken into account that the results shown in this study were 

obtained by removing the contribution of
the templates' bad components that were obtained with aggressively 
FIX-cleaned training data (as they were used as the reference of “true 
signal” and “true noise”). In this case the good and bad group compo-
nents were clearly identifiable in the templates. However, if FIX 
cleanup is not performed, the group ICA results themselves would 
have been less clean, and this would affect the results of Nets cleanup, 
making this approach possibly less effective than in this study.

Comparing the two sequences (d = 30), with MB6 we obtained 
higher similarity than with Standard, especially with partial correlation 
and regularised ICOV. However, when moving to higher parcellation (d 
= 100) the superiority of MB6 is evident on full correlation results and, 
even if the regularisation allows the estimation of the network matrix, 
the degrees of freedom are not sufficient to achieve successful cleanup 
and (regularised or unregularised) partial correlation network 
modelling with the Standard data.

Finally, as the cleaning procedure should enhance not only the 
consistency across subjects but also the discriminability regarding 
classifications of interest, we tested if it was possible to predict the 
subjects' age from the network matrices using multiple regression. 
We used the (d × d) correlation values between time series for each 
subjects as design matrix columns (features), pre-selecting the 
strongest features (inside the leave-one-out loop, the features were 
ranked according their correlation with age and the 25% of all 
correlations having the highest age-correlation values were used to 
predict the age of the subject excluded from the loop), and performed 
leave-one-out and permutation testing using FSLNets. As shown in 
Table 1, the predicted age was significantly correlated (pcorr b 0.05) 

with the actual age only with MB6
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A) Full correlation matrix
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B) Partial correlation matrix
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C) Regularised partial correlation
(lambda=0.1) matrix

Fig. 6. Networks' similarity across subjects. The boxplots show the correlation coefficients (full correlation, partial correlation, and regularised ICOV) between network matrices (unwrapped into a vector of network matrix edges) for all pairs of
subjects, with different cleaning steps and for different protocols. ICOV = L1-regularised partial correlation; STD = Standard sequence; uncl = uncleaned; soft = FIX soft cleaning; agg = FIX aggressive cleaning; nets = Nets cleaning.



Fig. 7.Group-level z-statisticmaps of two RSNs (sensory-motor network andvisual areas), derived from Standard (d=30) andMB6 (d=30 and d=100) datasets using the corresponding
training data templates, without and with soft or aggressive FIX cleanup. Individual subjects' z-statistic maps were mixture model corrected and combined using fixed-effects averaging.
Groupmaps are thresholded at abs(z) N 3 (red-yellow colour coding for positive z values, blue-light blue for negative ones). The effect of the cleaning is quite strong in terms of noise removal
andmore focal signal (as highlightedwith the ring around the right sensory-motor network).With high dimensionality the RSNs are split intomultiple components, allowingamore detailed
analysis of network connectivity.

Table 1
Prediction of subjects' age with multiple regression.

Protocol Correlation matrix p value

Uncleaned FIXsoft FIXagg Nets FIXsoft + Nets FIXagg + Nets

MB6
d = 100

Full 0.180 0.953 0.974 0.114 0.833 0.835
Partial 0.739 0.048 0.076 0.111 0.342 0.272
ICOV 0.1 0.767 0.046 0.052 0.128 0.362 0.258

Standard
d = 100

Full 0.091 0.163 0.295 0.108 0.398 0.616
Partial 0.928 - - 0.115 - -
ICOV 0.1 0.936 0.259 0.075 0.097 0.273 0.300

MB6
d = 30

Full 0.252 0.301 0.709 0.144 0.484 0.774
Partial 0.543 0.215 0.368 0.415 0.305 0.423
ICOV 0.1 0.520 0.286 0.419 0.408 0.322 0.483

Standard
d = 30

Full 0.660 0.342 0.515 0.298 0.340 0.408
Partial 0.350 0.248 0.673 0.399 0.637 0.536
ICOV 0.1 0.357 0.328 0.708 0.412 0.660 0.521

Significant results (pcorr b 0.05) are highlighted in bold.
and soft cleanup on high dimensional (d= 100) partial correlation and
regularised ICOV matrices.

To summarise themost important/relevant2 results from these tests:
networks are more reproducible across subjects when using the multi-
band acquisition, and in this case, when carrying out more detailed
network modelling (higher dimensionality) with partial correlation,
soft cleanup and aggressive cleanup gave good (and similar) results.
2 We emphasize here the importance of higher dimensional network modelling using
partial correlation because we consider this to be the most interesting/useful general ap-
proach for network modelling (compared with the other analyses being tested here).
Spatial map analyses

The output of the second stage of dual regression (subject-level 
RSN spatial maps for the 53 test dataset subjects) was used for spatial 
map analyses. For mixed effect (ME) cross-subject analysis, group 
maps were obtained by performing a one-sample t-test on all 
subjects' spatial maps, for each component, calculating the 
corresponding z-statistic map and applying a mixture model 
correction to ensure comparable null distributions in different tests 
(Beckmann and Smith, 2004). For fixed effects (FE) analysis the single 
subject z maps were mixture model corrected, averaged and 
multiplied by the square root of Nsubjects to obtain valid z-statistics.
    In Fig. 7 we show example group maps derived from the Standard 
data, 30-dimensional group ICA, MB6 d = 30, and MB6 d = 100 using



the corresponding training-dataset templates for dual regression (dual
regression stage 2 could not be run at high dimensionality for the
cleaned Standard data, because it did not have enough timepoints).
These components (sensory-motor and lateral visual networks) are
shown without and with soft or aggressive cleanup. The effects of the
cleanup are quite strong in these components and the cortical signal is
more focal in the cleaned data. At low dimensionality, these RSNs
show similar spatial patterns in Standard and MB6 data, but the signal
is stronger with MB6 (especially in the right sensory-motor network).
With high dimensionality group ICA decomposition, these RSNs are
split into multiple components, allowing a more detailed analysis of
network connectivity.

Under the hypothesis that similarity between a group map and the
corresponding template map reflects the ability of the cleanup (or
acquisition method) to improve correct identification of the true signal,
we calculated the spatial correlation between the group maps (ME and
FE) and the templates, as a quantitative measure to describe the ability
of the cleaning approach and/or the acquisition to correctly detect
RSNs. We then compared the correlation values across cleanings with
two-tailed paired t-tests and across sequenceswith two-tailed unpaired
t-tests.

The results reported in Fig. 8 and in the Supplemental Tables S5 
and S6 show that the cleaning significantly increases the similarity 
between the group maps and the template. Soft cleanup and 
aggressive cleanup are quite similar to each other; although they are 
statistically significantly different, the difference in mean correlation 
coefficient is less than 0.01. When comparing the two acquisition 
methods on uncleaned data, the correlation values obtained with 
Standard data are higher than MB6. This is mainly due to the lower 
spatial resolution (and higher SNR) of the Standard sequence; 
Feinberg et al (2010) already demonstrated that slice acceleration 
(hence TR reduction), while keeping spatial resolution fixed, increases 

RSN spatial maps' z-statistics. After cleaning, the
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A) Spatial correlation Template−ME group map

Fig. 8. Spatial correlations. The boxplots show the distributions across components of the co
the corresponding templates, for different cleaning approaches and for different acquisition p
FIX aggressive cleaning.
difference between MB6 and standard sequence ME maps at d = 30 is 
no longer statistically significant, demonstrating the additional 
benefit of the combination of acceleration and cleaning, besides the 
feasibility of high dimensionality ICA analyses.

Finally, in order to further quantitate the spatial map results, we 
cal-culated five measures of sensitivity and specificity, taking as 
reference (“true signal”) the template maps derived from the training 
dataset, to compare the effect of cleaning and the differences between 
the two sequences (see Supplemental material). As shown in the 
Supplemental Table S7, the cleaning procedure allows to better 
identify the RSNs (higher sensitivity) and their specific activation 
pattern, while if uncleaned, the data contain false positives that lead 
to noise outside the RSNs (lower specificity) and overestimated 
values within RSNs. Regarding the comparison between Standard and 
MB6 at low dimensionality (d = 30), we obtained comparable results 
between the two sequences (see Supplemental Table S8): this further 
underline the ability of MB6 sequence to provide not only higher 
spatial and temporal resolution, but also a more truthful detection of 
the activations, especially within small clusters.
Discussion

FMRIB's ICA-based X-noiseifier (FIX) is a fully automatic solution 
(once trained) for cleaning fMRI data of various types of noise. The 
cleaning procedure with FIX consists of four major operations: spatial 
ICA, classifier training, component classification (noise detection), and 
denoising. The first three steps have been extensively described in 
Salimi-Khorshidi et al. (2014), demonstrating FIX's ability to classify the 
independent components into signal or noise with high accuracy. Here 
we investigated the final stage of the cleaning procedure by carrying out 
detailed spatial and temporal analysis in order to successfully
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B) Spatial correlation Template−FE group map

rrelation coefficients between the group maps (obtained with ME and FE statistics) and
rotocols. STD = Standard sequence; uncl = uncleaned; soft = FIX soft cleaning; agg =
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remove the noise components while preserving as much signal as 
possible.

In this study we evaluated the efficacy of FIX's automatic denoising 
step, testing two different first-level (single subject) cleaning ap-
proaches (aggressive and soft) for removing the artefactual 
components from the fMRI time series data, previously identified in 
the classification step. We compared their effect on both temporal and 
spatial rfMRI analyses: RSNs' time series (amplitude and power 
spectra), network matrices (full correlation, partial correlation and 
L1-norm regularised partial correlation) and spatial maps. In this way 
we were able to investigate the balance between artefact removal 
and signal reduction. All these evaluations were performed on two 
datasets from the same set of 76 subjects: a Standard EPI acquisition 
and a multiband slice accelerated EPI acquisition (MB6) (Moeller et al., 
2010; Feinberg et al., 2010; Setsompop et al., 2012) developed partly 
for the Human Connectome Project.

Our results showed the efficacy of artefact removal, which proved 
to be important for reliable temporal and spatial rfMRI analyses. If an 
artefact is not cleaned at the single subject level and its spatial pattern 
is overlapping one of the RSNs, it will in general influence the single-
subject RSNs' time series, i.e. the output of the first stage of dual 
regres-sion. Consequently, the non-cleaned time series will have 
higher amplitude with respect to the cleaned data, often with high 
frequency confounds visible in the power spectra. The presence of 
shared noise will in general also produce less consistent network 
matrices across subjects. During the second step of dual regression, 
the noise contained in the time series corrupts the RSN maps. This 
leads to noisy subject-level z-maps, and affects any following group-
level analyses, reducing the ability to detect specific activation 
patterns within the RSNs (resulting here in lower spatial correlation 
with the training data templates). This problem does not just affect 
rfMRI analyses utilising group-ICA followed by dual-regression, but 
would also affect “back-projection” ICA results and seed-based 
resting-state correlation maps, for similar reasons.

Comparing the two cleaning approaches (soft vs aggressive), we 
obtained similar results within the spatial maps both for spatial 
correlation and sensitivity/specificity measures. Also the network 
analysis results were generally comparable, especially at high 
dimensionality. However, regarding mean amplitudes and power 
spectra analyses, we observed that the reduction in the mean 
standard deviation (time series amplitude) after soft cleaning was 
caused by a more selective removal of high frequency power, which 
increases the contrast-to-noise ratio. With aggressive cleaning, the 
significant reduction in mean amplitude, strongly affects the low 
frequency peak, causing a significant signal loss. For this reason we 
would in general suggest the use of the soft cleaning approach, which 
consists of: 1) removing the full space of the 24 motion parameters 
(Satterthwaite et al., 2013) from the data and the ICA time series; 2) 
estimating the contribution (spatial regression coefficients) of both 
good and bad components, in order to identify the unique variance of 
the artefacts; 3) subtracting the contribution of the bad components 
from the data (the outer product of their time series and spatial 
regression coefficients, summed over noise compo-nents). In this way 
we achieve a good balance between noise removal and signal loss. The 
overall level of artefact removal is significant, as shown in Figs. 3–5; 
see also the Supplemental movie files showing the effect of FIX ICA-
based artefact removal on resting-state data acquired with Standard 
(Movie 1) and MB6 sequences (Movie 2).

We also tested the effect of Nets cleanup, a cleaning option for 
time series and network analyses, applied within-subject to the time 
series output by dual-regression stage 1, with one time series for 
each group-ICA component. This is carried out by regressing the time 
series corresponding to the group-level artefact components out of 
those corresponding to the non-artefact components (and then 
discarding the former), the alternative being simply to discard the 
artefact-related time series, and keep the non-artefact time series 

unaltered. However, despite the improvement observed on amplitude 
and network similarity
results, this approach proved to be quite aggressive and to cause a sig-
nificant amplitude reduction both at low and high frequencies (and not 
selectively at high frequency as FIX-based cleanup does), as demonstrat-
ed with the power spectra analysis. Moreover, if FIX cleanup is not per-
formed, the group ICA used for the Nets cleanup would have contained a 
greater number of artefact components, possibly making this approach 
less effective than seen in this study.

The rationale behind partial correlation might be taken to imply 
that bad time series should be included when estimating the partial 
correla-tion (so that the increased specificity and interpretability of 
any node-node "direct" connection can be fully realised); given this 
logic, one could therefore argue that Nets cleanup should be applied if 
node time series are to be removed before estimation of network 
matrices (because this will then be equivalent to including the bad 
node time se-ries when estimating the partial correlation).

A detailed analysis of the effects of global signal regression was 
beyond the scope of this work, as resting-state research is increasingly 
focusing on network matrices estimated with methods related to partial 
correlation, and spatial maps derived from multiple temporal regres-
sion. Indeed, standard partial correlation analyses cannot be carried out 
after global signal regression, as the correlation matrix is no longer full 
rank and it is not possible to invert it. Similarly, the generation of RSN 
spatial maps via dual regression (i.e., against RSN time series) is a 
multiple regression, so global signal regression is largely irrelevant. 
However, we believe it was an interesting result that global signal re-
moval has almost no effect on power spectra because it equally affects 
both low and high frequency, resulting in a non-specific amplitude loss, 
and on its own provides a poor level of cleanup.

The results discussed so far (the relative merits of different cleanup 
options) were similar for both the Standard and MB6 data, demonstrat-
ing the efficacy of the cleaning procedure on two quite different EPI 
acquisitions. The only difference in the cleaning approach for the two 
datasets was the training dataset used for the FIX classification which 
was tailored to each specific acquisition. The use of a good training 
dataset is important because it allows FIX to optimize the classification 
training for the kind of data from a specific study.

Once successfully cleaned, the second aim of this work was to directly 
compare the data from the Standard and MB6 acquisitions using the 
same sets of analysis. As multiband EPI has proven to be powerful for 
obtaining sub-second (or close) whole brain images, reducing the acqui-
sition time and/or increasing spatial resolution (Moeller et al., 2010; 
Feinberg et al., 2010), we wanted to further investigate the potential 
of this sequence for identifying the activation patterns of RSNs and 
detect-ing their functional connectivity.

The results suggest that the use of multiband EPI is advantageous 
for rfMRI analysis for several reasons. First, the increased quantity 
(voxels and/or time points) with the slice accelerated acquisition 
results in a better FIX classification accuracy (98% for MB6 versus 95% 
for Standard, with leave-one-out testing). We obtained, on average, 
8.6 good single-subject ICs for the Standard sequence and 15.2 for 
MB6. Thus, per subject, on average, 0.43 good components are 
classified as bad in the Standard and only 0.3 good components are 
misclassified with MB6 (i.e., one might describe this by saying that on 
average one subject out of three has a single good component 
misclassified, and the other two subjects have none). Second, a 
considerably higher proportion of non-artefactual group-ICA 
components was identified in the MB6 dataset than with the Standard 
dataset, suggesting more successful ICA-based cleanup of MB data 
(even when driven by hand-labelling of the ICA components). Third, 
the MB accelerated data allowed a more detailed time series and 
network analyses through higher dimensionality decomposition, 
which was not achievable with the Standard sequence because of its 
lower temporal degrees of freedom. Fourth, despite comparable mean 
amplitudes of the time series, the spectra after cleaning showed 
considerably less structured artefact (i.e., deviation from the expected 
clean 1/f-like spectrum), and networks are more reproducible across 

subjects with MB6. Finally, the results of spatial map analyses



(spatial correlation and sensitivity and specificity measures) were 
sim-ilar between the two sequences, notwithstanding much higher 
static image SNR in the lower-resolution Standard data. Arguably, a 
limitation of this study is the lack of a direct comparison between the 
two sequences at the same resolution, to test the pure effect of 
acceleration. However, this has already been evaluated by Feinberg et 
al (2010), showing significant statistical advantages of slice 
acceleration (with up to a 60% increase in z statistics), with all 
acquisitions held at 3 × 3 × 3 mm. Hence, in our study, given the large 
number of comparisons planned (with different combinations of 
various cleanup approaches, and interactions of these with the two 
acquisitions), we wanted to make a targeted comparison, given what 
is already known from the Feinberg et al. results — a comparison 
between a typical EPI acquisition, against an optimized alternative 
using multiband accelerated EPI, where improvements to both spatial 
and temporal resolution have been balanced against each other.

The fixed acquisition order of the two rfMRI sequences could also 
represent a possible confound (although both runs follow on from a 
previous “resting” run, in the sense that the first follows on from the 
structural scan of reasonable duration). However, it has been demon-
strated that rfMRI connectivity measures obtained with ICA and dual 
regression have moderate to high both short- and long-term test-
retest reliability (Zuo et al., 2010). Moreover, in a recent pilot study 
(Smith et al., 2013) on data acquired in different sessions and in 
randomised order across subjects, multiband EPI was shown to give 
higher performances with respect to non-accelerated EPI, in 
agreement with our findings. For these reasons we believe that our 
results are not significantly influenced by the acquisition order.

Our results have been informative for analysis developments in 
the Human Connectome Project: rfMRI are acquired with the same 
spatial resolution as our MB6 data, and with even greater temporal 
resolution (MB8, 2 × 2 × 2 mm, TR = 0.72  s;  Smith et al., 2013); 
FIX is now in use as part of the default HCP analysis pipeline, and 
FIX-cleaned data is the recommended version of the resting-state 
fMRI data that is publicly available — already over 200 subjects' 
worth of hour-long datasets having been released to date.

In this work we used a dataset of healthy (albeit older) controls in 
order to evaluate the effect of cleaning and acquisition protocols on 
the identification of RSNs; we also demonstrated that the 
combination of the accelerated acquisition and the optimized cleaning 
(FIX soft) enhance not only the consistency across subjects but also 
the discriminability with respect to a variable of interest (subjects' 
age). An interesting future development could be the study of the 
impact of the cleaning procedure on the between-group 
discriminability regarding other classifications of interest (controls vs 
patients, or correlation with be-havioural or cognitive indices etc.) 
(Tian et al., 2013).

In conclusion, we have demonstrated that, by combining an accu-
rate ICA component classifier with an effective approach for noise 
removal, we are able to remove artefacts automatically and with 
confidence that we are not removing significant amounts of non-
artefact signal. Moreover, with multiband accelerated sequences 
and effective cleaning, we can perform higher dimensionality de-
compositions and more detailed RSN analyses than with a standard 
EPI acquisition.

Supplementary data to this article can be found online.
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Appendix A

Supplemental methods

In order to further quantitate the spatial map results, we calculated
five measures of sensitivity and specificity, taking as reference of true
signal the template maps derived from the training dataset, to compare
the effect of cleaning and the differences between the two sequences.

The group maps were compared with the template maps inside and
outside the template RSNs.We defined the template RSNs bymasks ob-
tained by thresholding the group-ICA templates (zN2.5 formixed effects
and zN3 for fixed effects, to take into account the different type of anal-
ysis), considering only clusters with a minimum cluster size of 20, and
dilating the masks with a 3x3x3 voxel kernel. The following measures
were calculated assuming that similarity between a group map and
the corresponding template map reflects the ability of the cleanup (or
sequence) to improve correct identification of the true signal:

- Sensitivity: binary voxel count of True Positives/(True Positives
+False Negatives), defining a true positive to be a voxel within the
RSN mask and with zN3 in the group map, and a false negative to be a
voxel with zb3 inside the mask.

- Specificity: binary voxel count of True Negatives/(True Negatives
+False Positives), defining a true negative to be a voxel outside the
mask with zb3, and a false positive to be a voxel with zN3 outside the
mask.

- ZxZgood: mean inner product between the group-ICA templates
and the group maps within each RSN mask, averaged across
components.

- ZxZgoodW: similar to ZxZgood, but weighted by the clusters’ size.
First, themean inner product between the group-ICA templates and the
group maps is calculated within each cluster of the RSN mask, then av-
eraged across clusters, and finally across components.

- Zbad: sum of z values (zN3) within the brain, but outside the RSNs
masks.

Sensitivity and specificity are derived from binary voxel counts and
used to evaluate the overlap between the template and the new map,
while the other three measures were used to better quantify the
amount of noise (Zbad) and the ability to capture the activation pattern
within the RSNs (ZxZgood and ZxZgoodW). In particular, ZxZgood rep-
resents a global measure of matching between the template and the
groupmap, and ismainly driven by the larger clusters, while ZxZgoodW
is more sensitive to the ability to correctly detect the activation within
small clusters, because all clusters contribute equally. These measures
were entered into a statistical analysis (paired t-test) for the direct com-
parison of cleanings and sequences. The samemeasureswere then com-
pared between Standard and MB6 acquisitions at low dimensionality
(d=30).

Supplemental results

As shown in Tables S7, comparing the different cleaning procedures,
sensitivity, ZxZgood and ZxZgoodW were significantly higher (pb0.01)
after cleaning, within the ME group maps with all protocols (Standard
d=30, MB6 d=30, MB6 d=100). This means that, with the common
group level statistic, the cleaning procedure allows to better identify
the RSNs and their specific activation pattern. Specificity and Zbad
were not significantly different across cleaning procedures because, as
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artefacts are usually not consistent across subjects, their effect is not 
evident in the ME maps. With FE testing, both at low and high 
dimensionality, sensitivity, ZxZgood and ZxZgoodW were higher 
(pb0.01) before the cleaning, except for MB6 d=30 where these 
measures were comparable or even higher after cleaning. The 
specificity was always strongly higher and Zbad was considerably 
lower (-300%) after cleaning (pb0.01): if uncleaned, the data contain 
false positives that lead to noise outside the RSNs and overestimated 
values within RSNs.
Regarding the comparison between Standard and MB6 at low 
dimensionality (d=30), we obtained comparable results between the 
two sequences (see supplemental Table S8). The standard sequence 
showed significantly higher sensitivity in ME results with respect to 
MB6, and higher specificity (and lower sumZbad) after soft cleanup 
both for ME and FE maps. However, ZxZgood and ZxZgoodW values 
were not statistically different between the two sequences and 
ZxZgoodW was even higher with MB6 (although the difference was not 
significant). These results further underline the ability of MB6 sequence 
to provide not only higher spatial and temporal resolution, but also a 
correct detection of the activations, especially within small clusters.
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