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Highlights

1.The notion of repointing maneuver of a spacecraft operating in staring mode is

provided.

2.The end conditions of repointing maneuver of a spacecraft both for static target

observation and moving target detections are formulated as nonlinear underdeter-

mined equations.

3.The finite-time horizon optimal control strategy is proposed to drive the space-

craft to rotate to the desired orientation at a prescribed time.

4. The waypoint-based SDRE approach improves the control performance and

enhances the computational efficiency.

5.The effectiveness and superiorities of the proposed method is verified by numer-

ical simulations.
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Abstract

Repointing maneuvers of a spacecraft in staring mode are investigated where the

optical axis is required to align with the target orientation. Different from tradi-

tional three-axis reorientation maneuvers, the rotation about the optical axis is free

of constraints for repointing maneuvers. Both static target observation and mov-

ing target detection constraints are considered. The problem is then formulated as

a finite-time horizon optimal control problem with nonlinear terminal constraints.

A simple and efficient state-dependent Riccati equation(SDRE) based dynamic

programming approach is applied to tackle this nonlinear optimal control prob-

lem. The convergence of the attitude from initial conditions to the desired ter-

minal constraint is rigorously proved for the first time. Considering the inability

of the SDRE method to deal with the problem of large angle maneuvers, an im-
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proved SDRE approach combined with a waypoint is proposed to enhance control

performance. Finally, numerical investigations are conducted and compared with

the real optimal solutions obtained by using the optimization software.

Keywords:

Repointing maneuver, Fixed-time optimal control, SDRE method, Waypoint

1. Introduction

There is an increasing demand for many space-based applications to contin-

uously observe an area of the Earth with high resolution for a prescribed time

[1, 2]. Such observations are essential for military reconnaissance, environmental

monitoring, disaster prevention, and border security. The real-time staring mode

[3], with the optical axis fixed to the target, proves to be a more effective solu-

tion compared with push-broom TDI-CCD imaging, as it can provide dynamic

observations such as with a video satellite whereby no scanning mechanisms are

required [4]. Different from most attitude reorientation problems, staring-mode

observations only require that the optical axis of the area-array camera points to

the target. In this case no constraints on the rotation around the optical axis are

necessary. Hence, the final attitude is constrained within a given set which is de-

fined by nonlinear constraints rather than a fixed pointing vector. These relaxed

constraints (when compared to fixed point constraints) provide more flexibility

for attitude slew planning. In recent years, staring-mode observations have been

performed by satellites such as LAPAN-Tubsat, GF-4, and Jilin No. 1. Mission

planning and attitude control of a single satellite for multi-object staring imaging

has been investigated in [5–7], respectively.

Here, the spacecraft is required to repoint the optical axis from an initial posi-
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tion vector to a desired target axis while minimizing the energy on the spacecraft

which enhances the control efficiency. In this paper the repointing maneuver is

formulated as a fixed-time optimal control problem with nonlinear terminal con-

straints and solved by using finite-time horizon dynamic optimization theory.

Nonlinear optimal control such as the pseudo-spectral method has been wide-

ly used for attitude control design [8–11]. However pseudo-spectral methods can

only provide open-loop solutions numerically and are susceptible to initial condi-

tions, external disturbances, and internal uncertainties such as variations in mass

and the inertia matrix due to fuel usage or sloshing. A closed-loop optimal con-

trol scheme was established using dynamic programming in which sufficient con-

ditions for the optimality were given and that is robust to uncertainties in the

system [12]. However, the Hamilton-Jacobi-Bellman(HJB) equation in dynam-

ic programming is difficult to be solved[13–15], which limits the applications of

these methods for practical engineering problems, such as the spacecraft repoint-

ing problem posed here.

An alternative approach to solve nonlinear optimal control problems is the

state-dependent Riccati equation (SDRE) control synthesis which dates back to

1962 [16]. The SDRE method entails factorization of the nonlinear dynamics into

the product of a state-dependent matrix and the state vector thereby transform-

ing the original nonlinear system into a pseudo-linear system [17–21]. In [22], a

real-time LQR-based suboptimal approach for full six degree-of-freedom space-

craft control was proposed. Xu [23] applied the SDRE method to the motion and

attitude control of spacecraft approaching a tumbling target.

These advancements in the SDRE method have only previously considered

closed-loop infinite-horizon optimal control problems. However, the time re-
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quired for tasking and slewing is limited in the context of staring-mode obser-

vation. In [24], a finite-time control scheme based on a finite-time disturbance

observer was created for trajectory tracking of a surface vehicle. In [25] and

[26], the finite-time horizon SDRE method was introduced to control both nonlin-

ear time-varying non-affine and affine systems. Ali [27] provided an approximate

closed-form solution to the finite-horizon optimal control problem and applied the

technique to path-planning of a reusable launch vehicle. In addition, the local con-

vergence properties of the closed-loop system were analyzed in [28]. Although

these methods can cope with terminal point constraints, they are not readily appli-

cable to terminal constraint sets. Moreover, with terminal constraint sets the final

states are not precisely known, thus the value of the gain matrices which need to

be calculated at each time-step using backward integration of this final condition

is not possible.

To handle the optimal control problem with linear terminal constraint sets, the

sweep method was developed [29]. Vadali [30] proposed a power-series solu-

tion methodology to design the finite-time feedback controller for the nonlinear

systems with nonlinear terminal constraints in which the cost-to-go function is

approximated by a polynomial series involving states and terminal Lagrange mul-

tipliers. However, the generation of the equations for gain coefficients is a com-

putationally expensive process. Recently, Sharma [31] formulated a near-optimal

control approach and used SDRE to demonstrate through simulation that it can

provide a practical solution for closed-loop control. Although this near-optimal

control approach is valuable in practice, the stability analysis necessary to guar-

antee that the approach always works was not established. This paper extends

this analysis by providing a more efficient solution to this near-optimal control
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approach while providing the stability and convergence guarantees necessary for

practical implementation.

Inspired by the above discussion, the motivations of our paper involve two

aspects. The first one is to deal with the nonlinear optimal control problem with

a nonlinear terminal constraint set that has rarely been studied and thus it is still

an open problem to be addressed as mentioned in [29–31]. The other motivation

is to improve the control performance of the traditional SDRE method. For the

traditional SDRE method proposed in [31], the control performance gets seriously

bad for strong nonlinear systems such as large angle repointing maneuvers of

the spacecraft. An improved SDRE approach is to be proposed in this paper to

overcome the inherent deficiencies in the traditional SDRE method and enhance

computation efficiency.

The main contributions of this paper are as follows:

(1) A new description for repointing maneuver is presented in which the final

desired attitude is described as a nonlinear constraint instead of a fixed point.

(2) The fixed-time optimal repointing maneuver problem is successfully re-

solved based on SDRE dynamic programming method. A simple yet efficient way

of handling the nonlinear terminal constraints are presented. Besides, a rigorous

stability analysis for the closed-loop system is given in which the convergence for

the spacecraft attitude control system from the initial attitude to the final attitude

constraint is guaranteed. As far as we know, it is the first time that the stability of

the system with a nonlinear terminal constraint is proved.

(3) Considering the inherent deficiency of the SDRE method that the con-

trol performance degrades seriously for large angle maneuvers, a novel waypoint

method is presented and combined with the SDRE approach, in which the whole
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time interval is partitioned into two segments. Compared with the traditional S-

DRE method in [31], the improved SDRE approach could enhance the control

performance and optimality for the system, especially for the large angle maneu-

vers. Moreover, from a practical point of view, the waypoint method could reduce

the computation burden involved in the SDRE method thus it is more efficient to

implement on board.

This paper is organized as follows: Section2 describes the optimal control

problem for repointing maneuver of the rigid spacecraft, and the boundary condi-

tions of the final required attitude sets are given. Section 3 establishes the SDRE

based nonlinear optimal control scheme, allowing exact pointing of the body-fixed

optic axis toward an arbitrary orientation in inertial space with the minimum cost.

The waypoint method is introduced thereafter. Section 4 illustrates the validity of

the presented approach through numerical simulations, followed by conclusions

in Section 5.

2. Problem formulation

2.1. Spacecraft model description

The rotation dynamics of the rigid spacecraft can be described as

˙̄q =
1
2

Ξ(q)ω =
1
2

 q4I + q×

−qT

ω (1)

ω̇ = −J−1
s ω

×Jsω + J−1
s u (2)

where q̄ is the attitude quaternion with respect to inertial space and it consists of

the vector part q = [q1 q2 q3]T and the scalar part q4. ω is the vector of angular
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velocities in body axis coordinates, u represents the control torque, Js is the inertia

matrix. We use a× to denote the skew-symmetric matrix

a× =


0 −a3 a2

a3 0 −a1

−a2 a1 0

 (3)

where a = [a1 a2 a3]T.

The rotation dynamics of the rigid spacecraft Eqs.(1) and (2) can be expressed

in a pseudo-linear form as

ẋ = f (x,u) = A(x) + B(x)u (4)

where x = [q1, q2, q3, q4, ω1, ω2, ω3]T, A(x) =

 04×4 A1(x)

03×4 A2(x),

, B(x) =

 04×3

J−1
s

,
A1(x) = 1

2

 q4I + q×

−qT

, A2(x) = −J−1
s ω

×Js. A(x) and B(x) are State-Dependent

Coefficient (SDC) matrices.

Remark 1. Although the construction of the SDC matrices for Eq.(4) is not u-

nique, the pointwise controllability of the pair (A(x), B(x)) and the observability

of the pair (A(x),Q 1
2 ) need to be satisfied[19].

For simplicity, arguments of A(x) and B(x) are dropped in the following sec-

tions.

2.2. Boundary conditions

In this subsection, the initial and final conditions for repointing maneuver of

the spacecraft with both zero and nonzero final angular velocities are given. For a
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specific target orientation, the nonlinear terminal constraints are to be established

in terms of quaternion parameters and angular velocities of the spacecraft.

Without loss of generality, the initial attitude is considered to be

xt0 = [q10, q20, q30, q40, ω10, ω20, ω30]T (5)

However, the final quaternion qtf is unknown because the rotation about the

optic axis Xb is free. In other words, the final rotation angle about the optic axis is

also a variable to be optimized.

The direction-cosine matrix between the body frame and the reference(inertial)

frame is expressed in terms of quaternion parameters as

Rbr =


q2

1 − q2
2 − q2

3 + q2
4 2(q1q2 + q3q4) 2(q1q3 − q2q4)

2(q1q2 − q3q4) −q2
1 + q2

2 − q2
3 + q2

4 2(q2q3 + q1q4)

2(q1q3 + q2q4) 2(q2q3 − q1q4) −q2
1 − q2

2 + q2
3 + q2

4

 (6)

Let tb and ti represent the coordinate of the target orientation t expressed in the

body-fixed frame and in the inertial frame, respectively. The relation between tb

and ti is tb = Rbr ti . The optic axis Xb should be aligned with the target orientation

t in the end, namely

tb = Rbr ti = [1 0 0]T (7)

The terminal quaternion equations can be derived from Eqs. (6)and (7) as

(q2
1f − q2

2f − q2
3f + q2

4f)t
i
x + 2(q1fq2f + q3fq4f)ti

y + 2(q1fq3f − q2fq4f)ti
z = 1 (8)

2(q1fq2f − q3fq4f)ti
x + (−q2

1f + q2
2f − q2

3f + q2
4f)t

i
y + 2(q2fq3f + q1fq4f)ti

z = 0 (9)

2(q1fq3f + q2fq4f)ti
x + 2(q2fq3f − q1fq4f)ti

y + (−q2
1f − q2

2f + q2
3f + q2

4f)t
i
z = 0 (10)
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where q1f , q2f , q3f , and q4f are terminal quaternion components and ti
x, ti

y, and ti
z

are expressions of the target orientation in the inertial frame. In fact, the terminal

attitude constraints expressed in Eqs.(8), (9) and (10) are redundant. The Eq.(8)

implies that the Xb axis is aligned with the target orientation t in the end, while

Eqs. (9)and (10) mean that the t is perpendicular to Yb and Zb respectively. Ob-

viously, if Eq.(8) is satisfied, then Eqs.(9) and (10) are automatically satisfied.

Therefore, only Eq.(8) is required for terminal quaternion constraints description.

In some circumstances, such as moving targets detection and Earth observa-

tion, the final angular velocities are required to be non-zero. Although the desired

final angular velocity in the inertial frame of the spacecraft denoted by ωi
f can be

determined according to the targets speed, it cannot be directly expressed in the

body frame due to the unspecific terminal body attitude. Thus, to construct termi-

nal angular velocity constraint in the body frame, the coordinates transformation

is required that

ωb
f = Rbrω

i
f (11)

where ωb
f is the terminal angular velocity expressed in the body frame.

Then the terminal constraints of the spacecraft working in staring-mode for
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moving target detection are established via Eqs.(8) and (11) as

ψ1(xtf ) = (q2
1f − q2

2f − q2
3f + q2

4f)t
i
xf + 2(q1fq2f + q3fq4f)ti

yf

+2(q1fq3f − q2fq4f)ti
zf = 1

ψ2(xtf ) = (q2
1f − q2

2f − q2
3f + q2

4f)ω
i
1f + 2(q1fq2f + q3fq4f)ωi

2f

+2(q1fq3f − q2fq4f)ωi
3f − ω

b
1f = 0

ψ3(xtf ) = 2(q1fq2f − q3fq4f)ωi
1f + (−q2

1f + q2
2f − q2

3f + q2
4f)ω

i
2f

+2(q2fq3f + q1fq4f)ωi
3f − ω

b
2f = 0

ψ4(xtf ) = 2(q1fq3f + q2fq4f)ωi
1f + 2(q2fq3f − q1fq4f)ωi

2f

+(−q2
1f − q2

2f + q2
3f + q2

4f)ω
i
3f − ω

b
3f = 0

(12)

where ψ1(xtf ), ψ2(xtf ), ψ3(xtf ), and ψ4(xtf ) are nonlinear equations with respect to

the terminal quaternion parameters q1f , q2f , q3f , q4f and terminal angular velocity

components ωb
1f , ω

b
2f and ωb

3f for a specific target orientation ti and a desired ter-

minal angular velocity ωi
f . ti

xf , ti
yf , ti

zf means the final target orientation at t = tf.

The nonlinear equation Eq.(12) is underdetermined thus given a target orientation

ti the solution of terminal attitude q1f , q2f , q3f, q4f is not unique. Note that for clas-

sical three-axis attitude reorientation, the final desired attitude is explicitly known.

Thus the value of q1f , q2f , q3f, q4f , ωb
1f, ω

b
2f , and ωb

3f can be obtained easily. But

for repointing maneuver, they form a group of underdetermined equations. For

simplicity, terminal constraints of Eq.(12) can be presented in a vector form as

ψ(x(tf)) = ψf ∈ R
4×1 and ψf = [1 0 0 0]T here.

2.3. Description of the optimal control problem

The finite-horizon optimal control problem for repointing maneuver is to find

a control sequence which drives the spacecraft from its initial attitude x(t0) to its

final attitude x(tf) expressed by Eqs.(5) and (12) for the system of Eq.(4) at a final
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time tf , while minimizing the cost function

J = φ(x(tf)) +
1
2

∫ tf

t0
(xTQx + uTRu) dτ (13)

where Q > 0 and R > 0 are constant weight matrices. φ(x(tf)) can be viewed as

the soft constraint that is ignored in this paper.

xTQx in Eq.(13) consists of a quadratic form with respect to the quaternion

and the angular velocity. In fact, the integration of the quaternion makes no sense.

But interestingly, the quadratic sum of the elements of the quaternion is a constant

if they have the same coefficients of Q. Thus the quaternion related term has

no effect on optimization solutions. The full-rank matrix Q is only to satisfy the

requirement for the observability of the pair
(
A(x),Q 1

2

)
.

3. SDRE-based near optimal controller design

In this section, the nonlinear terminal constraints of Eq.(12) are tackled by

successive linearization method first and then the finite-time horizon optimal con-

troller is designed based on the traditional SDRE method and the waypoint-based

SDRE approach, respectively.

3.1. Linearization of nonlinear terminal constraints

In previous work [29, 30], no effective way of handling the nonlinear terminal

constraints of Eq.(12) using the dynamic programming method has been given.

In this paper a successive linearization method is adopted in which the nonlinear

equations in Eq.(12) are linearized at each step by use of the first-order Taylor

expansion at the current state x(t) as follows[31].

ψ(x(tf)) = ψ(x(t)) + ψx|xt(x(tf) − x(t)) = ψf (14)
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in which ψx|xt is the Jacobian matrix evaluated at the current sate x(t). Then the

pointwise pseudo-linear terminal constraints can be derived from Eq.(14) as

ψ(x(tf)) = C̄x(tf) = ψ̄f (15)

where C̄ = ψx|xt , ψ̄f = ψf + ψx|xt x(t) − ψ(x(t)). Obviously, C̄ and ψ̄f are state-

dependent matrices.

3.2. Finite-time horizon near-optimal controller design

Based on the HJB theory, we formulate the HJB equation as follows:

−
∂J∗(x, t)

∂t
= H(x,u∗, λ∗, t) =

1
2

(xT Qx + uT Ru) + λ∗T(Ax + Bu) (16)

where J∗(x, t) is the optimal cost-to-go function defined as

J∗(x, t) = infu
1
2

∫ tf

t0
(xTQx + uTRu) dτ (17)

with the boundary condition

J∗((x(tf)), tf) = φ(x(tf)) = 0 (18)

H(x,u∗, λ∗, t) is the Hamiltonian for the problem, and λ∗ is the costate vector that

holds

λ∗ =
∂J∗(x, t)
∂x

(19)

According to the Pontryagins minimum principle, the optimal control can be

derived in the following form

u∗ = −R−1BT∂J∗(x, t)
∂x

(20)
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The transversality condition is

λ(tf) =
∂φ

∂x(tf)
+

∂ψT

∂x(tf)
ν (21)

where ν ∈ R4×1 is the terminal Lagrange multiplier to guarantee that the system

satisfies the terminal constraints.

The centerpiece of dynamic programming is to determine the optimal cost-to-

go function J∗(x, t) that is extremely difficult to be solved[32, 33]. The SDRE-

based method rebuilds the nonlinear spacecraft attitude control system in terms of

the pseudo-linear form and thus the LQR theory can be used to design the optimal

controller. Motivated by the linear optimal control theory, J∗(x, t) is estimated as

Ĵ∗ =
1
2

xTS0(t)x +
1
2
νTV0(t)ν + νT P0(t)x + ST

1 (t)x + VT
1 (t)ν + P1(t) (22)

where S0, V0 , P0 , S1 , V1and P1 are time-varying gain matrices. Note that S0 can

be assumed to be a symmetric positive definite matrix while V0 is a symmetric

and negative definite matrix. The controller can be calculated from Eqs.(20) and

(22)

u∗ = −R−1BT∂J∗(x, t)
∂x

= −R−1BT(S0x + PT
0ν + S1) (23)

Furthermore, according to [30], the terminal Lagrange multiplier should fol-

low

∂Ĵ∗

∂ν
= 0 (24)

Then ν can be obtained by applying Eq.(22) to Eq.(24), which yields

ν = −V0
−1(P0x + V1) (25)

The next step is to determine the time-varying gain matrices of Ĵ∗ in Eq.(22).
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Substituting Eqs.(19), (22) and (23) into Eq.(16) with some combinations, the

HJB equation can be written as

−
∂Ĵ∗(x,t)
∂t = −1

2 xTṠ0(t)x − 1
2ν

TV̇0(t)ν − νT Ṗ0(t)x − xTṠ1(t) − νTV̇1(t) − Ṗ1(t)

= 1
2 xT(Q − S0BR−1BTS0 + S0 A + ATS0)x − 1

2ν
T P0BR−1BT PT

0ν

+νT(−P0BR−1BTS0 + P0 A)x + xT(−ST
0 BR−1BTS1 + ATS1)

+νT(−P0BR−1BTS1) − 1
2ST

1 BR−1BTS1

(26)

Then the time-varying gain matrices can be calculated as

Ṡ0 = −(Q − S0BR−1BTS0 + S0 A + ATS0)

V̇0 = P0BR−1BT PT
0

Ṗ0 = −(−P0BR−1BTS0 + P0 A)

Ṡ1 = −(−ST
0 BR−1BTS1 + ATS1)

V̇1 = P0BR−1BTS1

Ṗ1 = 1
2ST

1 BR−1BTS1

(27)

The derivatives of these gain matrices form a group differential equations that

need to be solved for control law design. To obtain the value of the gain matrices

at each time-step, the boundary conditions at tf need to be given. Using Eq.(21),

along with Eqs.(19) and (22), the equation

S0(tf)x(tf) + PT
0 (tf)ν + S1(tf) =

∂φ

∂x(tf)
+ C̄Tν (28)

is generated and then the terminal value of S0, P0 and S1 can be derived as

S0(tf) = 0, S1(tf) = 0, P0(tf) = C̄ (29)

under the assumption that φ in Eq.(13) is zero. Besides, substituting Eq.(22) into

Eq.(24) yields

V0(tf)ν + P0(tf)x(tf) + V1(tf) = 0 (30)

15



Recalling C̄x(tf) = ψ̄f and P0(tf) = C̄ as shown in Eqs.(15) and (29), one can

obtain that

V0(tf) = 0, V1(tf) = −ψ̄f (31)

Consequently, according to the boundary condition of Ĵ∗ given in Eq.(18), the

P1(tf) can be obtained as

P1(tf) = 0 (32)

Ultimately, the time-varying gain matrices of Ĵ∗ at each time step can be cal-

culated via Eq.(27) with the boundary conditions shown in Eqs.(29), (31) and (32)

by backward integration from tf to t. It should be noted that there is a problem in

solving Eq.(27) with the boundary conditions because the differential equations

in Eq.(27) involve the state-dependent matrix A that is not known ahead of time.

To remedy the problem, the values of the states in Eq.(27) are frozen at their cur-

rent values from the current time to the final time at each step[28]. The control

accuracy and optimality is lost for this approximation method to some extent.

Remark 2. The terminal Lagrange multiplier ν updated by using Eq.(25) be-

comes singular at the final time tf . Hence, the simulation is ought to be stopped

before the final time.

Remark 3. In fact, the gain matrices S1 and P1 are both zero as we can see from

Eq.(27) that the derivatives of S1 and P1 are zero if P1(tf) = 0 and S1(tf) = 0 .

3.3. Stability analysis

Generally, the stability is paramount for spacecraft because it can guarantee

that the states converge to the equilibrium point and stay around it under distur-

bances and uncertainties. Also, the stability is necessary to guarantee the control
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system always work with different initial conditions. In this subsection, two Theo-

rems are given to show the stability of the closed-loop system with the finite-time

horizon near-optimal controller aforementioned.

Theorem 1. If S0(t) is a symmetric positive definite matrix and V0(t) is a symmet-

ric negative definite matrix, then the cost-to-go function(value function) J∗(x, t)

in Eq.(22) is positive-definite and monotonically decreasing to 0 with the near-

optimal controller of Eq.(23), which is the necessary condition for pointwise sta-

bility of the closed system of Eq.(4).

Proof. Substitute Eq.(25) into Eq.22), Ĵ∗(x, t) can be written as

Ĵ∗(x, t) =
1
2

xTS0(t)x −
1
2
νTV0(t)ν + ST

1 (t)x + P1(t) (33)

By Remark 3, S1 = 0 and P1 = 0 , which yields

Ĵ∗(x, t) =
1
2

xTS0(t)x −
1
2
νTV0(t)ν (34)

It’s obvious that the function Ĵ∗(x, t) is positive-definite as expressed in E-

q.(34). Next, differentiating Ĵ∗(x, t) and employing the controller and gain differ-

ential equations given by Eqs.(23) and (27) yields

˙̂J∗(x, t) = xTS0(Ax + Bu) + 1
2 xTṠ0x − 1

2ν
TV̇0ν

= xTS0[Ax − BR−1BT(S0x + PT
0ν)]

+1
2 xT(−Q + S 0BR−1BTS0 − S0 A − ATS0)x

−1
2ν

T P0BR−1BT PT
0ν

= −1
2 xT(Q + S0BR−1BTS0)x

−1
2ν

T P0BR−1BT PT
0ν − xTS0BR−1BT PT

0ν

= −1
2 (S0x + PT

0ν)TBR−1BT(S0x + PT
0ν) − 1

2 xTQx

(35)
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where Q > 0 and R > 0 is assumed and thus ˙̂J∗(x, t) 6 0. Furthermore, recalling

x = [q̄T,ωT]T, the x cannot be 0 as ‖q̄‖2 = 1. Therefore, ˙̂J∗(x, t) < 0 for t ∈

(t0, tf) implying that Ĵ∗(x, t) is a monotonically decreasing function and reaches

its minimum, namely 0, as it should be. Note that ν is the terminal Lagrange

multiplier and it is a constant whose value is calculated via Eq.(25). �

Theorem 1 implies that the closed-loop system is stable with the preceding

optimal controller of Eq.(23). However, even though Ĵ∗(x, tf) = 0, the terminal

value of the state x cannot be determined according to Eq.(34) because S0(tf) = 0

and V0(tf) = 0. The next theorem proves the convergence of the state x to the

terminal constraint set of Eq.(15).

Theorem 2. The state x can reach the terminal constraint set with the proposed

controller Eq.(23) if the boundary conditions of gain matrices, namely S0(tf) = 0,

V0(tf) = 0, S1(tf) = 0, V1(tf) = −ψ̄f , P0(tf) = C̄, and P1(tf) = 0 hold.

Proof. Consider the following Lyapunov-like function candidate:

V = −
1
2

(P0x + V1)TV−1
0 (P0x + V1) (36)

which is a positive definite function because V0 is a symmetric negative definite

matrix. The derivative of V is

V̇ = −(P0x + V1)TV−1
0 (Ṗ0x + P0 ẋ + V̇1) −

1
2

(P0x + V1)T dV−1
0

dt
(P0x + V1) (37)

Substituting Eqs.(23) and (27) into Eq.(37) yields

V̇ = (P0x + V1)TV−1
0 P0BR−1BT PT

0ν −
1
2

(P0x + V1)T dV−1
0

dt
(P0x + V1) (38)
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Consequently, substitute Eq.(25) into Eq.(38) along with dV−1
0

dt = −V−1
0 V̇0V−1

0 ,

it follows after some straightforward algebra that

V̇ = −1
2 (P0x + V1)TV−1

0 P0BR−1BT PT
0 V−1

0 (P0x + V1)

= −1
2 (P0x + V1)TF(P0x + V1)

(39)

where the symmetric positive definite matrix V−1
0 P0BR−1BT PT

0 V−1
0 is denoted by

F > 0 and thus

V̇ 6 −
1
2
‖P0x + V1‖

2λmin(F) (40)

which implies that ‖P0x + V1‖2 converges to 0 as t → ∞ . Furthermore, since

P0(tf) = C̄, V1(tf) = −ψ̄f, then
∥∥∥C̄x − ψ̄f

∥∥∥
2

= 0 is satisfied as tf → ∞ . The term

asymptotic stability for infinite-horizon problems may be used for finite-horizon

problems in the sense that as the horizon is extended, the states converge to the

terminal constraint set in a fixed time tf [34]. �

Remark 4. Although Theorem 1 and Theorem 2 show the global stability of the

system, the nonlinear system Eq.(4) could be only locally stabilizable/controllable

because pointwise stability/controllability of (A(x), B(x)) does not imply control-

lability of nonlinear system Eq.(4)[21].

Remark 5. The Theorem 1 and Theorem 2 are exactly correct in the case that

the states in the future are known ahead of time. However, as the calculation of

the gain matrices in Eq.(27) is an approximate approach, the convergence of the

cost-to-go function and the states cannot be rigorously guaranteed.

3.4. Improvement of the SDRE-based near optimal control with a waypoint

The SDRE-based optimal control scheme presented in subsection 3.2 can ap-

proximately deal with the fixed time optimal control problem for nonlinear sys-

tems. But the SDRE method meets its weakness for large angle maneuvers and
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the control performance would degrade seriously because the states in Eq.(27) are

frozen at their current values from the current time to final time tf at each step.

To enhance the ability of the SDRE method for handling strong nonlinear optimal

control problems, a waypoint method is proposed in this part. A single waypoint

at the middle time of tf is determined by partitioning the original time interval

[t0, tf] into two equal parts of [t0, t−1 ] and [t+
1 , tf], t−1 = t+

1 = tf/2. The value of the

waypoint x1 is calculated based on the cost-to-go function defined in Eq.(22). For

each segment, the end conditions of Eqs.(29) and (31) should be satisfied.

Applying the cost-to-go function defined in Eq.(22), the cost for each segment

is

Ĵ1 = Ĵ∗(t0, x0) = 1
2 x0

TS0(t0)x0 + 1
2ν

T
0 V0(t0)ν0

+νT
0 P0(t0)x0 + ST

1 (t0)x0 + VT
1 (t0)ν0 + P1(t0)

(41)

Ĵ2 = Ĵ∗(t1, x1) = 1
2 x1

TS0(t+
1 )x1 + 1

2ν
T
1 V0(t+

1 )ν1

+νT
1 P0(t+

1 )x1 + ST
1 (t+

1 )x1 + VT
1 (t+

1 )ν1 + P1(t+
1 )

(42)

where x1 = x(t1) is an unknown variable to be determined. The total cost is

Ĵ∗ = Ĵ1 + Ĵ2.

By using Eq.(25) and S1 = 0, P1 = 0 shown in Remark 3 , Eq.(41) can be

rewritten as

Ĵ1 = 1
2 xT

0 S0(t0)x0 −
1
2ν

T
0 V0(t0)ν0

= 1
2 xT

0 S0(t0)x0 −
1
2 [P0(t0)x0 + V1(t0)]TV0

−1(t0) [P0(t0)x0 + V1(t0)]
(43)

In light of Eqs.(27) and (31), V1 is a constant vector and V1(t0) = V1(tf/2) =

−ψ̄f1 = −x1 in the first segment of t ∈ [0, tf/2] , thus

Ĵ1 =
1
2

xT
0 S0(t0)x0 −

1
2

[P0(t0)x0 − x1]TV0
−1(t0) [P0(t0)x0 − x1] (44)
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Likewise, the value function for the second segment is

Ĵ2 =
1
2

xT
1 S0(t+

1 )x1 −
1
2

[
P0(t+

1 )x1 − ψ̄f

]T
V0
−1(t+

1 )
[
P0(t+

1 )x0 − ψ̄f

]
(45)

where ψ̄f is the state-dependent terminal constraint as shown in Eq.(15). As x1

is the optimal waypoint at the middle of the whole time interval, namely at t =

t1 = tf/2, our goal is to determine the value of x1 to minimize the total cost of

Ĵ∗ = Ĵ1 + Ĵ2. Let ∂Ĵ∗/∂x1 = 0, that is

∂Ĵ∗
∂x1

= ∂Ĵ1
∂x1

+ ∂Ĵ2
∂x1

=
[
−V0

−1(t0) + S0(t+
1 ) − P0(t+

1 )TV0
−1(t+

1 )P0(t+
1 )

]
x1

+V0
−1(t0)P0(t0)x0 + P0(t+

1 )TV0
−1(t+

1 )ψ̄f = 0

(46)

from which the value of waypoint x1 can be obtained as

x1 = −
[
−V0

−1(t0) + S0(t+
1 ) − P0(t+

1 )TV0
−1(t+

1 )P0(t+
1 )

]−1[
V−1

0 (t0)P0(t0)x0 + P0(t+
1 )TV0

−1(t+
1 )ψ̄f

] (47)

Then, the calculation for time-varying gain matrices in each segment can be

easily conducted by using the backward integration method. Note that for the

first segment, the end constraint is a fixed point namely x(t−1 ) = x1, thus the end

conditions of gain matrices at t = t1 = tf/2 are specified as follows:

S0(t−1 ) = 07×7,S1(t−1 ) = 07×1, P0(t−1 ) = I4×7

V0(t−1 ) = 04×4,V1(t−1 ) = −x1, P1(t−1 ) = 0
(48)

But the terminal constraint at t = tf for the second segment is a nonlinear under-

determined equation, therefore

S0(tf) = 0,S1(tf) = 0, P0(tf) = C̄

V0(tf) = 0,V1(tf) = −ψ̄f , P1(tf) = 0
(49)
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where C̄ and ψ̄f are shown in Eq.(15). The procedure of the SDRE approach with

a waypoint is illustrated as follows:

Step 1: Calculate waypoint x1.

Step 2: If t < tf/2, calculate end conditions by Eq.(48), else by Eq.(49).

Step 3: Gain matrices calculation by Eq.(27).

Step 4: Update control law u via Eq.(23), go back to step 2.

It should be noted that the waypoint-based SDRE approach not only enhances

the control performance and optimality for repointing maneuver but reduces the

computation burden compared with the traditional SDRE method. The compu-

tational complexity of the time-varying gain matrices in Eq.(27) depends on the

maneuver time tf and the time step size hs (control period) since the total control

steps Ns = tf/hs. For each step, in order to obtain the value of the gain matrices,

the backward integration from the final time to the current time needs to be con-

ducted. Denote the integration step is hi and the current time is t, the number of

total integration steps in each control period is Ni = (tf − t)/hi. The total inte-

gration steps from t0 = 0 to tf for the traditional SDRE approach can be obtained

as

Ntotal =
Nstf

hi
−

hs

hi

(1 + Ns)Ns

2
=

tf
2

hshi
−

tf

hi

(1 + tf/hs)
2

=
tf

2 − tfhs

2hshi
(50)

while the total integration steps for the waypoint-based SDRE is

N
′

total =
tf

2

2hshi
−

tf

hi

(1 + tf/2hs)
2

=
2tf

2 − tf(2hs + tf)
4hshi

=
tf

2 − 2tfhs

4hshi
(51)

Since hs � tf, the total computation time of the traditional SDRE method and

the waypoint-based SDRE approach is basically proportional to tf
2/hshi, namely

Ttotal ∝
tf 2

hshi
. Comparing Eqs. (50) with (51) yields

Ntotal − N
′

total =
tf

2

4hshi
> 0 (52)
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which implies that the waypoint-based SDRE approach is more computationally

efficient than traditional SDRE approach. The numerical simulations for different

maneuver time tf and the step size hs are performed to test the computation time.

All computations are performed on an Intel(R) Core(TM) i7-4770 CPU desktop

machine with a 3.4GHz processor and 8 GB of RAM. The simulation results are

shown in Table 1. Note that the maneuver time tf and the step size hs should be

properly selected to ensure that the total computation time T is shorter than tf.

Otherwise, the repointing maneuver would not be realized in a fixed time tf .

Table 1: Computation time for different maneuver time and step size

Maneuver time

tf(s)

Simulation

step size

hs(s)

Integration

step size

hi(s)

Computation time

without the waypoint

TSDRE(s)

Computation time

with the waypoint

TWSDRE(s)

10 0.1 0.1 0.69 0.44

10 0.05 0.05 2.55 1.02

10 0.01 0.01 60.38 30.45

15 0.1 0.1 1.44 0.59

15 0.05 0.05 5.66 2.19

15 0.01 0.01 136.84 50.90

20 0.1 0.1 2.49 1.03

20 0.05 0.05 9.89 4.13

20 0.01 0.01 240.48 92.60
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4. Numerical Simulations

Various numerical simulation results for fixed-time repointing maneuver of

the spacecraft with zero and nonzero terminal angular velocity are presented in

this section to illustrate the validity of the SDRE-based method developed in the

preceding sections.

The inertia matrix was selected as Js =


86.24 0 0

0 85.07 0

0 0 113.59

 .
The weight matrices for the cost function in Eq.(13) are Q = diag[1, 1, 1, 1, 4, 4, 4],

R = I3×3, the final time tf = 10s. Initial conditions are selected as

xt0 = [q10, q20, q30, q40, ω10, ω20, ω30] = [0, 0, 0, 1, 0, 0, 0]

The target orientation t expressed in the inertial frame is ti = [2 1 1]T/
√

6, and

the Xb axis needs to be aligned with t in the end. The weight matrix Q =

diag[Qq1 ,Qq2 ,Qq3 ,Qq4 ,Qω1 ,Qω2 ,Qω3] decides the penalty on x while R = diag[R1,

R2, R3] puts the penalty on u. The value of Q and R influences the trajectories of

the control torque and states. Considering x = [q1, q2, q3, q4, ω1, ω2, ω3]T, since

the integral of the quaternion has no practical meaning, Qq1 = Qq2 = Qq3 = Qq4 =

δ(constant) should be satisfied to make Qq1q
2
1 +Qq2q

2
2 +Qq3q

2
3 +Qq4q

2
4 = δ so that it

doesn’t influence the control results. Qω1 , Qω2 and Qω3 produces a damping effect

for the closed-loop system like that in PID control and the larger Qωi brings about

the smaller torque ui while the larger Ri also generates the smaller control torque

ui. Note that to realize repointing maneuver at a fixed time, the torque decrease

along one body-fixed axis must brings about a torque increase around other axes.

In practice, the engineer should design the weight matrices of Q and R proper-

ly based on the real mission and the actuators ability. For instance, if the maximum

24



output torque along Zb axis is smaller than that along the other two axis, then R3

and Qω3 should be set to a value larger than R1 , R2 and Qω1 , Qω2 respectively.

4.1. Repointing maneuver with zero terminal angular velocity

A. SDRE-based method without a waypoint

To start with, the problem of stationary targets detection is examined by using

the SDRE method presented in subsection 3.2 without the waypoint. The terminal

constraints can be derived from Eq.(12).

The simulation results are depicted in Fig.1-Fig.5. In Fig.1 and Fig.2, the

attitude trajectories of the spacecraft are given where the solid lines denote the

SDRE-based results and the dashed lines denote the results of the GPOPS[35]

which can be deemed as the real optimal solutions. The control torque histories

are illustrated in Fig. 3 where u1, u2 and u3 represents the control torque along

three body axis respectively. The difference between u1 and u∗1 is clear. As can be

seen from Fig. 4, around 10s into the simulation, the pointing error angle pe starts

off near 35◦ and successfully converges to 10−5◦. In Fig. 5, the trajectories of the

cost-to-go is given. The solid line represents the quadratic cost-to-go function J∗c

designed in Eq.(22) that is an approximation to the real cost-to-go J∗r based on

SDRE method which is plotted by the dotted line. The difference between J∗c and

J∗r results from the approximations considered in the method itself for successive

linearization of the terminal curve constraint and attitude kinematics with respect

to the current state. Note that nether J∗c nor J∗r can represent the real optimal

solution J∗ of GPOPS (dash line), as they are both based on the SDRE method

proposed in this paper. It shows that the overall cost of repointing maneuver

defined in Eq.(13) by using SDRE-based method is J∗r (t0) = 28.3, while the real

optimal solution is J∗(t0) = 27.68.
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Furthermore, the accuracy of the methodology is examined with different ini-

tial conditions. The numerical results are recorded in Table 2 where the slew angle

Φ denotes the angle between the initial body Xb axis and target orientation. For

small slew angles, the SDRE-based optimal control approach performs well and

the performance index is very close to that of real optimal solution. However, the

SDRE-based method may become unattractive if slew angles are larger than 90◦

because the spacecraft requires to maneuver faster to realize repointing maneu-

ver in fixed time, which strengthens the coupling between three body axis, thus

the pointwise linearization cannot ensure the optimality. The loss of optimality is

calculated by (J∗SDRE − J∗)/J∗ × 100%. Even though the SDRE-based method is

not optimal for large angle maneuvers, the control accuracy is high and not get-

ting worse seriously for large slew angles. The pointing error is within 10−3◦. To

illustrate the results more intuitively, the attitude trajectories for different initial

conditions are given in Fig.6 where the blue circle is the terminal attitude con-

straint defined in Eq.(12) for the given target orientation ti = [2 1 1]T/
√

6. It

shows that the quaternions can reach the ring-shaped terminal constraint set in the

end wherever they start.

B. Improved SDRE-based method with a waypoint

The traditional SDRE-based approach presented in subsection 3.2 could real-

ize suboptimal control for repointing maneuver with a good performance. Howev-

er, the control performance would be discounted seriously along with the increase

of maneuver angles. The comparison of the traditional SDRE method and the

waypoint-based SDRE approach proposed in subsection 3.4 is conducted in this

part. Suppose that the target direction is ti = [1 3 1]T/
√

11, thus the initial angle

between the optical axis Xb and the t is 72.5◦.
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Figure 1: Quaternion trajectories by

using SDRE method

Figure 2: Angular velocities by using

SDRE method

Figure 3: Control trajectories for

SDRE method

Figure 4: Pointing error trajectory by

using SDRE method
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Figure 5: Different cost-to-go

functions

Figure 6: Quaternion trajectories for

different initial conditions by using

SDRE method

Table 2: Cost index and pointing error with respect to different initial conditions

Initial quaternion q0
slew angle

Φ(◦)

Pointing

error (◦)

Near optimal

index J∗SDRE

Real optimal

index J∗
Loss of

optimality(%)

[0.4 0.2 0.2 0.9] 13.6 2.2 × 10−5 7.79 7.77 0.26

[0.36 − 0.18 0.45 0.8] 22.1 3.74 × 10−5 16.62 16.53 0.55

[0 0 0 1] 35.3 5.8 × 10−5 28.3 27.7 2.17

[0.31 − 0.31 0.55 0.71] 44 8.4 × 10−5 50.64 49.38 2.55

[0.63 0.32 0.63 0.32] 55.1 1.2 × 10−4 47.83 45.7 4.66

[−0.82 0 0.41 0.41] 65.9 1.62 × 10−4 110.7 95.8 15.55

[0.23 − 0.72 0.34 0.57] 78 2.27 × 10−4 119.7 93.2 28.43

[0.85 − 0.43 − 0.21 0.21] 87.9 3.07 × 10−4 187.0 121.6 55.82

[0.43 − 0.43 0.76 0.22] 96 3.74 × 10−4 337.5 216.6 55.82

[−0.5 0.17 − 0.83 0.17] 103.1 4.9 × 10−4 329.3 158.9 107.23
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As can be seen from Fig.8, the angular velocity ω3 along the Zb axis is larg-

er than ω2 along Yb axis for our proposed improved SDRE method with a way-

point(solid line), which is more similar to the real optimal results(dashed line)

than the classical SDRE method(dotted line). The control torque trajectories for

different control methods are illustrated in Fig.9. There exists one control switch

at t=5s for the improved SDRE method as the two segments partitioned by the

waypoint are relatively independent when calculating the control torque thereby

resulting in u(t1
−) , u(t1

+). The superiority of the waypoint over the traditional

SDRE approach is shown in Fig.11 which depicts the trajectories of the cost-

to-go function. As analyzed previously, the optimality performance of the SDRE

method degrades for large angle maneuver. The total performance index of the tra-

ditional SDRE method is 147, much higher than the optimal one which is 120.8.

The waypoint method can improve the control performance to a great extent of

which the total cost is 127.3.

To further illustrate the feasibility of the waypoint-based SDRE approach for

large angle maneuvers, the performance index for different target orientations is

listed in Table 3. Note that for large angle maneuvers, the maneuver time should

be set larger considering the actuators’ ability in practice. Thus the maneuver time

is set as t=20s when maneuver angle Φ > 90◦. The traditional SDRE approach can

not apply the near optimal solutions for large angle maneuvers as shown in the 5th

column of Table 3 because the frozen coefficients strategy in backward integration

process leads to large deviations in the beginning, thus the control torque would

be adjusted rapidly to realize repointing maneuver in the last few seconds which

gives rise to large control torques and angular velocities as shown in Fig.12 and

Fig.13. Although the waypoint can improve the optimality of the SDRE method,
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it performs not well enough when Φ > 90◦. The reason for this is that when the

target direction is far away from the initial Xb axis, the SDRE method can not be

capable to select the most suitable path for repointing maneuver, even though with

a waypoint.

Figure 7: Quaternion trajectories by

using different controllers

Figure 8: Angular velocities by using

different controllers

4.2. Repointing maneuver with nonzero terminal angular velocity

The terminal angular velocity ωi
f of the spacecraft expressed in the inertial

frame can be determined according to the targets speed vf at t = tf and generally

ωi
f should be perpendicular to the target orientation ti = [2 1 1]T/

√
6 as shown in

Fig.14. The value of ωi
f is set as ωi

f = [0.1 − 0.1 − 0.1]Trad/s.

Fig.15 illustrates that the attitude trajectory of the spacecraft using the waypoint-

based SDRE approach is closer to the optimal results. The optical axis Xb points

to the target at t = 10s with a given angular velocity of ωi
f = [5.7 − 5.7 − 5.7]T◦/s

which is expressed in the inertial frame as expected shown in Fig.16 and Fig. 18.
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Figure 9: Control trajectories for

different controllers

Figure 10: Pointing error trajectory by

using waypoint-based SDRE method

Figure 11: History of cost-to-go functions for different controllers
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Table 3: Comparison of cost index for different target orientations

Target orientation t
slew angle

Φ(◦)

Maneuver

time(s)

Performance

index with

waypoint JWSDRE

Performance

index without

waypoint JSDRE

Real

optimal

index J∗

[0.19, 0.96, 0.19] 78.9 10 154.4 201 147.8

[0.15, 0.88, 0.44] 81.5 10 168.8 215.8 140.6

[0.12, 0.96, 0.24] 83.1 10 170.8 233.8 160.2

[−0.26, 0.53, 0.8] 105.5 20 52.23 64.4 31.2

[−0.49, 0.49, 0.73] 119.0 20 72.5 118.1 36.4

[−0.57, 0.57, 0.57] 125.3 20 73.5 188.6 40.9

[−0.78, 0.2, 0.59] 141.6 20 153.9 401.1 44.6

[−0.82, 0.41, 0.41] 144.7 20 106.7 762.5 78.6

[−0.94, 0.24, 0.24] 160.5 20 140.5 4889 79.7

[−0.97, 0.16, 0.16] 166.7 20 156.4 16187 80

(a)without the waypoint (b)with a waypoint

Figure 12: Comparison of control trajectories for t=[-0.57,0.57,0.57]T
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(a)without the waypoint (b)with a waypoint

Figure 13: Comparison of angular velocities for t=[-0.57,0.57,0.57]T

Figure 14: Diagrammatic sketch of moving target detection
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The near-optimal solutions based on the waypoint method is closer to the real-

optimal solutions in terms of control and attitude trajectories as well as the cost-

to-go functions. We can see from Fig.20 that the overall cost defined in Eq.(13)

by using traditional SDRE-based method is JSDRE(t0) = 100, while the waypoint-

based SDRE approach is JWSDRE(t0) = 94 that is closer to the real optimal index

J∗ = 89.

Likewise, when the maneuver angle is large, the traditional SDRE method per-

forms so bad that the control torque and angular velocities in the last few seconds

are extremely large as shown in Fig. 21 and Fig. 22.

Figure 15: Quaternion trajectories for

moving target observation

Figure 16: Pointing error trajectory for

moving target observation

5. Conclusions

This paper addresses the problem of fixed-time optimal control for a repointing

maneuver of a spacecraft operating in staring mode. Both of the attitude and an-

gular velocity terminal constraints are formulated as a group of under-determined
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Figure 17: Angular velocities in the

body frame for moving target

observation

Figure 18: Angular velocities in the

inertial frame for moving target

observation

Figure 19: Control trajectories for

moving target observation

Figure 20: History of cost-to-go

functions for moving target

observation
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(a)without the waypoint (b)with a waypoint

Figure 21: Comparison of control trajectories for moving target observation with

t=[-0.57,0.57,0.57]T

(a)without the waypoint (b)with a waypoint

Figure 22: Comparison of angular velocities for moving target observation with

t=[-0.57,0.57,0.57]T
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nonlinear equations. This problem can be framed as a nonlinear optimal control

problem with nonlinear terminal constraints. This problem is solved by using

a newly established SDRE-based dynamic programming approach. The method

overcomes the sensitivity issues to uncertainties inherent in open-loop planning as

well as being simple to implement. Moreover, an improved SDRE approach which

includes waypoint setting is presented which performs better than the traditional

SDRE method in terms of control performance and computational efficiency.

The simulation results and comparisons demonstrate that the waypoint-based

SDRE approach is superior for large angle maneuvers of the spacecraft in terms

of control performance and computation efficiency. In future work, a prediction-

based error correction approach should be studied for gain matrix calculation

which would reduce the control errors and enhance the optimality. Furthermore,

only one waypoint is considered in this paper. The multi-waypoints method

should be pursued in the future.
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