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minimizing the costs and energy consumption throughout the pro-
cess [1–3]. Considering the environmental concerns to meet the 
free emission approaches is another significant motivation of the 
process integration, which is accomplished not only designing new 
facilities and process layouts, but also replacing some tradi-tional 
resources by new and greener one [4–7]. From this perspec-tive, it 
would be synergistic to provide the combination of the various 
energy sources, renewable and non-renewable sources, and process 
engineering is unavoidably the key-step in combining and 
integrating sources in a sustainable way with an additional 
advantages for the energy sector and industries [6]. The generation 
of clean and emission free source of power for facilities plays a key 
role in the sustainability of the processes and, as it is understand-
able, the dependency of the chemical industries on the steam avail-
ability falls into this element [8,9]. It is therefore promising to 
provide an alternative for the clean production of steam rather than 
traditional and common technologies, which are complex, highly 
sophisticated and expensive processes [9]. Traditionally, power 
plants are based on coal-fired power/steam generation. All conven-
tional sources of steam generation such as gas turbine combined 
cycle (CC) [10,11], integrated gasification combined cycle (IGCC)
[12–14], and pressurized fluidized bed combustion (PFBC) [15,16] 
are fuel based steam generation processes [8]. Environmentally 
speaking, decreasing the carbon footprint in chemical plants 
requires the intensive attempts to optimize the energy require-
ments by reduction of the consumption of the energy and lessen 
the carbon emissions associated with the remaining energy. The 
idea of shifting the energy resources of chemical plants to renew-
ables such as solar and wind is reinforced if appropriate storage 
technologies are developed [6] to make continuous the power sup-
ply that comes from a discontinuous source. The concentrating 
solar power (CSP) plant is suggestively an attractive opportunity for 
power generation considering it as the source of energy without 
carbon footprint, and performing in a form of electricity or steam. It 
might be claimed that the CSP plant is a unique renewable resource 
of power generation, which can easily be coupled with other units 
to operate only by the means of thermal energy storage (TES) to 
make it highly dispatchable throughout the process [17,18]. How-
ever, it becomes more complex for research investigation relying 
on modeling and simulation tools due to the lack of reliable models 
and appropriate accessible simulators to model the renewables and 
demonstrate the feasibility of such facilities. The complexity is 
found especially when the simulation is required for the entire 
plant, which includes the integration of non-conventional units, 
complex and non-ideal thermodynamic data and libraries, innova-
tive equipment and uncommon components for the process opera-
tions. Many of the above elements are not included in the 
commercial packages for process modeling, typically addressed to 
the oil and gas and process industry [19], and have to be developed 
ex novo and integrated and synchronized in these packages. 
Although, few dynamic modeling and simulations were performed 
to improve the knowledge and the effectiveness of solar plants 
facing design [20], numerical simulation [21], economic issues [22] 
monitoring [23], prediction [24] and control [25] of the ther-mal 
energy storage methods, they are still not based on well-
established commercial dynamic simulators. In investigating the 
reason, it is evident that these types of plants contain operating 
units (i.e., the solar collector) deeply dissimilar to the conventional 
units adopted elsewhere [26] and traditionally included in the 
model library for process simulations such as AspenHysys and Pro/
II. Therefore, it would be possible to either provide a new model or 
transforming the existing models to search for a reasonable accu-
racy for the simulation. Some issues for the CSP plant simulation 
have been already faced by the authors in prior works [18,27], 
mainly dealing with the heat exchange train for steam generation 
from hot molten salt streams.
Unavailability of mathematical models is one of the main issue 
making stiff the studies of novel process layouts that want to inte-
grate renewable sources in the flowsheeting procedure and eco-
nomical process assessments as well as slowing the advances in 
process engineering [18,19].

About the gasification process, it is obvious that although the 
reserves of coal are abundant and widespread geographically over 
the world [28,29], due to the price in comparison with oil [30–32] 
and also, the environmental issues competitive with biomass, it is 
not well allocated in the emission free and inexpensive category of 
feedstock for the energy sector [33,34]. Relying on addressed rea-
sons, the focus on biomass was and is concentrating severely rather 
than coal and activities are driven toward bio-products, che-mical 
commodities and bio-fuels in the near future starting from second, 
but also third, generation biomass. The Horizon 2020 pro-gram of 
the European Community is a clear example of this energy 
roadmap. Furthermore, biomass promises to provide the sustain-
ability as a renewable feedstock. Following these approaches, 
replacing fuel-based power plants with renewable and clean 
sources of energy could bring benefits in comparison with the tra-
ditional ways of steam generation processes. Although several 
works have been accomplished in the gasification modeling and 
kinetics development [35,36], design of the gasifier [37,38] and 
effective operating conditions [39–42], no significant work is found 
on low-temperature biomass gasification in the literatures, which 
is the typical condition of the solar-powered steam generation tak-
en into consideration in this work. The practical feasibility of the 
proposed low-temperature biomass gasification process is there-
fore investigated. The gasification unit has the ability to become an 
important and key facility in the energy and chemical process 
industry [43]. Coupled with this, nowadays, methanol is advocated 
to substitute oil and dimethylether (DME) as substitute natural gas 
[44], both of which are predominantly produced by steam reform-
ing of methane (natural gas) and subsequent synthesis reactions of 
the produced syngas to methanol and, then, to DME. However, any 
source of organic material could be converted into syngas and so, 
methanol. Therefore, biomass from organic urban/industrial/
agricultural waste as feedstock could become a source of methanol 
in the near future [43,45–49].

Since the introduction of the high-pressure methanol synthesis 
in the 1920s, several technologies have been introduced to achieve 
low-pressure synthesis [50]. Nowadays, Lurgi, Haldor Topsøe and 
Davy Process Technologies allows to produce methanol at 60–100 
bar from syngas (CO and H2 mixture), which is usually obtained by 
means of steam reforming operations [44]. The metha-nol 
synthesis reactor is usually based on two fixed-bed tubular sec-
tions [51–54], a gas-cooled and a water-cooled section, although 
several other configurations have been proposed [43,55,56]. This 
paper is aimed at discussing the methanol/DME synthesis fed by 
the syngas produced in the biomass gasification process. The so-
called one-step technology for the co-current production of metha-
nol and DME is considered. It must be evoked that H2:CO ratio for 
methanol synthesis could be adjusted either in situ, where the 
reverse water gas shift reaction is active on the catalyst or using an 
ad hoc water gas shift reactor.

An overview of the unified plant of biomass-to-methanol/DME 
together with the tools adopted for the study is given in Section 2; 
CSP plant and TES are described and modeled in Section 3; biomass 
gasification process is characterized, designed, and simulated in 
Section 4; the one-step technology for methanol/DME production is 
deepened in Section 5.

2. Overview of the unified plant and tools adopted

The main issues in modeling and studying the practical feasi-
bility of a novel solar-driven route from biomass to MeOH/DME



are related to the need of different tools and interdisciplinary com-
petences. Indeed, the discontinuous nature of CSP and the intrinsic 
dynamic behavior of TES technologies unavoidably lead the atten-
tion to the development of dynamic simulations. Conversely, 
steady state models for biomass gasification and MeOH/DME syn-
thesis are enough to characterize such systems. Nevertheless, in 
these latter cases, there is the further complexity of considering 
either multi-phase, multi-scale and multi-component models 
(gasification process) easily leading to large-scale nonlinear sys-
tems or to handle networks of tubular reactors subject to very tight 
operating conditions (methanol synthesis process).

Specifically, available commercial packages have been selected 
in which, the simulation can be carried out with existing models 
already implemented in these suites, whereas dedicated models 
have been developed when high reliability is required for the mod-
el prediction as local viewpoint as well as for the overall feasibility 
study. A general overview of the flowsheet is given in Fig. 1.

PRO/II steady-state simulator released by Simulation Science 
[57] is the selected package to model all the units downstream the 
biomass gasifier up to the methanol synthesis reactors. The 
simulation suite DYNSIM by Simulation Science [58] is selected to 
characterize the intrinsic dynamic nature of the CSP plants. The 
selection of DYNSIM suite is also related to the need for the best 
compatibility among all the accessible simulation tools and to the 
flexibility of this simulator in exchanging data in real-time with the 
other packages and models to ensure the complete data 
synchronization during the calculations. The biomass gasifier and 
MeOH/DME synthesis reactors are modeled and simulated using 
MS Visual C++ and the BzzMath library [59,60], which provide the 
possibility to exploit object-oriented programming and parallel 
computations [61]. In addition, MS Visual C++ is adopted to 
improve the model of the economizer unit for heat exchange of the 
CSP plant, since it is a critical node where the molten salts of the 
CSP could start crystallization and solidification and, hence, deep 
accuracy is needed for the unit. Such an advanced model has been 
fully integrated in the DYNSIM environment [62] and it can be 
considered as a dynamic extension of HTRI standards for heat 
exchange calculations [63]. In this embedded context, MS Excel 
supports the entire models and simulations as IT bridge to gather 
the information and data derived from each different envi-ronment 
and manage them to encompass them together.
3.1. Dynamic modeling of economizer (E-114)
3. Concentrating solar power plant: steam generation

CSP plants are characterized by a solar field to collect solar 
radiation, a heating transfer fluid (HTF) to trap the solar energy and 
move it elsewhere in the plant and a train for heat exchange and, 
often, electric energy generation via steam production. Beyond 
these sections, an energy storage system is necessary whenever the 
solar energy has to be transformed into continuous supply of 
energy or steam. There are different techniques of energy storages 
for CSP [64]; one of the most simple is the direct thermal energy 
storage (TES), which consists of at least one tank for physi-cal 
storage of HTF. In case of one tank only is adopted, the liquid is 
heated and cooled in the same unit according to day and night 
operations of the CSP. It is called the thermocline system. When the 
tanks for thermal energy storage are two, they are progressive-ly 
loaded and unloaded by HTF, the one with the hot HTF is filled 
daytime, the other with the cold HTF is filled during the night [65–
67] (Fig. 2).

The designed process (Fig. 2) depicts the series of linear-
parabolic solar troughs (Solar-101), which aim at heating the HTF 
driven in by harvesting the solar energy through the day. The ves-
sels (V-201), (V-202), and (V-203) are pointing to molten salt stor-
age tanks, which store molten salt as the initial supplier of molten
salt into the plant, cold storage and hot storage, respectively. The 
supplier tank (V-201) operates as the supporter of molten salt into 
the plant in which molten salt is positioned on the start-up lines 
(S-101, S-102, and S-103) and supplied into the cold tank at the CSP 
plant startup. These lines are useful for plant startup and HTF 
maintenance/exchange only and they are normally no-flow during 
the conventional operations since no make-up of molten salts is 
necessary. Once the adequate amount of molten salt meets the 
demand plant (cold tank), it starts to drive away from V-202 to 
V-203 passing through Solar-101, and imposing the nominal solar
radiation for typical sunny days into the system (set in solar line, 
i.e., S-104 and S-105). It is worth mentioning that this line is dis-
abled at night or whenever the solar radiation cannot be harvested 
(according to meteorological conditions).

The heat exchanger (HEX) train consists of four units that 
encounter in series the HTF coming from the energy storage: the 
second steam superheater (E-111), the first steam superheater 
(E-112), the boiler (E-113), and the economizer (E-114). Also a ves-
sel boiler (E-115) is included. The HEX block generates the steam 
(generation line starting from S-107 to S-120). The molten salt with 
a flowrate of 135 kg/s passes through the heat exchanger train, 
with the ideal assumption of maximum performance on the 
exchange surface (3831 m2). The overall heat transfer coeffi-cient is 
0.58 kW/m2/K. To describe the heat transfer procedure, fol-lowing 
the streams starting from V-203 toward HEX block, the process 
utilizes E-111, E-112, E-113, and E-114 to heat exchange and the 
boiler (E-115) to generate the steam. The steam is sent to the 
turbine (T-311), cooled down passing over the condenser (E-116) 
and the cooling tower (E-117). The cooled water in the next step is 
recycled back to the steam/water loop (S-119). The temperature of 
the molten salt progressively decreases from 550 � C to 290 � C 
providing heat and converting the water into steam.

As the HEX block is a crucial section for the effectiveness of the 
CSP plant and the process control systems to manage and monitor 
the temperature of molten salts, the key parameters for the overall 
plant are associated to the economizer unit. Basically, the outlet 
temperature of the molten salt in the economizer cannot be small-
er than a safety threshold to prevent possible crystallization and, at 
the same time, it cannot be too high to prevent possible degrada-
tion of the HTF itself. Thus, the fresh water fed to the water/steam 
cycle, and specifically, to the economizer should be slightly 
manipulated to safeguard these objectives. Although, the other 
units (e.g., power block and solar collector field) of CSP plants [68–
70] were earlier investigated in the literature, no specific mod-el 
was found for the economizer unit as the critical unit of this section
[71–73] (Figs. 3 and 4).
The economizer is a critical unit due to the lowest temperature 
achieved by molten salts along the process (290 �C), slightly larger 
than the freezing point (270 �C). Practically, the temperature of the 
molten salt flowing out of the process side of the economizer is 
measured regularly, monitored and controlled to prevent any crys-
tallization of the HTF and, consequently, any undesired malfunc-
tion/shutdown of the CSP process. Due to its importance, a 
dedicated model for economizer has been implemented in MS 
Visual C++ and added to the dynamic simulation carried out using 
DYNSIM. Furthermore, due to the missing thermodynamic data of 
molten salts (60% NaNO3 and 40% KNO3), a dedicated library of 
components and thermodynamic for solar units have been devel-
oped and implemented into DYNSIM.

The following assumptions have been used to develop the first-
principles model for the economizer:
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Fig. 1. Biomass-to-methanol/DME synthesis process layout.
� negligible radial gradients in the tube bundle and in the single
tube as well;
� cold fluid (water) in the shell side;
� heat transferred from molten salt (T) to the metal wall (TM) and,

next, to the water;
� negligible potential and kinetic energy;
� simplified forms for internal energy and enthalpy;
� negligible diffusive flow with respect to the bulk flow.

Apart from the distributed nature of the heat exchanger, the
energy balance depends on the inlet and outlet convection terms
and heat losses to the ambient:

dH
dT
¼ Hin � Hout þ Q s

dðm � _hÞ
dt

¼ m � _hin �m � _hout þ Q S

dðm � Cp � TÞ
dt

¼ m � Cpin � ðTin � Tref Þ �m � Cpout � ðTout � Tref Þ þ Qs

Since mass and specific heat can be considered constant and
assuming the system as perfectly mixed, the following general
form is derived:

m � Cp � dT
dt
¼ m � Cpout � ðTin � ToutÞ þ Qs

In contrast, a more detailed model must be used to match the
relevant task of the economizer, which is the assurance of the exit
temperature of molten salt at 290 �C. Thus, the incremental math-
ematical model for thermo-hydraulic calculations of the shell and
tube exchangers is selected according to HTRI (Xist) standard and 
extended from the steady-state to the dynamic case [63]. It means 
that the unit is discretized in a certain number of volumes and 
specific a relationship (based on flow heat exchange conditions) is 
applied for each element. At the latest and best knowledge of the 
authors, the proposed HTRI standard-based dynamic model is 
implemented for this unit for the first time:

� The economizer is modeled with 9 baffles and split into 10 ele-
ments along the longitudinal axis. Each element corresponds to
the volume between two diaphragms or between a diaphragm
and the tube plate (the first and the last element).
� Each element is split one-by-one into 6 windows; two external

and internal windows, and also, two cross zones. It is promising
to exploit the longitudinal symmetry of the unit in order to
reduce the number of variables of dynamic model.
� There is no vertical variation of temperature. Therefore, dis-

cretization is not necessary for the vertical axis.

By considering the adopted discretization of inlet and outlet
elements, the ultimate number of volumes is 30.

In addition, it is useful to consider the shell side as a continuous 
crossflow with respect to the tube side. Principally, the heat 
exchange coefficients are almost identical to those obtained in 
crossflow as demonstrated in other studies [72] considering the 
diaphragm diameter of the window is about 25% of the diameter 
of the shell. The physical properties are assumed as following:

� Fluid velocity is constant in each element and window.
� Pressure drops and heat losses to the ambient are negligible.
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Fig. 2. Flowsheet of two-tank storage CSP plant: power generation.

Fig. 3. Diagram of heat exchanger (HEX) train in CSP plant.
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� Temperature through the window is constant, whereas it varies
from one to another and also, from each element to another one.
� The fouling of internal and external layers is negligible with

respect to the dimensions of tube; no radial gradients are
considered.

Considering the above-mentioned assumptions, the energy bal-
ance is stated:

qw � Cpw � Vs
dTs;i

dt
¼ mw � Cpw � ðTs;i�1 � Ts;iÞ þ hs � As � ðTw;si � Ts;iÞ

� hs � Ashell � ðTs;i � Tshell;iÞ

In addition, the energy balance of the metal is defined consider-
ing the external fouling layer as the following:

mfoul;shell �Cpfoul;shell �
dTw;s;i

dt
¼ 1

Rs
�As � ðTw;i�Tw;s;iÞ�hs �As � ðTw;s;i�Ts;iÞ



mmetal � Cpmetal �
dTw;i

dt
¼ 1

Rt
� At � ðTw;t;i � Tw;iÞ �

1
Rs
� As � ðTw;i � Tw;s;iÞ

mfoul;tube � Cpfoul;tube �
dTw;t;i

dt
¼ ht �At � ðTt;i � Tw;t;iÞ �

1
Rt
�At � ðTw;t;i � Tw;iÞ

Moreover, the energy balance of the molten salts tube side and
of the metal for the shell is modeled respectively:

qsalt �Cpsalt �Vtube
dTt;i

dt
¼msalt �Cpsalt � ðTt;kðiÞ�1�Tt;iÞ�ht �At � ðTt;i�Tw;t;iÞ

mshell �Cpshell �
dTshell;i

dt
¼hs �Ashell � ðTs;i�Tshell;iÞ�Uext �As � ðTs;i�TextÞ

Uext is the overall heat exchange coefficient between the economiz-
er and ambient is defined as:

Uext ¼
1
hs
� ODs

Dcoib
� scoib

hcoib
þ ODs

Dshell
� sshell

kshell

� ��1

The Nusselt number for external conditions (natural convec-
tion) and Grashof number [64] are calculated as follows:

Nuair ¼ 0:6þ 0:387 � ðGr � PrairÞ
1
6

1þ 0:559
Prair

� � 9
16

� � 8
27

0
BBBB@

1
CCCCA

2

Gr ¼ D3
S � q2 � g � b � ðT � TairÞ

l2

Such a detailed model for the economizer allows us to reliably
predict the temperature of the molten salt.

3.2. Dynamic modeling of thermal energy storage (TES) system (V-202,
V-203)

As it was mentioned above, the storing scenario of energy in CSP
plants depends on the contents of the molten salt stored in the hot
tank. Thus, the energy stored is entirely a capacitive system and
the liquid level directly corresponds to the available thermal ener-
gy storage, which is governed by the total mass conservation
principle:

Energy storage ¼ Input � output þ production

Since there are no reactions occurring in the energy storage
tanks, for the selected energy storage the conservation principle
reduces to:
Energy storage ¼ Input � output

dM
dt
¼ _Min � _Mout

As the temperature inside the storage tank varies negligibly and
assuming a constant density for molten salt at given ranges of tem-
perature, then:

qstorage
dVstorage

dt
¼ qin

_Fin � qout
_Fout

qstorage ¼ qin � qout

where V and _F are the volume of tank and the volumetric flow,
respectively. Since the storage tanks are in a cylindrical shape, the
horizontal section of tank (A) is constant:

Astorage
dhstorage

dt
¼ _Fin � _Fout
where h is the level of molten salt in storage tank. Therefore:

Ahot tank
dhhot tank

dt
¼ ðFin � _FoutÞhot tank
Acold tank
dhcold tank

dt
¼ ðFin � _FoutÞcold tank

The linear trend of the molten salt level in both hot and cold 
tanks is shown in Fig. 5 and confirms the fully capacitive nature of 
the selected energy storage. The holdup (liquid) of hot molten salt 
(in other words, the thermal energy stored) gradually increases 
during the day, whereas the holdup of cold molten salt practically 
decreases. It conceptually demonstrates that while the solar radia-
tion is harvested, some quantity of molten salt is directly con-
sumed to generate steam, whereas some portion of that is collected 
as thermal energy in the hot tank. Correspondingly, the holdup of 
hot storage is consumed during the night since the plant needs to 
be supplied constantly and generates the steam, although the solar 
radiation is unavailable in this interval and therefore, the solar line 
(streams: S-104 and S-105) is not operating.

Assuming molten salt as an incompressible fluid:

_Fout;hot tank ¼ _Fin;cold tank
_Fout;cold tank ¼ _Fin;hot tank

The volume of storage varies linearly according to the inflow
and outflow, specifically, the level of molten salt in the cold tank
increases during the night and conversely, rises for the hot tank
throughout the day.

Therefore, for night time:

F_ in;cold tank > 0
F_ out;cold tank ¼ 0
In contrast, the volume of molten salt in the hot tank rises in 

daytime by:

F_ in;hot tank > F_ out;hot tank > 0
As shown in Fig. 5b, HTF (molten salt) is not depleted complete-

ly at night. A safety threshold is also present for liquid holdup, 
although theoretical study could neglect it [25].
3.3. Steam generation

The detailed simulation of the entire plant is carried out and the 
numerical results for the temperature trends of molten salts and 
water/steam loop are given in Fig. 6. As it is clear, in spite of the 
complexity of the dynamic nature of the process, the simulated 
process provided the acceptable stability for power generation 
(S-116 as the last steam stream exiting from HEX block, see Fig. 2). 
This stream resulted as being the vital one, where we can further 
support the unit (T-311) and reinforce the objective of this plant 
being a green and clean form of power generation (though low 
temperature steam) and support the next plant, i.e., gasifica-tion 
process.

The only instability observed in trends is in correspondence 
with the sunrise time. In this case, the adopted control scheme is 
able to manage the water supply in order to preserve the desired 
temperatures with a relatively small oscillation in the order of 10 �
C. Therefore, the dynamic nature of solar energy has been con-
verted in a constant and steady-state steam supply for the biomass
gasification process.



Fig. 5. Comparison of the modeled storages modeled by: (a) Powell and Edgar [24] 
and (b) the implemented model.

Fig. 6. The performance of HEX train, temperature of: (a) molten salt streams and
(b) water/steam streams.
4. Low-temperature steam–biomass gasification

Biomass gasification is a thermo-chemical conversion in a 
reduced oxygen medium (partial oxidation), while the combustion 
takes place in the presence of (at least) stoichiometric oxygen. The 
common operating temperature for gasification is rather high, 
commonly varies from 750 �C to 1000 �C, depending on the type of 
feedstock and operating conditions [38,74,75]. The resulting 
products are fuel gases (mainly syngas, including interesting por-
tions of carbon dioxide and methane) and slag, ash and solid resi-
dues are the by-products. Although, gasification is conceptually 
high-temperature process, it might be operated at relatively low 
temperature steam by adapting the effective parameters, operating 
conditions and alternative design options in the configuration of 
reactor. The main concern of this activity is to investigate and apply 
the low-temperature steam (�410 � C) generated from the pre-
designed CSP plant, which is linked to biomass gasification process 
(Fig. 7) and drive it efficiently without any additional superheating 
supplied by fossil fuel.

In the acquaintance of the authors, low-temperature steam sec-
ond gasification biomass has not yet been investigated in the lit-
erature so far. Hertwich and Zhang [76] proposed a work on the 
gasification process for a 3rd generation biofuel. However, in his 
work, the design was based on steam gasification of biomass with 
the heat supported by the means of solar tower technology direct-
ly, which provides heat at over 1000 �C and even not comparable 
with the concept of applied TES technology of the designed CSP 
plant in the current work.
4.1. Modeling of gasifier (R-301)

The Intra- and inter-phase heat and mass transfer phenomena
must be considered coupled with detailed kinetics to obtain an
effective model for biomass gasification, especially when thick bio-
mass particles have to be processed. According to prior works
[35,36], a convenient way to present the mass and energy balance
equations is to distinguish the particle and the reactor scale. The
particle model is able to predict temperature profiles and product
distribution as the function of time. This model applies the reaction
kinetics and also reliable rules for estimating transport properties
to account for morphological changes during the pyrolysis process.
Due to this, the intra-particle mass and heat transfer resistances
are simply described by assuming an isotropic sphere. The particle
is discretized into several sectors to characterize the temperature
and concentration profiles, and the dynamic behavior of the parti-
cle under pyrolysis, gasification and combustion regimes. The gra-
dients of temperature and volatile species inside the particle are
evaluated by means of the energy and continuity equations,
respectively N sectors are assumed to discretize the particle.

The mass balance of the solid phase is:

dmj;i

dt
¼ VjRj;i

where mj,i is the mass of the ith solid component; Vj is the volume of
the jth sector; Rj,i is the net formation rate of the ith component
resulting from the multi-step devolatilization model and from the
heterogeneous gas–solid reactions in the jth sector; finally, t is
the time variable. The mass balance of the gas phase is:

dmj;i

dt
¼ Jj�1;iSj�1 � Jj;iSj þ VjRj;i



Fig. 7. Solar-driven biomass gasification process coupled to CSP plant.
where mj,i is the mass of the ith volatile species within the jth sec-
tor; Sj is the external surface of the jth sector; and J are the total
fluxes generated by diffusion and pressure gradients. The energy
balance is:

d
PNOP

i¼1 mj;ihj;i

dt
¼ JCj�1Sj�1 � JCjSj þ Sj�1

XNOG

i¼1

Jj�1;jhj�1;i � Sj

XNOG

i¼1

Jj;iCpj;iTj

þ VjHRj

where hj;i ¼ cPj;i
Tj is the component partial enthalpy; Tj is the tem-

perature of the jth sector. The term JC accounts for the heat conduc-
tion; the term V � HR accounts for the total reaction heat; NCP is the
total number of components; and NCG is the number of gas compo-
nents. Mass exchange between adjacent sectors is only allowed for
the volatile species, whereas solid compounds are constrained to
remain inside the sector. The density profile inside the particle is
evaluated as the sum of all the densities of different species mj,i pre-
sent in each sector. Similarly, the shrinking and porosity of each
sector are calculated. Mass and heat fluxes within the particle fol-
low the constitutive Fick, Fourier, and Darcy laws:

Jj;i ¼ �Deff
j;i MWi

dcj;i

dr

����
rj

� Daj

lj

dPj

dr

����
rj

cj;iMWi

where Deff
j;i is the effective diffusion coefficient of the ith component

inside the jth sector; MW and c are the molecular weight and the
concentration; r is the radius; Da is the Darcy coefficient of the
solid; l is the viscosity of the gas phase; P is the pressure.

JCj ¼ �jeff
j

dTj

dr

����
rj

where jeff
j is the effective conduction coefficient inside the jth sec-

tor. The boundary conditions at the gas–solid interface become:

JN;i ¼ kextMWi cN;i � cbulk
i

� �
þ DaN

lN

DP
Dr

����
N

cN;iMWi
JCN ¼ hext TN � Tbulk
� �

þ JRN þ
XNCG

i

JN;ihN;i

where kext and hext are the convective transfer coefficients [77] and 
JRN is the net radiation heat.

While the mathematical model of the fluidized bed or the 
entrained bed reactors can directly refer to the previous particle 
model, the modeling of fixed bed reactors takes advantage from 
the definition of an elemental reactor layer describing the gas–
solid interactions. The solid bed is then simulated as a series of 
NR elemental layers. The height of each layer is of the same order 
of the size of the biomass particle, accounting for the vertical dis-
persion phenomena. The complete mixing inside the layer both 
for the gas and solid phase is assumed. The gas-phase mass balance 
equations for each elemental reactor are:

dgi

dt
¼ Gin;i � Gout;i þ JN;iSNgþ VRRg;i

where gi is the mass of the ith species within the reactor volume VR;
Gin,i and Gout,i are the inlet and outlet flowrate; Rg,i is the net forma-
tion from gas-phase reactions; the term JN,i is the gas–solid mass
exchange multiplied by the particle surface SN and g the number
of particles inside the layer. The gas-phase energy balance equation
for each elemental reactor is:

d
PNCG

i¼1 gihg;i

dt
¼
XNCG

i¼1

Gin;ihgin;i �
XNGC

i¼1

Gout;ihgout;i þ
XNGC

i¼1

JN;ihN;iSNg

þ hext TN � Tbulk
� �

SNgþ VRHRg

where hg;i ¼ cPi
Tbulk; Tbulk is the gas-phase temperature; the terms

G � hg are the enthalpies of inlet and outlet flow rates; the term
J � h is the enthalpy flux relating to the mass transfer of a single par-
ticle; finally HRg is the overall heat of gas-phase reactions.



Table 1
The overall operational conditions for modeled low-temperature process.

Biomass
Ultimate analysis Unit (wt.%)
C 51
H 6.1
O 42.9

Particle specification Unit
Density 1250 kg/m3

Porosity 30%
Humidity 7%
Diameter 8 mm

Reactor
Surface 3 m2

Height 4 m
Flow rate of biomass 47,000 kg/h

Bulk
Oxidizer

Oxygen 10%
Steam 90%

Syngas Unit (mol.%)
H2 6.2
CO 8.7
CO2 8.8
H2O 71
CH4 2.0

Solid residue Unit
Gravity 5.2%
Residue 2444 kg/h
Ash 2%
4.2. Simulation of coupled gasification

The gasifier modeled is coupled to the pre-modeled CSP plant. 
This model is selected as a countercurrent fluidized bed gasifier 
with steam and oxygen as the oxidizers [75,76]. Indeed, using the 
countercurrent model for gasifier allows to the high tem-perature 
ashes to move down slowly to the bottom of the equip-ment and 
increasing the temperature of the steam supported from the 
bottom. In order to re-design the gasifier to adapt and couple it 
with low-temperature steam gasification, the effective parameters 
are needed to be considered to keep the efficiency of the process. 
These parameters are: operation conditions, con-figuration of the 
gasifier and, pretreatment of feedstock such as: the humidity of 
feedstock, size of the particle, equivalent ratio, and steam:biomass 
ratio. The overall specification and parameters to run the gasifier 
are summarized in Table 1.

The main challenge of this section is adjusting the temperature. 
The biomass gasification generally occurs at 650–1400 �C, whereas 
the steam (by CSP plant) to supply the gasification is around 410 �C 
(683 K). In other words, in this process, the temperature of steam is 
not a degree of freedom. Therefore, the other conditions and effec-
tive operation conditions should be investigated and determined 
and in case, re-designing the gasifier would be required to make the 
process comparable with high-temperature steam (conven-tional) 
gasification. Due to this, the effective parameters are con-sidered 
according to the overall basic operating condition adapted with 
low-temperature biomass gasification. As the objec-tive of the 
process is pursuing the methanol/DME synthesis plant, the ratio of 
H2:CO is taken as a benchmark of efficiency of the pro-cess. 
Generally, the ratio of H2:CO at high-temperature biomass 
gasification is almost unity. Therefore, it should be approached or 
compensated from another unit to keep the objectives of low-
temperature process [78].

4.2.1. The effect of particle size
To investigate the effect of particle size on H2:CO ratio in low-

temperature gasification, two different sizes of particle (less and 
greater than 1 cm) for 5 mm and 2 cm were selected to conclude 
the discussion. Although different sizes of these ranges were mod-
eled and considered for conclusion, it was attempted to bring only 
the above-mentioned sizes, since they generally obey the identical 
trend of behavior. The modeled particles show that by increasing 
the size of the particle, the heat transfer resistance in the layers 
increases, as it is shown in Fig. 8. In addition, the temperature of 
inner layers is not high enough to complete the pyrolysis and the 
secondary reaction of gasification and hence, the lower yield of 
hydrogen and the other species is observed (Fig. 9a). Moreover, 
with the trend of bulk temperature (Fig. 9b), it is concluded that a 
smaller size is under the control of kinetics, while heat and mass 
transfer on the surface of the particle affect the larger size.

It is worth mentioning that in order to avoid the diffusion prob-
lem in larger sized of particles, the particle was modeled in three-
section layers to be comparable with one layer smaller size 
particles.

4.2.2. The effect of humidity of feedstock
Biomass contains a high amount of moisture in its structure in 

addition of other components such as carbon, hydrogen, and oxy-
gen [38]. The high amount of moisture in fuel uses the energy of 
gasification and as a result, decreases the temperature of the gasi-
fication process and consequently, becomes an inefficient process. 
Therefore, it is necessary to decrease the content of water, especial-
ly for low-temperature gasification, which is needed to preserve 
the energy especially to avoid consuming it on drying the feedstock 
up. Thus, the pre-treatment process is required to dry the feedstock 
before feeding it into the gasifier. Due to this, the optimum amount
of moisture allowed to be applied in the contents of feedstock is 
required to be determined. This is more critical especially at a 
higher percentage of humidity as it is shown in Fig. 10. By decreas-
ing the humidity, the efficiency of the plant in terms of H2:CO is 
increased. For the humidity of less than 10%, the ratio of H2:CO is 
almost constant. Considering the crucial range, it would help to 
preserve the extra energy, neither having high content of moisture 
in feedstock nor drying more than what is required.

4.2.3. The effect of component of feedstock
As it is obvious, the three main well-known components of bio-

mass are cellulose, hemicellulose and lignin [36,70]. Lignin is a 
highly cross-linked polymer of methoxy- and phenoxy-substituted 
phenyl propane units. Cellulose is a complex polymer of glucose 
and hemicellulose is of various sugar units [35,36,79]. In this sec-
tion, the general component of biomass is applied as dominant 
on its structure. In order to understand this, two general kinds of 
biomass are simulated as shown in Table 2.

Cellulose-based biomass is the usual type of biomass where the 
content of cellulose is dominant and the amount of it is higher than 
the other two constituents, i.e., lignin and hemicellulose (Table 2). 
Lignobiomass is the lignin based biomass with higher amount of 
lignin in its content. It is worth mentioning that this type of bio-
mass is the by-product of separation process after distillation of 
ethanol (PROESA� Technology).

Lignin has a generally lower oxygen content and higher carbon 
content as compared to cellulose, hemicellulose [35,36,79]. Owing 
to this fact, the characteristic of the biomass tends is similar to car-
bon-based feedstock and, therefore, the yield of hydrogen is higher 
than cellulose based feedstock. This feature provides the possibility 
of producing a higher ratio of H2:CO in comparison with cellulose 
based composition (Fig. 11).

4.2.4. The effect of equivalent ratio
Another operating condition influencing the efficiency of the 

gasification, is equivalence ratio (ER). ER is defined as the actual 
oxygen to biomass ratio divided by the stoichiometric oxygen to



Fig. 8. The effect of particle size in low-temperature gasification: temperature of
bulk and particle for: (a) 2 cm (three layers modeled) and (b) 5 mm (one layer
modeled).

Fig. 9. The effect of particle size in low-temperature gasification: (a) the compo-
sition of the produced gases in different sizes and (b) comparison of bulk 
temperature in different sizes.

Fig. 10. The effect of humidity on: (a) produced gases and (b) H2:CO ratio.
biomass ratio [37,80]. This term is crucial because the high value of
ER results in a lower concentration of H2 and CO as well as in a
higher CO2 content of produced gas, due to the more combustion 
governed on gasification.
As it is observed (Fig. 12), the amount of residue in production 
decreases in the similar trends for lower temperatures, and the 
content decreases obviously by increasing in the temperature (Fig. 
12a). Increasing ER (or decreasing k) increases the ratio of H2:CO, as 
it is seen in Fig. 12b. The optimum amount is found at k = 0.25 for 
the desired temperature (683–700 K), as it is highlight-ed in Fig. 12, 
which presents approximately 6.5% of solid residue in production. 
It is worth noting in higher ER (lower k) at 600 K (Fig. 12b), the 
yield of H2 is abruptly decreased since the tem-perature is 
extremely low. Therefore, it causes unexpected shut-down of the 
process, which is shown as a sharp decreasing of ratios of H2:CO. 
However, the operation applied to the proposed and modeled 
gasifier is used at 683–700 K with k = 0.2, which is in agreement 
with other discussed parameters.

4.2.5. The effect of residence time
Residence time influences the gasification process strongly. 

When relying on multi-phase interaction of a gas–solid nature of 
gasification, it is necessary to provide appropriate residence time 
for interaction between bulk and particle. Agreeing on the inverse 
relationship of residence time and flowrate of the feedstock, 
increasing the flowrate in identical volume of gasifier decreases the 
residence time and this causes an inefficient gasification and 
consequently, increased amount of residue in the production.

As it is shown in Fig. 13, the effect of residence time is more tan-
gible at lower temperature, while at higher temperatures this effect 
is no longer operative. As a result, by increasing the residence time 
in lower feedstock, the efficiency of the process increase, i.e., H2:CO 
increases. Indeed, the increased value is higher for the high-
temperature operation than for the lower-temperature one. Since 
the desired temperature for this activity is at 683–700 K, the ratio 
around 0.8 is considerable (Fig. 13).

4.3. Re-designing the gasifier

   Decreasing the solid residue as a benchmark of efficiency moti-
vates the concept of re-designing the gasifier for the purpose of a



Table 2
The component of modeled biomass.

Component (wt.%) Cellulose Hemicellulose Lignin C⁄ Lignin H⁄ Lignin O⁄ Ash

Cellulose-based biomass 40 20 5 25 8 2
Lignobiomass 35 8 30 20 5 2

Lignin C, Lignin H and Lignin O represent their characteristic of being richer in carbon, hydrogen, and oxygen, respectively [30].

Fig. 11. The effect of component on: (a) CO:CO2 ratio and (b) H2:CO ratio.

Fig. 12. The effect of k (1/ER) on: (a) solid residue and (b) H2:CO ratio.
low-temperature (700 K) process, and at similar operating condi-
tions. Two different cases for re-designing the gasifier are opted 
and aim at reducing the amount of residue it takes by varying the 
amount of oxygen supported to the gasifier and increasing the 
height (volume) of reactor, and consequently the residence time. As 
it is seen, by increasing the amount of injected oxygen to the 
gasifier, the efficiency of the gasification is increased (Case A). In 
addition, providing more residence time for biomass particles 
(increasing the volume of gasifier for identical operating condi-
tions) would meet the efficiency of the gasification process (Case B). 
For this purpose, it was attempted to model both cases consid-ering 
the economic evaluation of each case, and therefore, the proper 
decision making is needed to re-design the low-temperature 
gasifier with respect to the discussed operating condi-tions. Due to 
this, the performance of each case is evaluated regarding 1% 
decreased amount of solid residue.

As it is observed (Fig. 14a), increasing the height of the gasifier, 
which is equal to increasing the residence time, will increase the 
effi-ciency of the process in comparison with the lower height of 
the reactor. The designated amount of residue decreased (1%) 
occurs at a 2 m increased height of the gasifier. However, Case B an 
increased amount of oxygen (0.288 Nm3/s) is needed, in 
comparison with base operating condition (Fig. 14b). The 
equivalent ratio and feedstock flowrate both are kept at 0.2 and 
47,000 kg/h, respectively.
   Cost evaluation for both modeled cases illustrated the efficiency 

of applying the larger gasifier. The economic calculations
demonstrate that the cost of supplying extra oxygen is annually 
1.375% times more than of that of replacing a larger gasifier to the 
plant (Table 3). In conclusion, to manage the operation for low-
temperature gasification process, it is vital to re-design the adapted 
reactor for the plant.
5. Methanol/DME plant

The syngas obtained in the gasification process (V-301) is fed to
the methanol/DME synthesis (Fig. 15). A steam reforming reactor 
(R-302) could be accounted before the methanol/DME synthesis for 
converting the fraction of methane generated in the biomass 
gasification. The series of reactors (R-303, R-304, V-208 and V-209) 
applied through this pathway has been modeled in C++ and 
integrated with the simulation suite PRO/II. Moreover, the syngas 
coming from gasification (V-301), which composition is reported in 
Table 4, could undergo an adjustment of H2/CO ratio by a water gas 
shift (WGS) reactor with the aim of increasing the hydrogen 
content. This process is crucial for the majority of the chemical pro-
cesses that use syngas as feedstock; it could be skipped in the 
scheme proposed in this paper since the WGS is directly active on 
the catalyst for methanol synthesis and it takes place in situ. In any 
case, also the WGS reactor is taken into consideration in the present 
work to extend the generality of the proposed scheme toward 
different energy carriers and chemical commodities.



Fig. 13. Effect of residence time on: (a) solid residue and (b) H2:CO ratio.
A relevant simplification of the proposed layout rely in the 
absence of gas sweetening units for the sequestration of CO2 or H2S, 
generally produced in coal gasification systems. The exclusion of 
sweetening processes is related to the assumptions of having a 
biomass feedstock with negligible sulfur content. At last, the gasi-
fication process is supposed to be supplied by pure oxygen instead 
of air, with the possibility to skip any nitrogen separation before 
the methanol synthesis.

By doing so, syngas is conducted into the water gas shift/steam 
methane reforming reactor (R-302) to recover and promote the 
amount of the hydrogen and carbon monoxide. Although hydrogen 
yield in the syngas produced from non-catalytic biomass gasifica-
tion is generally low, the amount of hydrogen can be however 
increased by converting CO, CH4, higher hydrocarbons, and tar in a 
secondary reactor. The enrichment based on 6820 kmol/h of syngas 
(Table 4) at 650 �C and 30 bar is given by the two overall following 
reactions:

CH4 þ H2O¡CO þ 3H2 DH ¼ 206 kJ=mol

CH4 þ 2H2O¡CO2 þ 4H2 DH ¼ 165 kJ=mol

The composition of enriched syngas is given in Table 5. In addi-
tion, the water gas shift reaction active in the methanol/DME syn-
thesis reactor leads toward the in situ consumption of CO2 without 
the need of removal units.

5.1. Methanol/DME synthesis

As it is known, the production of methanol and DME are accom-
plished under catalytic conversion [49] of syngas. The synthesis 
takes place in a reactor at high pressure. Methanol is produced 
from H2 and CO via reaction (a) as well as it could be produced 
from H2 and CO2 through the reaction (b), although reverse water
gas shift (c) is faster in converting CO2 into CO for favoring the 
reaction (a):

Methanol synthesis reaction : 2H2 þCO¡CH3OH DH ¼�181:6 kJ

ðaÞ

Alternative methanol synthesis reaction : 3H2þCO2¡CH3OH
þH2O DH¼�49:43 kJ

ðbÞ

Water gas shift ðWGSÞ reaction : H2OþCO¡CO2 þH2 DH ¼�41:0 kJ  ðcÞ

These reactions are dependent on each other and each of them can 
be expressed as a linear combination of the other as indicated in 
other works [84,85]. An exothermic condition is favored at low tem-
perature despite the reaction rate; moreover, it is necessary to oper-
ate at high pressure (for instance; 80 bar) to improve the 
equilibrium conversion exploiting the reduction in number of 
moles. Typically, synthesis of methanol is conducted over commer-
cial catalyst CuO/ZnO/Al2O3, which has an estimated 3–4 years life-
time [49]. Since catalyst deactivation occurs at temperatures above 
the 550 K, the operating range of temperature is 500–540 K [86,87]. 
On the other hand, the operating pressure is at 50–100 bar for com-
mercial synthesis and typical operating pressure is at 50 bar for DME 
synthesis (at �530–540 K). Therefore, the operating condition is 
selected at 540 K and 50 bar, compromising for both chemicals. 
Traditionally, DME production has been based on gas auto reforma-
tion or coal gasification. Two-step DME synthesis is the main pro-
cess used, which includes separate steps of methanol synthesis and 
methanol dehydration:

Methanol dehydration ðDME synthesisÞ : 2CH3OH¡C2H6OþH2O
DH ¼�23:4 kJ  ðdÞ

Direct synthesis of DME : 4H2 þ2CO¡C2H6OþH2O DH¼�205 kJ
ðeÞ

Direct synthesis of DME ðcombined reactionÞ : 3H2þ3CO¡C2H6O
þCO2 DH¼�246:0 kJ

ðfÞ

Recently, one-step technologies has been developed to combine 
methanol synthesis and methanol dehydration in one single reac-
tor pass [88]. DME is produced by dehydration of methanol (d). 
The production of DME can take place based on methanol or, 
directly from a syngas through the reactions ((a) and (d)), which 
gives the reaction in (e). However, the combination of the reaction 
(d) and (c), could provide more effective total reaction (f), which is 
the production of the water in dehydration of methanol to synthe-
sis DME (d).

The resulting process is called direct DME synthesis and 
employs a bifunctional catalyst composed by the already known 
CuO/ZnO/Al2O3 for methanol synthesis coupled with c-Al2O3 for the 
methanol dehydration. The phenomena occurring in the first 
portion of the reactor (first 1–2 m along the reactor) is kinetically 
limited, while in the further part the chemical equilibrium plays a 
major role limiting the reaction. In the first part, a point with 
maximum temperature is developed called temperature hot-spot. 
Controlling the hot-spot is critical to improve the process efficiency 
and, also to preserve the catalyst activity, process safety and some 
special techniques required to monitor it [89–92].

The outflow of the water cooled reactor (R-303) is fed to tube 
side of gas-cooled reactor (R-304), where methanol is synthesized. 
The temperature of the reactor is controlled by the temperature of 
the boiling water (V-303). On the other hand the temperature pro-
file of the reactor (R-304) is controlled by exchanging with fresh



Fig. 14. Re-designing the low-temperature gasifier for: (a) increased height of reactor and (b) increased amount of oxygen.

Table 3
The economic evaluation of proposed cases.

Oxygen
cost
($/mol.%)

Gasifier
cost
($/m3)

Reference
cost
estimation
equation

Cost per 1%
decreased
residue
($/year) 2012

Reference
year for
cost

Case A 0.07 – – 61699.9 2010a

Case B – 15,000 bC2 = C1 � (S1/S2)0.6 44862.5 2004a

a The cost is correlated according to ‘‘cost (year 2012) = cost (Ref. year).

(CI2012/CIRef.year)’’ [81,82].
b S1 and S2 are the size of equipment; C1 and C2 are the rapid capital costs [83].
inlet syngas (V-301) to be pre-heated in counter-current of shell 
side. The outflow of R-304 is then, sent to the downstream process, 
where methanol is recovered and also, unreacted syngas is recycled 
back. Meanwhile, a purge system is applied to remove by-products, 
and accumulations of incondensable gas(s). The detail of the 
modeled reactors is described in the following section.

5.2. Modeling of methanol/DME reactor (R-303, R-304)

The mathematical modeling of the overall system can be 
divided into three main components: (i) the model of R-303; (ii) 
the model of R-304; and (iii) the preliminary phase separation 
(V-208) for syngas recycle from the raw methanol. The mathema-
tical model developed for simulation of methanol production loop 
is based on the assumption of negligible axial and radial diffusion
[92], constant radial velocity, constant temperature and pressure 
profiles within the catalytic pellet, negligible catalyst deactivation 
and side reactions, and catalytic particle efficiency using modified 
Thiele modulus:

/i ¼
rP

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k0j keq

j þ 1
� �
D j

ekeq
j

vuuut

gi ¼
1
/i

ð3/i cothð3/iÞ � 1Þ
3/i

where /i is the modified Thiele modulus, rP is the radius of the cat-
alytic pellet, k0j is the pseudo-first-order constant of the jth reaction,

keq
j is the equilibrium constant of the jth reaction; D j

e is the effective
diffusivity of the jth component of the mixture as specified by 
Lommerts et al., [93]. The linearized kinetics required to derive k0j
for methanol and water are, respectively:

r0CH3OH ¼ k0j CH2 �
CCH3OH

keq
CH3OH

!

r0H2O ¼ k0j CH2 �
CH2O

keq
H2O

!

The kinetic rates are obtained by replacing r, keq and concentra-
tion values calculated at the integration step. The kinetic laws 
adopted were already proposed elsewhere [94,95]:



Fig. 15. Molded methanol/DME synthesis process.

Table 4
Composition of produced syngas (V-301).

Flowrate kmol/h 6820

Composition (%) H2 24.1
dry basis CO 34.2

CO2 33.8
CH4 7.7
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The most common way to consider the production of dimethyl 
ether when employing a bifunctional catalyst is to couple two 
kinetic models, one for the synthesis of methanol and another for 
the methanol dehydration described in [96]:

r4 ¼
k4K2

CH3OH C2
CH3OH �

CH2OCDME

KC4

� �
1þ 2ðKCH3OHCCH3OHÞ1=2 þ KH2OCH2O

� �4
Table 5
Composition of enriched syngas.

Flowrate kmol/h 6820

Composition (%) H2 49.15
dry basis CO 10.51

CO2 37.4
CH4 2.93
The gas-cooled and water-cooled reactors are modeled assuming 
the concentration and temperature gradients of gas–solid phases are 
negligible, significantly simplifying the numerical solution and 
reducing the computation time stabilizing the accuracy [52]. 
Constitutive equations for the water-cooled reactor model are:

Mass balance

M
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XNR

j
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Water-cooled and gas-cooled energy balance:
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Equations are the equal for gas-cooled reactor; however, the
additional energy balance to characterize the coolant gas flowing
in countercurrent is required. The energy balance for the shell side
of the gas-cooled reactor is:

Mcpmix

Aint

dTc

dz
¼ �p dint

Aint
UðTc � TshellÞ

Eventually, the preliminary separation of the syngas recycle
consists of a simple flash drum separator, the total component
mass balances are:

F ¼ V þ L

Fzi ¼ Vyi þ Lxi

XN

i¼1

yi ¼ 1

XN

xi ¼ 1
i¼1

Given flash separator conditions, the solution is found adopting 
the method proposed in [97]:



Fig. 16. Methanol/DME reactor: (a) syngas composition in products after synthesis and (b) composition of produced methanol and DME.

Fig. 17. Profile of the temperature of tube side through methanol/DME synthesis
reactor.
f ðV=FÞ ¼
XN

i¼1
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where Ki are K-values and were calculated using and appropriate
equation of state:

Ki ¼
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The syngas is fed to the shell side of the gas-cooled reactor, 
where it is pre-heated by the hot stream flowing in the tube side 
filled by catalyst, where the synthesis reaction takes place. The pre-
heated syngas is then fed to the catalytic bed for methanol 
conversion and, specifically, to the tube side of water-cooled reac-
tor. The methanol synthesis is particularly exothermic and the shell 
side is filled by boiling water to preserve the desired operat-ing 
conditions of water-cooled reactor. It is worth remarking that the 
temperature profile inside the methanol synthesis reactor is 
characterized by a hot spot [86], which must be subject to strict 
controls to prevent possible methanation reactions. The intrinsic 
intensified nature of the modern methanol process allows combin-
ing the conversion of methanol to the medium pressure steam gen-
eration. The 6820 kg/h feed composition (syngas) resulted from 
adjusted steam reforming section is implemented for methanol 
reactor as (in molar fraction): CO = 0.1048; CO2 = 0.36; H2 = 0.48; 
H2O = 0.037; CH4 = 0.0182.

The results of the simulation are reported in Fig. 16. The ratio of 
H2:CO in the product composition has been decreased in compar-
ison with this ratio in the entrance of the reactor due to the relative 
reactions, which were provided the methanol and DME (Fig. 16a). 
The temperature should not be higher than �550 K, which is the 
threshold to prevent catalyst sintering as well as very exothermic
side reactions (e.g., methanation) As it is seen in Fig. 16b, the pro-
duction of DME is much higher than methanol due to the reactions 
(d, e, f). It is worth noting that the amount of DME could be con-
trolled in the process by decreasing the ratio of H2:CO (as it needs 
the ratio �1) whereas the syngas enters into the reactor according 
to the reactions ((e) and (f)) and it would give the possibility of 
separating the H2 stream as a valuable component for other appli-
cations. The temperature of the reactor (Fig. 17) is controlled by the 
temperature of the boiling water (V-303). In general, the first 70% of 
the total length is water-cooled reactor; the remaining part is the 
gas-cooled reactor, although different studies have been per-
formed on this element in the recent literature [98].

The effluent of the methanol/DME synthesis reactor contains 
unreacted syngas (H2, CO, CO2, H2O) besides methanol/DME. The 
conventional method for separation of methanol/DME from the 
gaseous components in the product gas is by cooling the product 
gas until the condensation of methanol/DME. In the case of metha-
nol, condensation can be achieved with cooling the water, while the 
refrigeration of the product gas is needed for DME. After con-
densation, the steam is sent to a gas–liquid separator. The most of 
the gas is typically recycled back to the methanol/DME synthesis 
reactor, while the liquid stream is sent to the distillation column.
6. Conclusions

Following the definition and concept of the process integration,
which is generally determined to design and unify the process via
interaction between various unit operations, plants in operation,
and energy connections, this activity was aimed and fulfilled in this
direction to provide the feasibility of an innovative pathway of dif-
ferent sources of energy and units effectively. The concept of
minimizing the cost and energy consuming through the process
in the definition of process integration for this case study might
be considered for further investigation by the authors or interested
researchers in this field. In general, this work presented and
demonstrated the feasibility of an innovative green pathway of
synthesis of methanol/DME in one step from low-temperature
steam biomass gasification. In the first step of this work, the con-
centrating solar power plant was modeled, simulated, optimized
in order to generate the constant power throughout the 24-h of a
day in spite of intermittent nature of solar. Afterward, the low-
temperature-steam is applied to drive the biomass gasification
process, which was needed to investigate and demonstrate the fea-
sibility of low-temperature condition for the further unit. There-
fore, all effective conditions such as: pre-treatment of feedstock,
re-designing the gasifier were taken into account as the effective
operating conditions. In this step, this green route produced syn-
gas, is integrated into the methanol plant to synthesis methanol/



DME. In addition, overcoming on the complexity of design and 
integration of mentioned units in different software tools was 
the other remarkable achievement of this activity. Integrating the 
process in less energy-intensive and clean route was the other 
approach of this work to demonstrate the potential of renewable 
energies coupled with traditional units and processes. Therefore, 
this achievement into new models, simulation tools and informa-
tion consistency as well, for this innovative pathway for biomass 
to energy carriers provided the feasibility of the entire plant from 
academy scale and gives the opportunity to extend in an industrial 
scale. Open issues are still the global optimization and energy inte-
gration of the utilities as well as the possibility to consider differ-
ent technologies (for instance, different TES technologies in the 
CSP) and process lines (for instance, the possibility to recover pure 
hydrogen) to make the overall system further appealing.
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