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## I. Introduction

THE automotive industry pays exceptional attention to vehicle crashworthiness. Road safety organizations or rating programs like, e.g., Euro NCAP or National Highway Traffic Safety Administration are responsible for executing vehicle crash tests and verifying whether cars satisfy the safety requirements and conform to safety standards. Due to the complexity and cost of the full-scale crash tests, it is advisable to predict and asses the overall car performance without a need to conduct a numerous full-scale experiments. This is being done ultimately to improve the safety of vehicle occupants, since according to [1], e.g., the side impacts are still a serious automotive problem. About $30 \%$ of all fatalities for passenger vehicle occupants are caused by this type of collisions. As stated in [2], on U.S. roads, the side impacts are the second cause of death for passenger vehicle users. Between 1980 and 2000, the overall car driver death rate was almost halved in U.S. (see [3]). However, this improvement for the side impact crashes was only by about $24 \%$ compared to $52 \%$ death rate decline for frontal crashes. This leads to the conclusion that particular attention should be
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[^0]given to modeling and simulation of oblique collisions in order to improve safety of road users involved in this type of accidents.

Finite-element analysis (FEA) is a method that is widely applied in the area of vehicle crash modeling (see [4]-[8]). It offers high accuracy of results and allows for a detailed analysis of interactions between particular vehicle components and environment. The major disadvantages of this approach are high computational power demands of hardware and the fact that it is time consuming. On the other hand, it is also possible to identify only the structural parameters of impacting vehicle and obstacle. In [9] and [10], the lumped parameter models obtained by following this methodology are presented. However, such systems have good degree of fidelity only when used to reproduce collisions similar to the crash scenarios that were used to establish those models. Therefore, in [11] and [12], the application of artificial neural networks and wavelet transform to predict vehicle crash measurements is explored. It was verified that such methodology makes it possible to simulate various crash scenarios. Not only vehicle to barrier collisions are analyzed and modeled to improve road users safety, vehicle to vehicle crashes and motorcycle impacts are discussed as well (see [13] and [14]). A pioneer work in the matter of kinematic synthesis of linkages and associated coordinate systems' description was consolidated and thoroughly discussed in [15]. In [16], the joint coordinates and homogeneous transformations were applied to modeling of vehicle dynamics. Also, in [17], an off-road vehicle ride dynamics model was used to predict vehicle ride vibrations.

The other extremely relevant field of research associated directly with vehicle crash testing is data acquisition. Kalman filtering proves to be an effective tool in data estimation (see [18] and [19]). It is widely applied not only within the area of filtering and signal reconstruction but also for autonomous vehicle control, similarly to $H_{\infty}$ control (see [20] and [21]).

The adaptive neural-fuzzy inference system (ANFIS) proposed in [26] is one of the most successful neurofuzzy schemes [27], [28], which has been widely used in various scientific domains as a powerful tool of identification, modeling, and control of highly nonlinear mappings. It implements the fuzzy inference mechanism in a connectionist structure, and thus has both the high-level fuzzy reasoning ability and the low-level adaptive learning ability, simultaneously. In [37], the ANFIS approach is used to predict short-term electricity prices in the electricity market of mainland Spain, where particle swarm algorithm has been employed to optimize the parameters of the membership functions. The ANFIS-based estimation is utilized to develop the relationship between the coils' current-response pulsewidths and the active element's position in the proposed sensorless control strategy of a smart-material actuator [29]. The

ANFIS has also been used in [36] to improve the wind energy productivity through directing the turbines toward on the predicted short-term wind vectors. The ANFIS-based controller is designed in [34] to generate acceleration command in the carfollowing collision prevention system, where the consequent parameters is online updated using a recursive least square algorithm. Moreover, a particle swarm optimization-based fuzzy neural network has been used to control the ball and plate system in [46], the fault detection application of the ANFIS can be found in [22] and [24], and signal processing in [23] and [25]. The theoretical development of the ANFIS has been focused on perspectives such as model structure, high-dimensional inputs, and algorithm efficiency. For instance, a hybrid genetic and singular value decomposition implementation of the ANFIS is proposed for modeling explosive cutting process [35]. Simultaneous reduction of the number of fuzzy rules, training error, and prediction error has been achieved. Liu et al. [30] extend the original ANFIS to handle the numerical and categorical inputs together resorting to the firing-strength transform matrix technique. Finally, neural networks serve as an efficient approach to deal with stability issues [31]-[33]. Having observed that the ANFIS has much better accuracy and lower computational needs for modeling complex systems than our previously used methods, it is employed to predict the future crash acceleration signals in this paper. In another word, we establish the nonlinear time-series analysis model for the vehicle crash through the ANFIS architecture. To the best of the authors' knowledge, this problem has not been fully investigated in the past and remains to be important and challenging. This motivates the present study.

The major contribution of this paper is to evaluate the proposed vehicle crash modeling methodology with the wide set of full-scale experimental data. Three different types of collisions are discussed and performance of the created ANFIS is assessed to reproduce kinematics of impacting vehicles. It is verified how the ANFIS established for one set of crash test measurements reproduces crash pulses that are different than the ones used in the ANFIS training stage. Additionally, it is verified how the length of the prediction horizon affects the capability of the ANFIS to simulate a given crash scenario. On top of that, for the type of car to pole collision, the results obtained by ANFIS-based prediction are compared to other methods, which demonstrates a great improvement for the current approach. The motivation for the addressed challenge is worth researching, since the ANFISbased approach makes it possible to predict behavior of a vehicle involved in a crash scenario. Depending on the length of prediction horizon, one could be able to reconstruct a crash pulse: either partially (what is achieved in this study) or completely. This will allow us to estimate kinematics of a colliding vehicle based on initial values of acceleration which a given vehicle experiences. Ultimately, the methodology discussed might be successfully used to assess impact severity for vehicle occupants without a need to conduct a full-scale crash tests.

The rest of this paper is organized as follows. Section II presents the planar motion dynamic equations for the vehicle, and develops the conversion equation from the local coordinate to the global coordinate. The theoretical background of the AN-


Fig. 1. Rigid vehicle in a planar motion.

FIS technique has been elaborated in Section III. Section IV describes the setup of the vehicle crash experiment, where the physical parameters of the experimental vehicles are given. The critical stages of the vehicle collision experiments have been visualized. The analysis of the dynamics of the crash pulses has been given in Section V. Section VI illustrates the application of the ANFIS-based time-series analysis to the modeling of the vehicle crash, and the simulation results are analyzed and compared with those obtained by other methods. Finally, the paper is concluded in Section VII.

## II. Rigid Vehicle Dynamics in Planar Motion

Based on [38] and [39], a rigid vehicle has a planar motion with three degrees of freedom (3-DOF): translation in the longitudinal and lateral directions, and a rotation about the vertical axis. In this study, it was decided to follow this assumption and characterize motion of vehicles involved in oblique collisions as a simple 3-DOF case. It is justified since translations in longitudinal and lateral directions of vehicle motion are the ones that affect the overall course of collision (see [40]). The Newton-Euler equations of motion for a rigid vehicle in the body coordinate frame $B$, attached to the vehicle at its mass center $C$, are

$$
\begin{align*}
F_{x} & =m \dot{v}_{x}-m \omega_{z} v_{y}  \tag{1}\\
F_{y} & =m \dot{v}_{y}+m \omega_{z} v_{x}  \tag{2}\\
M_{z} & =\dot{\omega}_{z} I_{z} \tag{3}
\end{align*}
$$

where $F_{x}$ is the longitudinal force $[\mathrm{N}], F_{y}$ is the lateral force $[\mathrm{N}]$, $M_{z}$ is the yaw moment $[\mathrm{N} \cdot \mathrm{m}], m$ is the mass of the vehicle $[\mathrm{kg}]$, $v_{x}$ is the longitudinal velocity component $[\mathrm{m} / \mathrm{s}], v_{y}$ is the lateral velocity component $[\mathrm{m} / \mathrm{s}], \omega_{z}$ is the angular velocity about the vertical axis $[\mathrm{rad} / \mathrm{s}]$, and $I_{z}$ is the mass moment of inertia about the vertical axis $\left[\mathrm{kg} \cdot \mathrm{m}^{2}\right]$.

Fig. 1 illustrates a vehicle in a planar motion. According to [38], a global coordinate frame $G$ is attached to the ground and a local coordinate frame $B$ is attached to the vehicle at the mass center $C$. The $Z$ - and $z$-axis are parallel, and the orientation of the frame $B$ is indicated by the heading angle $\Psi$ between the $X$ - and $x$-axis. The global position vector of the mass center is denoted by $d^{G}$.

Due to the fact that typically during a crash a data acquisition system measures local acceleration of a vehicle, in order to
reproduce its behavior, it is necessary to transfer those measurements to the global coordinate system. By following [38], we may find the rigid vehicle's equations of motion in the body coordinate frame by expressing the global equations of motion in the vehicle's body coordinate frame $B$, using the transformation $\operatorname{matrix} \mathbf{R}_{\mathrm{B}}^{\mathrm{G}}$

$$
\mathbf{R}_{\mathbf{B}}^{\mathrm{G}}=\left[\begin{array}{ccc}
\cos \psi & -\sin \psi & 0  \tag{4}\\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Similarly, we may apply the transformation matrix to transform the vehicle's local frame coordinates into the coordinates in the global frame. The velocity vector is equal to

$$
\begin{equation*}
\mathbf{v}_{\mathrm{C}}^{\mathrm{G}}=\mathbf{R}_{\mathrm{B}}^{\mathrm{G}} \mathbf{v}_{\mathrm{C}}^{\mathrm{B}} \tag{5}
\end{equation*}
$$

or equivalently

$$
\begin{align*}
{\left[\begin{array}{c}
v_{X} \\
v_{Y} \\
0
\end{array}\right] } & =\left[\begin{array}{ccc}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
v_{x} \\
v_{y} \\
0
\end{array}\right] \\
& =\left[\begin{array}{c}
v_{x} \cos \psi-v_{y} \sin \psi \\
v_{y} \cos \psi+v_{x} \sin \psi \\
0
\end{array}\right] \tag{6}
\end{align*}
$$

and therefore, the global acceleration components are calculated as

$$
\dot{\mathbf{v}}_{\mathbf{C}}^{\mathbf{G}}=\left[\begin{array}{c}
\dot{v}_{X}  \tag{7}\\
\dot{v}_{Y} \\
0
\end{array}\right]=\left[\begin{array}{c}
\left(\dot{v}_{x}-\dot{\psi} v_{y}\right) \cos \psi-\left(\dot{v}_{y}+\dot{\psi} v_{x}\right) \sin \psi \\
\left(\dot{v}_{y}+\dot{\psi} v_{x}\right) \cos \psi+\left(\dot{v}_{x}-\dot{\psi} v_{y}\right) \sin \psi \\
0
\end{array}\right]
$$

It is noted that according to [40], for a frontal impact when rotation of a vehicle is negligible, it is sufficient to characterize its motion by only using the longitudinal acceleration component. Then, a 2-D motion discussed previously degenerates into 1-D case for which the local longitudinal acceleration is assumed to be the global one ( $\dot{v}_{X}=\dot{v}_{x}, \dot{v}_{y}=0$, and $\psi=0$ ). Such an approximation is reasonable since it allows us to reproduce an overall behavior of an impacting vehicle.

## III. ANFIS Preliminaries

Once the acceleration signals for translation and rotation have been measured, the global acceleration data can be obtained through using the transformation described in the previous section. For a certain type of acceleration signal, we can perform a time-series analysis to it using the ANFIS. This is implemented by using the previous samples of the acceleration signal to predict the later ones in the timeline. The mapping corresponding to this prediction can be characterized by the ANFIS once it has been trained by the data sampled from the acceleration signal. The construction of the training datasets has been elaborated in Section VI. In what follows, we shall focus on the establishment of the ANFIS.

ANFIS is constructed in a similar way to the multilayer feedforward neural networks. There are usually five layers in a typical ANFIS structure (see, e.g., Fig. 2). In this figure, the ANFIS has two inputs, one output, and two fuzzy rules. The number of nodes in layer 2 determines the number of fuzzy rules. Note that


Fig. 2. ANFIS architecture (adapted from [26]).
the square-shaped nodes in Layers 1 and 4 are adaptive nodes, where parameters are adjusted and optimized through the learning process. The circle-shaped nodes in the rest layers are fixed ones and only perform certain types of calculations. For the $i$ th node in the $l$ th layer, we use $O_{i}^{l}$ to denote both its output and node functions.

Layer 1 bears the linguistic labels in each node and calculates their corresponding membership grades. The Gaussian type membership function has been adopted in this paper, which is

$$
O_{i}^{1}=\mu_{A_{i}}(x)=e^{-\frac{\left(x-c_{i}\right)^{2}}{\sigma_{i}^{2}}}, \quad i=1,2
$$

where $A_{i}$ is the linguistic labels for the first input $x . c_{i}$ and $\sigma_{i}$ are adaptive parameters referred to as the premise parameters. Therefore, we have the output of $O_{i}^{1}$ as the membership degree of $x$ in the fuzzy set $A_{i}$.

Layer 2 is a fixed-node layer, where the output of each node represents the firing strength of the corresponding fuzzy rule, which is calculated through taking the minimum value of all the incoming membership grades, i.e.,

$$
O_{i}^{2}=\omega_{i}=\min \left\{\mu_{A_{i}}(x), \quad \mu_{B_{i}}(y)\right\}, \quad i=1,2
$$

It is worth noting that any other triangular norm operator can be applied, for instance, the product operator.

Layer 3 calculates the normalized fire strength of a fuzzy rule, that is, for the $i$ th rule, we have

$$
O_{i}^{2}=\bar{\omega}_{i}=\frac{\omega_{i}}{\sum_{i} \omega_{i}}, \quad i=1,2
$$

Layer 4 is comprised of adaptive nodes with node function

$$
O_{i}^{4}=\bar{\omega}_{i} f_{i}=\bar{\omega}_{i}\left(a_{2 i} x+a_{1 i} y+a_{0 i}\right)
$$

where $\left\{a_{0 i}, a_{1 i}, a_{2 i}\right\}$ is the parameter set for the $i$ th node. These parameters are referred to as the consequent parameters, which can be identified through least square estimation (LSE) or tuned through the gradient descent algorithm. Note that this layer's output is linear in its parameters.

Layer 5 sums all the outputs from layer 4, and therefore, the overall output is

$$
O_{i}^{5}=\sum_{i} \bar{\omega}_{i} f_{i}
$$

The learning algorithm is diverse. The gradient descent method alone can be used to adjust all the premise and consequent parameters. However, the training process can often


Fig. 3. Scheme of the frontal crash.


Fig. 4. Scheme of the oblique crash.
run into the local minimum and thus is time consuming. The combination of LSE and gradient descent can significantly accelerate the training process since LSE generates the optimal set of the consequent parameters that minimize the squared error. This hybrid learning algorithm has two passes, which was proposed in [26]. One is the forward pass where the premise parameter is fixed, and the propagation continues until layer 4. The consequent parameters in layer 4 will be identified through LSE based on the outputs of layer 3 and the desired output. Another one is the backward pass where the consequent parameters are fixed, while the error rate is derived in order to update the premise parameters. Apart from that, other optimization algorithm could be embedded into this structure. For example, the parameters can also be obtained through particle swarm optimization [37], genetic algorithm [35], or other evolutionary strategies, which do not require derivative information. However, the tradeoff between computation burden and performance should be considered.

## IV. Experimental Setup Description

In this paper, three collisions are described and discussed.

1) Vehicle to pole frontal impact (no.1).
2) Vehicle to safety barrier oblique impact (no.2).
3) Bus to safety barrier oblique impact (no.3).

The layouts of the test setups are shown in Fig. 3 (collision no.1) and Fig. 4 (collisions nos. 2 and 3).

During the first two tests (nos. 1 and 2-see [41] and [42], respectively), the acceleration at the center of gravity (COG) in three dimensions ( $x$-longitudinal, $y$-lateral, and $z$-vertical) was recorded. In a bus to safety barrier collision (no. 3,-see [43]), however, the same measurements were done, but in two locations: two accelerometers were mounted above the bus front and rear axle, respectively. The acceleration was recorded by


Fig. 5. Vehicle no. 1 weighted in tilted position.
using a 3-D accelerometer. The accelerometer was a piezoresistive triaxial sensor with a range of $\pm 1500 \mathrm{~g}$. The yaw rate was measured with a gyro instrument, which makes it is possible to record $1^{\circ} / \mathrm{s}$. Data from the sensor were fed to an eight-channel data logger and sampled with a frequency of 10 kHz . Table I summarizes the most relevant information regarding each of the collisions.

## A. Vehicle COG Determination Procedure

Vehicle COG determination was achieved by weighting each of the vehicles in a horizontal position using four load cells. Afterward, the vehicles were tilted by lifting their frontal parts. The following notations are used: $m_{1}$ is the wheel load, front left $[\mathrm{kg}], m_{2}$ is the wheel load, front right $[\mathrm{kg}], m_{3}$ is the wheel load, rear left $[\mathrm{kg}], m_{4}$ is the wheel load, rear right $[\mathrm{kg}], m_{v}$ is the total load (without data acquisition system nor dummy) $[\mathrm{kg}], m_{f}$ is the front mass in tilted position $[\mathrm{kg}], m_{b}$ is the rear mass in tilted position $[\mathrm{kg}], \theta$ is the angle of tilt $\left[{ }^{\circ}\right], l$ is the wheel base [ m ], $d$ is the distance across the median plane between the vertical slings from the lift brackets at the wheel centers and the load cells [m].

The following formulas were used to determine location of vehicle's COG:

1) Longitudinal location: the horizontal distance between COG and the front axle centerline

$$
\begin{equation*}
\mathrm{COG}_{x}=\frac{m_{3}+m_{4}}{m_{v}} \cdot l \tag{8}
\end{equation*}
$$

2) Lateral location: the horizontal distance between the longitudinal median plane of the vehicle and COG:

$$
\begin{equation*}
\mathrm{COG}_{y}=\frac{m_{1}+m_{3}-\left(m_{2}+m_{4}\right)}{m_{v}} \cdot \frac{d}{2} \tag{9}
\end{equation*}
$$

3) Vertical location: COG location above a plane through the wheel centers

$$
\begin{equation*}
\mathrm{COG}_{z}=\frac{\left(m_{1}+m_{2}-m_{f}\right) \cdot l}{m_{v} \cdot \tan \theta} \tag{10}
\end{equation*}
$$

The weighing procedure is illustrated in Figs. 5-7. The numerical values obtained are summarized in Tables II-IV.

## B. Vehicles-Overall Characteristics

The dimensions of the vehicles are shown in Fig. 8 and listed in Tables V-VII. They represent the two common types of vehicles used in certification of road safety barriers according to [44], namely, small vehicle for test TB11 and bus for test TB51.


Fig. 6. Vehicle no. 2 weighted in tilted position.


Fig. 7. Vehicle no. 3 weighted in tilted position.
TABLE I
Crash Tests Conditions

| Data | Vehicle $n o .1:$ <br> frontal crash | Vehicle $n o .2:$ <br> oblique crash | Vehicle $n o .3:$ <br> oblique crash |
| :--- | :--- | :--- | :--- |
| Vehicle mass <br> $[\mathrm{kg}]$ | 873 | 983 | 12690 |
| Impact angle <br> $\psi\left[^{\circ}\right]$ | 0 | 20 | 20 |
| Impact veloc- <br> ity $[\mathrm{km} / \mathrm{h}]$ | 35 | 104 | 72 |

TABLE II
Data for Determination of Vehicle no. 1 COG

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $m_{1}[\mathrm{~kg}]$ | 257 | $m_{v}[\mathrm{~kg}]$ | 798 |
| $m_{2}[\mathrm{~kg}]$ | 237 | $m_{f}[\mathrm{~kg}]$ | 444 |
| $m_{3}[\mathrm{~kg}]$ | 154 | $m_{b}[\mathrm{~m}]$ | 354 |
| $m_{4}[\mathrm{~kg}]$ | 150 | $\theta[\mathrm{deg}]$ | 28.4 |
| $d[\mathrm{~m}]$ | 1.73 | $l[\mathrm{~m}]$ | 2.28 |
|  | $C O G_{x}$ | $C O G_{y}$ | $C O G_{z}$ |
| Distance $[\mathrm{m}]$ | 0.87 | 0.03 | 0.26 |

TABLE III
Data for Determination of Vehicle no. 2 COG

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $m_{1}[\mathrm{~kg}]$ | 235 | $m_{v}[\mathrm{~kg}]$ | 819 |
| $m_{2}[\mathrm{~kg}]$ | 245 | $m_{f}[\mathrm{~kg}]$ | 443 |
| $m_{3}[\mathrm{~kg}]$ | 182 | $m_{b}[\mathrm{~kg}]$ | 376 |
| $m_{4}[\mathrm{~kg}]$ | 157 | $\theta[\mathrm{deg}]$ | 22.7 |
| $d[\mathrm{~m}]$ | 1.71 | $l[\mathrm{~m}]$ | 2.28 |
|  | $C O G_{x}$ | $C O G_{y}$ | $C O G_{z}$ |
| Distance $[\mathrm{m}]$ | 0.94 | 0.02 | 0.25 |

TABLE IV
Data for Determination of Vehicle no. 3 COG

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $m_{1}[\mathrm{~kg}]$ | 2675 | $m_{v}[\mathrm{~kg}]$ | 12685 |
| $m_{2}[\mathrm{~kg}]$ | 2560 | $m_{f}[\mathrm{~kg}]$ | 4720 |
| $m_{3}[\mathrm{~kg}]$ | 3670 | $m_{b}[\mathrm{~kg}]$ | 7960 |
| $m_{4}[\mathrm{~kg}]$ | 3785 | $\theta[\mathrm{deg}]$ | 19.5 |
| $d[\mathrm{~m}]$ | 2.65 | $l[\mathrm{~m}]$ | 6.65 |
|  | $C O G_{x}$ | $C O G_{y}$ | $C O G_{z}$ |
| Distance $[\mathrm{m}]$ | 3.91 | 0 | 0.76 |



Fig. 8. Characteristic dimensions of the vehicles.

TABLE V
Vehicle no. 1 Dimensions (Data Given in [m])

| Width | Height | Frontal overhang | Wheel track: front axle |
| :---: | :---: | :---: | :---: |
| 1.58 | 1.39 | 0.66 | 1.38 |
| Length | Wheel base | Rear overhang | Wheel track: rear axle |
| 3.64 | 2.28 | 0.70 | 1.34 |

TABLE VI
Vehicle no. 2 Dimensions (Data Given in [m])

| Width | Height | Frontal overhang | Wheel track: front axle |
| :---: | :---: | :---: | :---: |
| 1.58 | 1.36 | 0.63 | 1.42 |
| Length | Wheel base | Rear overhang | Wheel track: rear axle |
| 3.56 | 2.28 | 0.65 | 1.42 |

TABLE VII
Vehicle no. 3 Dimensions (Data Given in [m])

| Width | Height | Frontal overhang | Wheel track: front axle |
| :---: | :---: | :---: | :---: |
| 2.50 | 3.18 | 2.43 | 2.10 |
| Length | Wheel base | Rear overhang | Wheel track: rear axle |
| 12.30 | 6.64 | 3.23 | 1.85 |



Fig. 9. Effect of collision no. 1.


Fig. 10. Subsequent steps of the crash test no. 1.

## C. Vehicle no. 1 Frontal Impact-Obstacle

The obstruction and car themselves are shown in Fig. 9. The behavior of the test vehicle was also recorded by using the highspeed cameras-the side view of the collision is illustrated in Fig. 10.


Fig. 11. Effect of collision no. 2.


Fig. 12. Subsequent steps of the crash test no. 2.


Fig. 13. Effect of collision no. 3.


Fig. 14. Subsequent steps of the crash test no. 3.

## D. Vehicle nos. 2 and 3 Oblique Impact-Test Items

In both of those collisions, the same type of a road safety barrier was used. In Fig. 11, the vehicle is shown just before and during the impact. Motion of the vehicle throughout the short collision period is illustrated in Fig. 12. Similarly, Fig. 13 visualizes behavior of the bus during the crash test, and Fig. 14 shows particular stages of bus movement in slow motion.

## V. Analysis of Crash Pulses

Motion of each vehicle is reconstructed by taking advantage of the acceleration measurements from the collisions.

## A. Vehicle no. 1 Frontal Impact

Since it is a central impact, as already mentioned, only the pulse recorded in the longitudinal direction ( $x$-axis) is analyzed.


Fig. 15. Vehicle no. 1 kinematics.
TABLE VIII
Relevant Parameters Characterizing Collision no. 1

| Parameter | Value |
| :---: | :---: |
| Initial impact velocity $V[\mathrm{~km} / \mathrm{h}]$ | 35 |
| Rebound velocity $V^{\prime}[\mathrm{km} / \mathrm{h}]$ | 3 |
| Maximum dynamic crush $d_{c}[\mathrm{~cm}]$ | 52 |
| Time when it occurs $t_{m}[\mathrm{~ms}]$ | 76 |
| Permanent deformation $d_{p}[\mathrm{~cm}]$ | 50 |



Fig. 16. Vehicle no. 2 moving in the global reference frame.

By integrating car's deceleration, we obtain plots of velocity and displacement, respectively (see Fig. 15). At the time when the relative approach velocity is zero $t_{m}$, the maximum dynamic crush $d_{c}$ occurs. The relative velocity in the rebound phase then increases negatively up to the final separation (or rebound) velocity, at which time a vehicle rebounds from an obstacle. The contact duration of the two masses includes both contact times in deformation and restitution phases. When the relative acceleration becomes zero and relative separation velocity reaches its maximum recoverable value, we have the separation of the two masses. From the crash pulse analysis, we obtain the data listed in Table VIII.

## B. Vehicle nos. 2 and 3 Oblique Impact

For this type of collision, only the pulses recorded in the longitudinal ( $x$-axis) and lateral ( $y$-axis) directions together with the yaw rate are analyzed in order to reconstruct the collisionassumed coordinate systems are shown in Fig. 16 for vehicle no. 2 and in Fig. 19 for vehicle no. 3. Using the methodology presented in Section II, the locally measured accelerations and yaw rates allow us to formulate the description of vehicle motion in


Fig. 17. Kinematics of the experimental vehicle no. 2.


Fig. 18. COG trajectory of vehicle no. 2.
the global reference system. The local kinematics of vehicles is transformed into the global ones by using the relationships given by (7) (see Figs. 17-21). Moreover, the yaw rate and yaw angle are also associated with the global reference frame, instead of the local coordinate system of the vehicle. The particular components ( $X$-longitudinal and $Y$-lateral, respectively) of the initial velocities are determined by applying a simple trigonometric relationship (initial impact velocity of vehicleno. 2 is $v_{02}=104 \mathrm{~km} / \mathrm{h}$, vehicle no. 3 is $v_{03}=72 \mathrm{~km} / \mathrm{h}$, and the angle of impact is $\Psi=20^{\circ}$ )

$$
\begin{align*}
& v_{X 2}=v_{02} \cdot \cos \Psi=97.73 \mathrm{~km} / \mathrm{h}  \tag{11}\\
& v_{Y 2}=v_{02} \cdot \sin \Psi=35.57 \mathrm{~km} / \mathrm{h}  \tag{12}\\
& v_{X 3}=v_{03} \cdot \cos \Psi=67.66 \mathrm{~km} / \mathrm{h}  \tag{13}\\
& v_{Y 3}=v_{03} \cdot \sin \Psi=24.63 \mathrm{~km} / \mathrm{h} \tag{14}
\end{align*}
$$

It is noted that the negative value of the $Y$-direction velocity component shown in Figs.17-21 is related to the assumed global reference frame (see Figs. 16 and 19). Its center is located directly in the first point of contact between the vehicles and the barrier. The trajectory of COG of vehicle no. 2 during a collision


Fig. 19. Vehicle no. 3 moving in the global reference frame.


Fig. 20. Kinematics of the front part of the experimental vehicle no. 3.


Fig. 21. Kinematics of the rear part of the experimental vehicle no. 3.


Fig. 22. Yaw rate and angle of the experimental vehicle no. 3.
is shown in Fig. 18. Since for the vehicle no. 3 there are two accelerometers mounted above the wheel axles, it was decided to directly reproduce paths of those two locations, instead of determining position of COG of vehicle no. 3 (see Fig. 23). As far as the bus with safety barrier collision is concerned, in reality, the rotation of the bus around its longitudinal axis is significantthis is visualized by an increase of the absolute value of the lateral velocity component of the rear accelerometer $v_{Y}$ (see Fig. 21). Moreover, since the two accelerometers installed in vehicle no. 3 are located on its longitudinal centerline and the vehicle is assumed to be rigid, they do experience the same yaw rate shown in Fig. 22, and they have the same initial impact velocities.

TABLE IX
One-Step-Ahead Prediction Performance Comparison

| Training data set: no. 2 collision | Index | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| X direction | RMSE $(g)$ | 0.0191 | 0.0337 | 0.0085 | - | 0.0041 | - |
| Y direction | RMSE $(g)$ | 0.0216 | - | - | 0.0051 | - | 0.0040 |

A: Training error B: Test error of no:1 collision
C: Test error of no:3 collision, front X-acceleration D: Test error of no:3 collision, front Y-acceleration.
E: Test error of no:3 collision, rear X-acceleration F: Test error of no:3 collision, rear Y-acceleration.


Fig. 23. Trajectories of the front and rear portions of vehicle no. 3.

## VI. Simulation Results

First, a three-input, one-step-ahead prediction ANFIS model has been established for reproducing all three types of vehicle crash kinematics. We used the measured acceleration data of collision no. 2 to train the ANFIS. Then, the obtained ANFIS model will be used to reproduce the kinematics of collisions nos. 1 and 3, respectively. Note that the ANFIS trained by $X$-direction data will only be used to predict the collision no. 1 and $X$-direction acceleration of collision no. 3, while ANFIS trained by $Y$-direction data will only be used to predict $Y$-direction acceleration of collision no. 3. The velocity and displacement signals are obtained from the integration of the predicted acceleration signals. The training dataset is extracted in the form of $[x(t-2), x(t-1), x(t), x(t+1)]$, where $t$ is the sample instant. The first three data are inputs and the last one is the output. The number of membership functions for each input is arbitrarily set to 2 . Therefore, there are 12 premise parameters, eight fuzzy rules, and 40 consequent parameters. The hybrid learning algorithm using recursive LSE is applied to train the ANFIS. The optimization function is defined as the sum of the squared errors, which is

$$
E=\sum_{i=1}^{P}\left(f_{i}-\hat{f}_{i}\right)^{2}
$$

where $f_{i}$ is a desired output value, that is the one-step-ahead value of the training data. $\hat{f}_{i}$ is the corresponding output of the ANFIS. $P$ is the number of training data. Here, we extracted the training dataset from collision no. 2 uniformly, and there are 1998 different entries. The test datasets are constructed in the same way from the acceleration data of collisions nos. 1 and 3, which have 1746 and 7998 entries, respectively. The stop epoch is determined posteriorly by observing the mean square error curves. When squared error $E$ starts to decrease slowly


Fig. 24. Training error curves $X$-direction data of three-step-ahead prediction.
or does not improve over a period of epochs, the training will be stopped. To evaluate the accuracy of ANFIS modeling, we consider the root mean square error (RMSE) as the performance index, which is defined as follows:

$$
\mathrm{RMSE}=\sqrt{\frac{1}{P} \sum_{i=1}^{P}\left(f_{i}-\hat{f}_{i}\right)^{2}}=\sqrt{\frac{E}{P}}
$$

where the unit of RMSE is the gravitational constant $g$. The simulation results are listed in Table IX, where the second row uses the X-direction acceleration data as the training data, and the third row uses the Y-direction acceleration data. The figures that compare the estimated signals with the measured ones are not shown here because their difference is indiscernible.

Since the performance of the one-step-ahead prediction is quite good, three-step-ahead prediction is performed to measure the potential of the modeling ability of the ANFIS. In this case, the number of inputs is set to four to achieve better results, so the training data is constructed in the form of $[x(t-3), x(t-2), x(t-1), x(t) ; x(t+3)]$. The training dataset has 1995 entries. The test datasets have 1745 and 7995 entries for the collisions of nos. 1 and 3, respectively. The results have been listed in Table X, which show larger prediction errors than the one-step-ahead prediction. The training error curve of $X$-direction is shown in Fig. 24 and the training performance shown in Fig. 25. Fig. 26 shows the prediction of the car-to-pole collision. Figs. 27 and 28 show the three-step-ahead predictions of the bus-to-barrier collision. $Y$-direction training error, training performance, and the predictions of collision no. 3 are illustrated in Figs. 29-32 respectively.

Moreover, we predict the five-step-ahead acceleration that has the input-output relationship as $[x(t-3), x(t-2), x(t-$ $1), x(t), x(t+5)]$. The training dataset contains 1993 entries. The test datasets contain 1743 and 7993 entries for the collisions nos. 1 and 3, respectively. Table XI shows the simulated RMSE,

TABLE X
Three-Step-Ahead Prediction Performance Comparison

| Training data set: no. 2 collision | Index | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| X direction | RMSE $(g)$ | 0.1238 | 0.2580 | 0.1441 | - | 0.0570 | - |
| Y direction | RMSE $(g)$ | 0.1359 | - | - | 0.0664 | - | 0.0458 |
| *A-F ar the |  |  |  |  |  |  |  |

TABLE XI
Five-Step-Ahead Prediction Performance Comparison

| Training data set: no. 2 collision | Index | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| X direction | RMSE $(g)$ | 0.3847 | 0.9605 | 0.5699 | - | 0.1878 | - |
| Y direction | RMSE $(g)$ | 0.4316 | - | - | 0.2117 | - | 0.1591 |
| *A-F are the same notations as used in Table IX. |  |  |  |  |  |  |  |



Fig. 25. Training performance $X$-direction data of three-step-ahead prediction.


Fig. 26. Three-step-ahead prediction of no. 1 collision.
which rise up significantly compared to the one-step- and three-step-ahead predictions. Figs. 33-41 demonstrate the training and prediction performances of the ANFIS. Apart from the increasing RMSE index, apparent discrepancy has also been observed as compared with the three-step-ahead prediction, shown in Figs. 36, 37, 40, and 41. Therefore, our simulation stopped at the stage of five-step-ahead prediction.

It can be seen from the tables that the training errors of $Y$ direction are always larger than that of the $X$-direction. And also it can be easily seen from the tables and figures that the less accurate prediction is achieved at longer prediction horizons. It has also been observed in the simulation that the ANFIS can be trained just for a few epochs to have a slightly weaker prediction ability as the optimal ones in terms of the RMSE, because the recursive LSE algorithm always generates the optimal solution and therefore accelerates the training process significantly.This fea-


Fig. 27. Three-step-ahead prediction of no. 3 collision, Front $X$.


Fig. 28. Three-step-ahead prediction of no. 3 collision, Rear $X$.
ture facilitates the online application where computation loads should be lowered as much as possible.

In order to visualize the effectiveness of the method presented in this study, the results are compared with the ones presented in [12] and [45]. In [45], vehicle crash was modeled as a viscoelastic system with constant structural parameters. In [12], on the other hand, vehicle crash was reconstructed by the waveletbased approach. Calculating the RMSEs for each of the methods according to Section VI yields the results shown in Table XII. The value of the RMSE determines the average difference between the reference and estimated value.

As shown in Table XII, the values of RMSE obtained by using the ANFIS-based approach are much lower than the ones calculated from the two other mentioned methods. For the case of car to pole acceleration, the five-step-ahead predictionobtained an RMSE value of 0.9605 , as shown in Column B of Table XI. However, the best value in Table XII is 5.22 by the wavelet-based


Fig. 29. Training error curves $Y$-direction data of three-step-ahead prediction.


Fig. 30. Training performance $Y$-direction data of three-step-ahead prediction.




Fig. 31. Three-step-ahead prediction of no. 3 collision, Front $Y$.




Fig. 32. Three-step-ahead prediction of no. 3 collision, Rear $Y$.


Fig. 33. Training error curves' $X$-direction data of five-step-ahead prediction.


Fig. 34. Training performance $X$ direction data of five-step-ahead prediction.


Fig. 35. Five-step-ahead prediction of no. 1 collision.


Fig. 36. Five-step-ahead prediction of no. 3 collision, Front $X$.


Fig. 37. Five-step-ahead prediction of no. 3 collision, Rear $X$.


Fig. 38. Training error curves $Y$-direction data of five-step-ahead prediction.


Fig. 39. Training performance $Y$-direction data of five-step-ahead prediction.


Fig. 40. Five-step-ahead prediction of no. 3 collision, Front $Y$.
signal reconstruction approach, which is much worse than the ANFIS-based prediction approach.

## VII. Conclusion

In this paper, three various vehicle collision scenarios were discussed. Motion of the colliding vehicles was approximated to


Fig. 41. Five-step-ahead prediction of no. 3 collision, Rear $Y$.
TABLE XII
RMSEs According to [12] AND [45]

| Quantity | Accel. $[\mathrm{g}]$ | Vel. $[\mathrm{km} / \mathrm{h}]$ | Disp. $[\mathrm{cm}]$ |
| :---: | :---: | :---: | :---: |
| Kelvin model | 10.49 | 16.81 | 24.60 |
| Maxwell model | 8.60 | 4.02 | 2.21 |
| Wavelet-based method | 5.22 | 1.15 | 0.83 |

be a pure 3-DOF planar one (oblique crashes) and 1-DOF longitudinal one (frontal impact). Capability of the ANFIS-based method to reconstruct crash pulses of vehicles involved in collisions was investigated. It was verified that by increasing the length of the prediction horizon, less accurate results are obtained. It also affects the computational power which is greater for a longer prediction horizon. It has crucial impact on the modeling and simulation of vehicle crashes since it is of great interest to increase the length of prediction horizon to the extent possible. Additionally, it was examined how the type of crash test data used in the training stage influences the simulation results of the different collision types. The obtained results could be further improved by using a different type of ANFIS structure that would make it possible to extend the length of prediction horizon so that the forecasting capabilities of ANFIS are improved. Consequently, as the prediction horizon is increased, it is advisable to enhance the accuracy of the crash pulse estimation. Finally, it can be used online to forecast the future collision dynamics instead of offline estimating as currently utilized. By achieving this, it would be possible not only to reconstruct a given collision but also to predict how a collision will look like based on updated actual time samples, not just the measured ones.
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