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Abstract
A novel multiphase Volume-of-Fluid (VOF) solver to model the physics of the internal nozzle flow and primary jet
breakup in high-pressure injection is presented. The solver includes extensions to cavitation modeling to support
phase change in presence of three phases (fuel-vapor, fuel-liquid and non-condensable gases), that are tracked
in a single-fluid framework. It is shown that the tracking of the air/vapor interface is able to capture phenomena
such as the hydraulic flip and the string cavitation. Code validation is carried out on two transparent glass nozzle
geometries for detailed comparison of experiments and high-fidelity LES simulations. Data analysis is performed
to understand how the vorticity dynamics is linked to the cavitation and atomization process to find a correlation
with the vapor production. The proposed approach favors an accurate track of the evolution of the different phases
within the nozzle hole and a very detailed description of the vortex generation in the injector nozzle, in presence
of primary atomization of the jet. Moreover, the implemented phase-change model is able to predict how vorticity
and cavitation develops within the nozzle and their influence on the atomization process. The developed code is
included in a C++ Object-Oriented Library developed by the authors at PoliMi/DAER, that is linked to the most recent
releases of OpenFOAM.
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Introduction
Cavitation modeling in high-pressure injection involves the simulation of multiphase (in the context of this paper
refers to liquid and gas) and multicomponent (several instances of the same phase) flows. Two approaches are
commonly used for the simulation of multiphase and multicomponent flows. In the first approach, each phase and/or
component is considered to occupy a distinct volume and the interfaces between the phases and/or components are
tracked explicitly. This approach is a generalization of two-fluid approach [1]; In the second approach, the phases
and/or components are spatially averaged to lead to a homogeneous mixture; relative velocity among the phases is
neglected, which implies the absence of closure for the transfer of mass, momentum and energy at the interfaces
while thermal equilibrium among the different phases is usually assumed. These approach is generally identified
by the Volume of Fluid (VOF) [2], the Level Set (LS) [3] and the Coupled Level Set-Volume of Fluid (CLSVOF)
[4, 5, 6]. Fluid properties, such as density and viscosity, sharply vary across the interface of the different phases.
Several attempts have been done to combine the potentiality of the VOF with the simplicity of mixture model. In
[7] the cavitating fluid mixture (liquid and vapor) is considered as primary phase while the non-condensable gas is
the secondary phase; . In [8], a mass transfer model published in [9] was extended to an eight-equation two fluid-
model to include non-condensable gases. Other methods to describe a three-phase flow while considering non-
condensable gases are the use of the homogeneous mixture model combined with a barotropic two-fluid cavitation
model [10], or the coupling of a two-fluid approach with VOF [11]. In the latter case, a two-fluid approach is used to
describe the interaction between liquid and vapor in the nozzle, while VOF is used to model the jet formation. All the
mentioned models have in common the aspect that they track a single interface between the non-condensable gases
and a multi-component mixture [12, 13]. Barotropic models are widely used for complex simulations because they
are simple to implement and numerically stable. On the other hand, one of the main limitations using a barotropic
equation of state is in the underestimation of the vorticity change due to the impossibility of taking into account the
misalignment of the gradient of pressure from gradient of density (∇ρ×∇p)/ρ2 [14], unless a non-linear correlation
between pressure and density is used [12]. This contribution, called baroclinity, is either important in compressible
fluids but also in incompressible and inhomogeneous fluids, situation that can be identified by the interface in a
VOF method. Another challenge in modeling cavitation using barotropic models is the definition of an appropriate
equation of state for the mixture, which includes air in addition to liquid and vapor. Tracking the interface between
coexisting miscible phases (fuel vapor and non-condensable gases in this work) in injector nozzles may be important
in presence of swirl cavitation and hydraulic flip regime [15, 16], when a severe detachment of flow pockets [16, 17]
transported away from the hole allows non-condensable gases to flow back into the nozzle. This happens both
in simplified, straight, central hole injectors [18] and in non-axial nozzles, in which large pressure fluctuations are
observed in the nozzle. Recently, attempts to extend VOF, in order to include air in transport and in cavitation
model have been done [19], [20] where each phase is considered as a compressible fluid but the cavitation model
used [21], [22] have been previously developed under incompressible formulation. Conversely, in work of Yuan et
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al. [23], each phase is considered incompressible and isothermal but the change of density is addressed at the
interface and keeps in consideration the presence of the air inside cavitation model. A multi-fluid quasi-VOF model
with the transport of three phases has been proposed also in [24], considering different velocities among phases
and thus momentum transfer rate among interfaces. The objective of this study is to present the development of
a three phase VOF solver for three incompressible fluids (liquid fuel, fuel vapor and non-condensable gases), two
of which are miscible, where fuel cavitation/condensation is modeled through the Rayleigh-Plesset equation. Code
implementation has been carried out by the authors and included in a C++ library in the OpenFOAM Technology
developed at PoliMi/DAER. The paper is outlined as follows: A brief description of the developped three phase solver
with phase change is discussed in The first Section. Afterwards, the simulations of a three-dimensional internal
nozzle flow on two configurations of glass nozzles are presented. Finally, main conclusions are summarized.

Numerical Approach
The discretization of the governing equations used in this study is based on the finite-volume approach as im-
plemented in OpenFOAM [25]. Mass and momentum are solved using the pressure-implicit split-operator (PISO)
algorithm [26]. The cavitation and the condensation term have been included in a semi-implicit formulation of the
phase-fraction equations, where a flux corrected transport technique [27] is used to preserve boundedness of the
solution;Turbulence is modelled using LES: large turbulent scales are resolved, while smaller scales are modeled
[28, 29, 30]. This separation of scales is explicitly or implicitly [31, 32] obtained by filtering out the small flow scales
that cannot be properly represented by the mesh [28]; their effect must be modeled on the filtered field by means of
the so called subgrid-scale (SGS) model. Although the multiphase nature of the problem, the usage of single-phase
LES models is also very popular in multi-phase simulations with one fluid-approach [33, 34, 35, 36, 37, 38]. It is
worth mentioning that everal numerical studies have been led with Unsteady Reynolds Averaged Naviers Stokes
(URANS) equations but this approximation can significantly underestimate the formation and the extent of cavitation
due to an overestimated turbulent viscosity in the cavitating zones [39, 40, 41, 42, 43]. In particular for the following
study, the turbulent viscosity µt is modeled using the wall-adapting local eddy-viscosity model (WALE) [44], which
has been proved to be suitable for wall-bounded flows and single-fluid approach [45].

Multiphase modeling
The three-phase flow is modeled using the VOF interface capturing method [46], where the cavitating fluid, the
vapor and the non-condensable gas are represented by a single-fluid approach as a mixture of phases in which the
phase-fraction distribution includes a sharp yet resolved transition between the phases. Each phase i has a partial
volume Vi, that is a fraction of the volume V of the cell element (Vi ⊆ V ) and it is defined by its local volume fraction
αi ∈ [0;1]: αi = Vi/V , with:

3∑
i=1

αi = 1 (1)

To reduce the computational cost, in the VOF approach the fluid is treated as a mixture having a single velocity U, a
“mixture” density ρ =

∑
i

αiρi and a mixture viscosity µ =
∑
i

αiµi. It is important to note that density in the solver

varies with pressure, through the phase transport equations. The effect of the heat transfer on the temperature, that
should be accounted by solving the energy equation, is not considered in the present work. The complete system
of equations for three-phase flow with phase change are the phase-fraction equations, that are written as:

∂αl
∂t

+∇ · (αl(U−Ub)) + ∇ · (αlαvUclv ) +∇ · (αlαncUclnc)︸ ︷︷ ︸
compression term, liquid-vapor + liquid-noncondensable gas

= −Sα
ρl

∂αv
∂t

+∇ · (αv(U−Ub)) + ∇ · (αlαvUclv )︸ ︷︷ ︸
compression term, liquid-vapor

=
Sα
ρv

∂αnc
∂t

+∇ · (αnc(U−Ub)) + ∇ · (αlαncUclnc)︸ ︷︷ ︸
compression term, liquid-noncondensable gas

= 0

(2)

In the system of equations (2), Sα is a source term to model the phase-change (cavitation or condensation) at
the liquid interface through the cavitation model and couples the effects of the cavitation with the evolution of the
interface directly:

Sα =
ρvρl

ρ+ αnc(ρl − ρnc)
Dαv
Dt

(3)

The subscripts l and v are adopted for liquid and vapor (that are involved in the phase change) respectively, while
the subscript nc is adopted for non-condensable gases. It is important to note that the closure of the system of
equations (2) in presence of a cavitation/condensation source term Sα requires to explicitly resolve the transport
of third phase fraction (non-condensable phase), to include a cavitation model and to couple the equations with
the compatibility condition (1); in this way, the system is closed and implicitly bounded, thanks to (1). In absence
of source terms, 3-phase VOF solvers usually calculate the void fraction of non-condensable gases directly from
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Eq. (1), that is sufficient for closure only in that case. The term
Dαv
Dt

in Eqs. (3) includes the effects of the
phase change (cavitation/condensation) and it is therefore linked to the cavitation/condensation model. To ensure
stability of the segregated solver with strong variation of the density between the phases occurring with cavitation
and condensation, the continuity equation is used in its non-conservative form as suggested in [47] and which it has
already been used [22, 48, 23]:

∇ ·U = −1

ρ

Dρ

Dt
(4)

The advantage of using volume fluxes rather than mass fluxes (conservative form) consists of having continuous
volume fluxes at the interface, thus favoring the solution of pressure correction equation. With phase change and
three phases, Eq. (4) can be rewritten as:

∇ ·U =
ρl − ρv

ρ+ αnc(ρl − ρnc)
Dαv
Dt

(5)

Addittionaly, Since in the FV framework, numerical diffusion “smears” the sharp liquid-gas inter-phase. In Open-
FOAM, the strategy commonly followed in multiphase VOF solvers to model the transport of the void fraction con-
sists of an add convection-based term which compresses the interface and preserves boundedness: this is similar
to what is done for the treatment of the scalar-flux second-moment closure, used for the “counter-gradient” trans-
port in some complex combustion models describing the dynamic of turbulent flames [49]. A common practice is to
use the compression term only where surface sharpness wants to be preserved: in the proposed formulation, the
convection-based term is used only to compress the interface between the immiscible (liquid fuel) and the miscible
phases (fuel vapor and non-condensable gases), as shown in Eqs. 2. In the VOF treatment, a common closure
used for counter-gradient transport has the form:

∇ · [Uc α (1− α)] (6)

where Uc is the compression velocity at the interface between the phases, which is a consequence of the different
densities and the term α(1− α) ensures boundedness [27]. In the VOF solver developed,the employed formulation
of the compression velocity is:

Uc = min
[
cα|U|,max(|U|)

]
n̂ij (7)

The compression rate should be set in order to ensure interface sharpness. Higher values of the compression rate
might introduce numerical instability or slow convergence. cα is the compression coefficient. In practical cases,
1 6 cα 6 4 is a good compromise to maintain a sharp interface in complex flows including, for instance, the breakup
of the liquid-jet; in most applications, it is suggested a cα of the order of unity [27]. To ensure that the compression
term does not bias the solution, it should only introduce flow of α normal to the interface in the direction of the
volume average interface normal n̂ij . For a three-phase solver it has been computed as net gradient of the phase
i− th at the interface [25]:

n̂ij =
αj∇αi − αi∇αj
||αj∇αi − αi∇αj ||

(8)

In the convention adopted, n̂ij always points towards the miscible couple of fluids.
The mixture velocity is obtained by the numerical solution of the momentum equation, which under single fuid
approach reads:

∂ (ρU)

∂t
+∇ · (ρ(U−Ub)⊗U) = −∇p̂+∇ · τ + fσ + SU − g · x∇ρ (9)

where p̂ is a modified pressure, τ is the stress tensor, SU includes the source terms, fσ is the surface force per
unit inter-facial area calculated at the fluid interface in the control volume, g is the gravitational acceleration. The
term −g · x∇ρ in the RHS of Eq. (9) is a consequence of the use of the modified pressure p̂, obtained by removing
the hydro- static pressure from the static pressure: In addition to the advantage of a simpler specification of the
pressure boundary condition, the use of the modifed pressure in the RHS of the momentum equation improves the
numerical efficiency in the treatment of the density jump at the sharp interface. In Eq. (9), fσ is defined as:

fσ = σ κ n̂ δ (x− xs) (10)

where σ is the fluid surface tension coefficient in [N/m], n̂ is the unit vector normal to the liquid interface, whose
center is located in xs, δ is the Dirac function to ensure that the force is applied only at the liquid interface, κ is the
interface curvature [m−1], which is defined as κ ≡ ∇ · n̂. In Eq. (10), fσ is always oriented towards the concave
interface. It is important to note that the interface curvature used in Eq. (10) is the one of the interface of the phase
with highest density (liquid in this case):

n̂ =
∇αl
‖∇αl‖

(11)
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The surface tension coefficient σ appearing in Eq. (10), has been written as an average of the surface tensions
weighted with the phase-fractions computed in the control volume:

σ =
αvσlv + αncσlnc

αv + αnc
(12)

where σlv is the surface tension between the liquid fuel and fuel vapor, while σlnc is the surface tension between
liquid fuel and non-condensable gases. Finally, to compute the surface tension force, the term n̂ δ (x − xs) in Eq.
(10) must be also modeled. The Continuous Surface Force (CSF) approximation [50] is therefore used, yielding to
the final form fσ = σκ∇αl.

Cavitation model
Cavitation may consist either of small bubbles (bubbly-flow cavitation) or may contain large pockets of vapor (cloud
cavitation) [51]; with a sharp interface-capture method, the bubble must be larger than the cell to be accurately
resolved, otherwise a sub-model is needed. In the approach followed in this work, a sub-model for cavitation is

always used to provide an expression for the term
Dαv
Dt

, for the closure of the system of governing equations (2),
(5) and (9).
The rates of fuel vaporization and condensation are determined by a simplification of the Rayleigh-Plesset equation
which assumes spherical bubbles of radius R subject to uniform pressure variations. Spherical bubbles are then
represented by a fraction of the vapor phase in the computational cell; from [48] and considering that liquid, vapor
and non-condensable gases may coexist in a control volume, it follows:

Vv = Nb
4

3
πR3 = n0 ∗ Vl ∗

4

3
πR3 (13)

where Vv and Vl are respectively the volume of the vapor and the liquid in the computational cell of volume V, Nb is
the number of spherical bubbles of radius R in the computational cell and n0 is defined as the bubble concentration
per unit volume of pure liquid.

Test cases
It can be noticed the presence of the term (U − Ub) in Eq. 2 and in Eq. 9 represents the relative velocity field
between the fluid and the moving boundary. The term has been put to underline that the solver is able to handle
moving boundaries problem through topological changing grids as already used by the authors [52]. However in the
present work the test cases have domains which do not undergo modification in time, thus Ub is zero. [53].

Glass nozzles
Simulations have been performed on two different glass nozzle injectors provided by Continental, whose geometrical
features are shown in Tab, 1. The simulated domain is made up of the 2 geometries shown in Fig. 1 coupled with
a cylindrical chamber of 3mm length and 1.5mm diameter representing the injection chamber, where spray pattern
analysis have been performed.

Table 1. Nominal Geometrical features of configuration 3 and 10 of the glass nozzles
Geometry [µm] Reconstructed Reconstructed

Config. 3 Config. 10
Nozzle Length (L) 351 238

Sac Height (H) 134 104
Inlet Diameter (Din) 169 169.9

Outlet Diameter (Dout) 145.8 153.1
Lift 81 85

Off h 104 101.98
Dead space lenght 135.7 137.2

K

(
Din −Dout

Dout

)
· 100 15.91 % 10.97 %

The n-Heptane is used in the experiments at feeding pressure of 100 bar. It is injected in a reservoir fill with air in
quiescient state. The thermodynamic conditions of the fluids are listed in Tab. 2. The cases are intialised filling the
top part of domain with liquid n-Heptane and the bottom chamber with air. A ramp on pressure from 0 to 100 bar
is given at the inlet within a window of time of 5 µs. After the fields have reached statistical convergence, which
happens at approximatley 0.15 ms, run time average has been performed, till 0.25 ms to have information on the
mean flow.
These two configurations has been chosen, since they represents respectively Best of The Best (conf.3) and Worst
of The Worst (conf10) in terms of Jet Wise Penetration (JWP). In Fig. 2 can be noticed how, this difference of JWP
is strictly correlated to different geometrical features which in the end lead to different internal nozzle flow and thus
to different primary jet atomization. Close-up views of the spray have been performed for both the configuration
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using high-speed velocity cameras; measurements have been performed on two different direction, front view and
side view.

(a) feeding system (b) Config. 3 (c) Config. 10

Figure 1. (a) Geometry of the feeding system, (b) Configuration 3, (c) Configuration 10

Table 2. Thermodynamic properties for n−Heptane(liq), n−Heptane(vap), and non-condensable gas (air) at T=20o C.

Parameter Fluid Unit
n−Heptane(liq) n−Heptane(vap) air

density 684 4.25 1.225 Kg/m3

dynamic viscosity 4.0835 · 10−4 7.0125 · 10−6 1.7885 · 10−5 Kg/(ms)
surface tension 0.019517 N/m

saturation pressure 7000 Pa

The configuration 3, which has the highest step and the longest nozzle, tends to produce less vapour than the
shortest configuration (conf. 10). This is denoted by blue iso-surface inside the nozzle: The longer the step/Nozzle
the more the vapour will reach the nozzle outlet section.

(a) t = 0.15 ms (b) t = 0.17 ms (c) t = 0.19 ms (d) t = 0.21 ms (e) t = 0.23 ms (f) t = 0.25 ms

Figure 2. Configuration 3 in the top row, Configuration 10 in the bottom row. From (b) to (g) evolution of the spray from nozzle
flow to spray primary breakup. Blue, light-blue and grey surfaces denote respectively vapour-liquid interface inside the nozzle

(iso-value αl = 0.5), vapour-liquid interface outside nozzle (iso-value αv = 0.5), liquid-air interface (iso-value αnc = 0.5).

On the contrary, light-blue isosurface denotes both the vapour which is produced outside the nozzle due to local
pressure drops for a sudden expansion of the jet in the chamber, either part of the vapour produced in the nozzle
which is leaving the injector. In both cases it stays within the core of the jet. Finally, the grey isosurface denotes
the liquid-air interface, representative of the jet atomization. The time average spray, obtained by the numerical
simulations, has been compared with the time average spray from experimental measurements. The compariosn is
shown in Fig. 3.
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(a) Config. 3 (b) Config. 10

Figure 3. Comparison of Experimental average spray and numerical average spray. Side view on the top row, Front view on the
bottom row: (a) Configuration 3, on the left numerical results, on the right experimental results.(b) Configuration 10, on the left

numerical results, on the right experimental results

For both the configurations, average spray angle is well described. It must be underlined that in the front view, the
light source, use for the measurements, when impacts on the curved part of the glass nozzle, tends to distord the
images recorded by the camera, affecting the real proportion of the geometries.
The time average liquid field in Fig .4 shows that mean behaviour of the Config. 3 (Fig, 4-(a)) is completely different
from mean beahviour of Config. 10 (Fig, 4-(b)). The former has no more vapour at half of nozzle legth, while the
latter has vapour reaching the nozzle outlet section.

(a) Configuration 3 (b) Configuration 10

Figure 4. Nozzle cutting plane view: (a) On the left, Averaged liquid volume fraction with averaged streamlines of Config. 3. On
the right, Averaged liquid volume fraction with averaged Pressure contour at psat. (b) On the left, Averaged liquid volume fraction

with averaged streamlines of Config. 10. On the right, Averaged liquid volume fraction with averaged Pressure contour at psat

Average velocity streamlines on the planes, clearly indicate the presence of counter rotating streamwise vortices:
Two big structures can be indentified in both the geometries at right side of cutting plane. Other smaller structures
are more visible in the Configuration 10, while they seem to be smaller and confined towards the left side in the
Configuration 3. The left side structures are responsible for pressure drops along streamwise direction leading to
string cavitation. However, from average field on the right of Fig. 4, average pressure contour at psat value shows
that the probability to find most of the times the string in the nozzle is lower than having the cavitation due to the step
at the entrance of the nozzle. This mean that the string cavitation is a periodic phenomena which surely influence
the atomization process but can be classified as the second responsible. Most of the cavitation comes from the
fact that fluid vena is detached at the entrance of nozzle, leading to a local pressure drop, triggering the cavitation.
Nevertheless, can be evinced that string cavitation is present and occurs much more in configuration 10. The iso-
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surfaces of λ2 criterion, inside the nozzle, shown in Fig. 5 (Config. 3) and Fig. 6 (Config. 10), confirm the presence
of two big main structures on the right side of the nozzle. λ2 criterion is preferred to Q criterion since the latter may
be incorrect when vortices are subjected to a strong external strain [54], as it happens in our study.

(a) t = 0.15 ms (b) t = 0.17 ms (c) t = 0.19 ms

(d) t = 0.21 ms (e) t = 0.23 ms (f) t = 0.25 ms

Figure 5. Time evolution of isosurface of λ2 criterion coloured with streamwise vorticity for the configuration 3. At each istant of
time the first row represents the left side view while the second row the right side view. The direction is specified by the arrow in

the sketch of the geometry at bottom left

Right Section side of the nozzle in Figs. 5 and 6 shows the presence of two counter-rotating vortices in streamwise
direction. Different rotation is denoted by different value of streamwise vorticity: blue structures are clockwise vor-
tices, while green structures are anticlockwise vortices. As said previously, these structures are more accentuated
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in the shortest configuration, and in Figs. 6a, 6b, 6c, they touch the upper part of the sac. On the contrary, on the
left side view, smaller counter-rotating structures are bending from the sac into the nozzle, in the detached-vena
zone. This zone is caracterized by the formation of hairpin vortices, which are denoted by the horizontal struc-
tures with about zero value of streamwise vorticity; They are in fact developing in the spanwise direction and in the
cross (normal) direction to the flow. Thus, it must be remarked how streamwise vorticity generation is important to
promote higer cavitation and higher atomization. This is what it has also been found out by other authors [55] in non-
cavitating jets. In our case, streamwise vorticity growth is not only rensposible in appearance of three-dimensional
instabilites but it is also promoting the onset of cavitation.

(a) t = 0.15 ms (b) t = 0.17 ms (c) t = 0.19 ms

(d) t = 0.21 ms (e) t = 0.23 ms (f) t = 0.25 ms

Figure 6. Time evolution of the isosurface of λ2 criterion coloured with streamwise vorticity for the configuration 10. At each
istant of time the first row represents the left side view while the second row the right side view. The direction is specified by the

arrow in the sketch of the geometry at bottom left

Conclusions
The aim of the presented study was to illustrate the recently developed three-phase VOF pressure based solver,
with the ability to track the air/vapour interface and model phase-change phenomena as well. The solver has been
tested on two different glass nozzles. Simulations has been performed for an injection pressure of 100 bar on
the nominal geometries. The aim of the simulation was to prove the predictive capability on real internal nozzle-
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flow conditions and the consequent jet atomization, which is confirmed by the good agreement of experimental
and numerical results in terms of average spray width and angles. Analysis of vorticity, inside the nozzles, has
been performed using the λ2 criterion. It has demonstrated how different geometries can lead to two different flow
conditions and different streamwise vortices generation, which in the end is the responsible for different amount of
vapour produced in the nozzle.
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