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1. Introduction

The solution of many engineering problems requires realistic simulations of complex multi-physics (electro-
mechanical, thermo-mechanical, magneto-mechanical. . . ) and/or highly non-linear and irreversible processes (elastic–
plastic, damage, fracture. . . ) which must be solved with sufficient accuracy. As a consequence, numerical models with
a very large number of degrees of freedom must be built; frequently, these models cannot be solved making use of
standard finite element strategies in a time duration compatible with the design process. These restrictions call for so-
lution techniques that replace large-scale computational models by simpler ones capable of reproducing their essential
features with a drastically reduced computational cost.

Model Order Reduction (MOR) techniques are based on projection of the full order model onto a lower dimensional
space spanned by a reduced order basis. MOR can be classified according to the way the reduced order basis is defined
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and constructed. In the first class, called a posteriori approach, the reduced basis is constructed in a training phase 
by solving the original problem at a certain amount of time instants as in [1–4], or by solving a modified version of 
an original problem with a different set of parameters as in [5,6]. The second class, called a priori approach, allows 
finding a good approximation of the full space–time solution, without any training stage; the reduced order basis 
is calculated online progressively during the resolution of the problem; the most widely used method is the proper 
generalized decomposition (PGD). Among the main references, the readers can refer to [7–10].

In nonlinear problems, the Proper Orthogonal Decomposition (POD, [1,11,12]) is the most popular method used to 
extract a reduced basis from a set of snapshots, provided by simulations using the classical finite element method. 
Starting from the standard POD technique, some methods were developed using the Petrov–Galerkin projection 
for reducing the dimension of a discrete nonlinear dynamic computational model, see e.g. Hyper-reduction method 
[13,14], Gauss–Newton with Approximation Tensor (GNAT) method [14–16] or Discrete Empirical Interpolation 
(DEIM) method [9,17].

Recently, we proposed the coupled use of domain decomposition (DD, [18,19]) methodologies together with MOR 
techniques based on the use of POD, without reducing the accuracy. Applications in the case of the electro-mechanical 
coupled problem for microsystems were published in [2,20] and [21]. A complete state of the art of model reduction 
for the simulation of microsystems is given in [22].

In this paper a new approach is proposed for the solution of the elastic–plastic structural dynamic problems. In 
[20,21] the decomposition is viewed for a single physics, similarly to a staggered procedure for multi-physics 
(see [23]), and nonlinearities are due to the interface electro-mechanical forces only; the mechanical problem itself is 
linear. The novelties of this paper are that the entire mechanical domain behaves nonlinearly and it is fully decomposed 
in a true DD approach and various strategies for the application of POD in the sub-domains that remain elastic are 
introduced.

The new strategy exploits the potentialities of the coupled use of DD and POD methods and is a further contribution 
to advances in model order reduction strategies for highly nonlinear structural problems. Recently, combined use of 
DD and MOR techniques for the reduction via projection of linear and nonlinear models was proposed in [24] for 
linear aerodynamics flow field, in [25] for simulation of a rather large scale heterogeneous structure with multicracks, 
in [26] for elastic–viscoplastic static analysis and in [27,28] for examples involving discontinuities. In the latter 
approach, the PGD technique should be coupled with an appropriate finite element enrichment in a particular zone of 
the domain, overlapped to the interface between sub-domains, able to restore the continuity of the solution. On the 
contrary, in the proposed approach no additional discretization level is introduced, and the DD method is based on the 
enforcement of displacement continuity between initially decoupled sub-domains.

The proposed approach has some similarities with the one discussed in [29,30] for the simulation of damage 
initiation and propagation. Differently from the approach in [29,30], which needs a condensation step to establish 
the reduced system, the method here proposed couples sub-domains by means of unreduced interface degrees of 
freedom.

During the revision process, the Authors were informed by one of the reviewer that the paper [31] appeared online 
on April 19, 2014, only 20 days before our submission. In [31], an approach similar to the one here discussed is 
proposed and applied to the simulation of metal forming processes. At difference with the technique presented in [31], 
where the POD method is applied in its standard version, in our approach the POD reduced basis is adapted in two 
different ways to represent the structural behaviour beyond the onset of plastic response. First, during the training 
part of the simulation (i.e. when the basis is constructed), the reduced space is updated as soon as a new snapshot is 
collected. Secondly, an online local adaptation technique of the reduced space is performed, through a plastic check 
during the reduced analysis. Domains that enter in the elastic–plastic regime are treated without model reduction with 
explicit time integration, while the implicit time integration is applied in domains that remain elastic. The proposed 
method, in which the rich non-linear and reduced linear regions are computed simultaneously, allows for a drastic 
reduction of computing time.

The present paper is organized as follows. In Section 2 the proposed DD method is presented. Section 3 is devoted 
to the description of the POD methodology, focusing the attention on the snapshots version of the POD in the case 
of partitioned domains and on the here proposed SVD update. Section 4 describes the proposed combined use of 
DD and POD with reference to the dynamic elastic–plastic problem. In Section 5 2D and 3D numerical examples 
are discussed to show the capability and efficiency of our approach in simulating the elastic–plastic problem. Final 
remarks are given in Section 6.



2. Domain Decomposition strategy (DD)

We consider a continuous domain Ω with prescribed displacements on ∂uΩ and prescribed tractions on ∂ f Ω . The
finite element discretization of the relevant dynamic problem leads to the following system of equations:

MÜ + Fint(U) = Fext, (1)

where M is the symmetric, positive-definite mass matrix; Ü is the nodal acceleration vector and U is the nodal 
displacement one; Fint is the vector of internal forces and Fext the vector of external loads. In Eq. (1), the term Fint(U) 
accounts for possible dissipative events occurring in the bulk of the domain Ω , like e.g. plasticity. The initial 
conditions (U(t = 0) = U0, U̇(t = 0) = U̇ 0) and the boundary constraints on ∂uΩ complete the formulation of the 
problem.

According to the Gravouil–Combescure (GC) domain decomposition method proposed in [18,19] for structural 
problems, the domain Ω is divided into parts, or sub-domains wherein the governing equations are first solved 
disjointedly. The solutions are then coupled, by enforcing the continuity of some kinematic fields at all the interfaces 
between adjacent sub-domains. The kinematic solution is therefore split into two contributions, respectively called 
free and link, according to:

U = Ufree
+ Ulink (2a)

Ü = Üfree
+ Ülink. (2b)

Once the time interval of interest is partitioned into time steps, the solution of the problem within each time step
is decomposed into three stages: a free problem one, corresponding to the free motion of each unconstrained and
unconnected sub-domain subjected to the external loads only; an interface problem one, in which the interface forces
are evaluated; and a link problem one, in which the interface forces are applied to the relevant sub-domains as surface
tractions, to account for the actual interaction among the contiguous sub-domains.

At time tn+1, in case of two sub-domains only and under the assumption of a linear-elastic behaviour of Ω
(i.e. Fint(U) = KU, where K is the stiffness matrix), such decomposition leads to the following equations:

MsÜs + KsUs = Fext
s + CT

s 3 s = 1, 2, (3)

where: s is the index running over the sub-domain; Fs
ext is the vector of external loads acting on the sth sub-domain; 

Cs is a signed Boolean matrix, which links the degrees of freedom of the whole sth sub-domain to those belonging to 
the corresponding geometrical interface; 3 is the vector of interface forces.

The decomposition (2) and a linear material response then allow to write the free and link problems [18,19] for the 
two sub-domains as:

MsÜfree
s + KsUfree

s = Fext
s (4a)

MsÜlink
s + KsUlink

s = CT
s 3 s = 1, 2. (4b)

Let us assume that, for the reasons to be detailed later and obviously linked to a nonlinear behaviour of the material 
in one domain only, an implicit time integration scheme is adopted for the sub-domain s = 1 whereas an explicit 
scheme is adopted for the sub-domain s = 2. Accordingly, a coarse time scale featuring a time step size ∆timp is 
handled in the former domain and a fine time scale featuring ∆tex p = 1/m∆timp is handled in the latter one.

The algorithmic formulation of operator 3 has to cope with such multi-time integration procedure and with the 
specific features of the interface problem. As for the interface between the sub-domains, the hypothesis of velocity 
continuity proposed in [18,19], is here substituted by the enforcement of a linear elastic relationship between tractions 
and displacement jumps [2], as shown in the scheme of Fig. 1. This is required by the coupling of the DD approach 
with the snapshots version of the POD, to be adopted to reduce the order of the problem inside each sub-domain; as 
snapshots consist of nodal displacements only, accuracy of the reduced-order problems would not be preserved if the 
continuity across the interfaces were formulated in terms of the velocity field. As the nodal displacements in sub-
domain s = 2 are required at the intermediate instant t j , with tn ≤ t j ≤ tn+1, see Fig. 2, due to the adopted explicit 
time integration scheme featuring a smaller time step size ∆tex p, according to the interpolation proposed in [18,19],



Fig. 1. Decomposition of a solid domain into two sub-domains, joined by a fictitiously compliant interface.

Fig. 2. Implicit (top) or explicit (bottom) time stepping.

the transition operator 3 and a displacement vector U read:

CsUs, j =


1 −

j

m


CsUs,n +

j

m
CsUs,n+1 (5a)

3 j =


1 −

j

m


3n +

j

m
3n+1 s = 1, 2. (5b)

Moving now to the definition of the operator 3 itself, reference is made to [32], where a multi-scale/multi-model 
domain decomposition method based on displacement continuity in the context of the Arlequin method was already 
presented. In this work, non-overlapping sub-domains are considered; under such assumption, the interface tractions τ 
int between sub-domains are related through the interface stiffness matrix κ to the displacement jumps
[U] = U+

− U− across the interface, according to:

τ int = κ [U] . (6)

We assume that the interface stiffness matrix κ́ in a local reference frame is diagonal, i.e. κ́ = diag(κI , κI I , κIII),
where indexes I, II and III are obviously related to some sort of interface mode decomposition. In the global reference
frame, the matrix κ́ is obtained by pre and post multiplying the transformation matrix T, containing the direction
cosines of the tangent-normal reference frame, namely:

κ = TTκ́T. (7)

The vector 3el , el = 1, . . . , nelint (nelint being the number of interface elements) of Lagrange multipliers for the
elth interface element, gathers the nodal contributions linked to the tractions acting upon the interface element itself.
It can be obtained by the interface tractions across the interface surface Γelint , according to:

3el =


Γelint

NT
elτ int dΓ =


Γelint

NT
elκNel dΓ [U]el = Kel [U]el , (8)

where Nel is the shape function matrix, providing the modelled displacement jump field in terms of nodal displacement 
jumps [U]el .

Introducing now in the elastic interface law (Eq. (8)) the DD decomposition of the nodal displacement vector (Eq.
(2a)), we get:

3el = Kel


C2


Ufree

2 + Ulink
2


− C1


Ufree

1 + Ulink
1


el

. (9)



By advancing in time the solution of Eq. (3) according to the Newmark scheme [33,34], which depends on the 
parameters βs and γs possibly different for each sub-domain, the link displacements Us

link result to be related to
the link accelerations Ülink

s and to the interface vector 3 through:

Ulink
s = βs∆t2

s Ülink
s (10a)MsÜlink

s = CT
s 3 s = 1, 2, (10b)

Mwhere:  s = Ms + βs∆ts
2Ks , ∆ts being the time step size adopted for the sth sub-domain. Assembling Eq. (9) over all 

the interface elements, we obtain the vector 3 of interface forces by solving:

A
nelint
el=1


Hel3el = Kel


C2Ufree

2 − C1Ufree
1


el


, (11)

where A stands for the assemblage operator and Hel is an interface operator which reads:

Hel = I + Kel


β1∆t2

1 C1M−1
1 CT

1 + β2∆t2
2 C2M−1

2 CT
2


el

. (12)

The generalized multi-time step explicit–implicit method in the case of multiple sub-domains (s = 1, 2, . . . , nsd)

is described in Algorithm 1. According to the formulation proposed in [18], the reference time scale, ∆tre f , is the
smallest time step of the analysis.

This formulation can be straightforwardly generalized to the case of multiple sub-domains (s = 1, 2, . . . , nsd),
each one associated with either an implicit or an explicit time integration scheme, as shown in Algorithm 1.

Algorithm 1 Domain Decomposition algorithm with elastic interface law (DD)

1. INPUT Ms , Ks , t0, tend
2. OUTPUT mechanical solution; Us , U̇s , Üs

3. for (t = t0, tend) do
4. UPDATE t = t + ∆tre f
5. for (s = 1, nsd) do
6. UPDATE ts = ts + ∆ts
7. if (ts < t) then
8. SOLVE free problem

MsÜfree
s + KsUfree

s = Fext

9. end if
10. if (ts ≠ t) then
11. INTERPOLATE free displacements

CsUfree
s,t =


1 −

j
m


CsUfree

s,ts−∆ts
+

j
m CsUfree

s,ts

12. end if
13. end for
14. SOLVE interface problem

A
nelint
el=1


Hel3el = Kel


Ufree


el


15. for (s = 1, nsd) do
16. if (ts = t) then
17. SOLVE link problem

MsÜlink
s + KsUlink

s = CT
s 3

18. end if
19. end for
20. end for



3. Snapshot version of the Proper Orthogonal Decomposition (POD)

Numerical simulations governed by Eq. (3) can become highly computational intensive. For this reason, we propose 
to couple the above discussed DD technique with a POD-based reduced order modelling of each sub-domain. The high 
order models are accordingly projected onto reduced order spaces, in which the relevant high-fidelity system dynamics 
can be captured handling only a greatly reduced number of bases and discarding possible redundant ones negligibly 
excited by the real actuation.

For a complete discussion on POD, readers can refer to [1,11] and [12]. In what follows, we summarize only the 
details relevant to the coupled use of POD and DD.

The model-specific solution subspace is obtained for each sub-domain by monitoring the time evolution of the
displacement vector Us ∈ RNs , Ns being the dimension of the displacement vector in the sth sub-domain. According
to the snapshots version of the POD [11,12], the reduced order form of Us can be written as a linear combination of
the orthogonal bases αis , i = 1, . . . , rs being rs ≪ Ns , approximating RNs :

Us =

Ns
i=1

αis 4is = As4s ≈

rs
i=1

αis 4isr
= Asr 4sr . (13)

In Eq. (13): matrix Asr = [α1s α2s · · · αrs ] collects the first rs columns of the matrix As = [α1s α2s · · · αNs ], each
column being a so-called Proper Orthogonal Mode (POM) of the sub-domain; vectors 4s and 4sr gather the relevant
combination coefficients to provide the vector Us .

To minimize the overall discrepancy between full and reduced representations, POD works in such a way to find
a subspace approximating a given data in an optimal least-squared sense, i.e. guaranteeing the attainment of the
minimum of the norm

Us − Usr

. The solution of this problem requires the dimension of the reduced state solution
Usr to be defined, on the basis of the required accuracy of the solution.

Such procedure, to set rs and As , in its snapshot version, requires an initial training stage. During this phase,
snapshots Uis = Us(ti ), i = 1, . . . , nsnap, i.e. responses of the system to the actual excitation, are collected into the
matrix Ss ∈ RNs×nsnap :

Ss = [U1s U2s · · · Unsnaps
]. (14)

The sub-domain snapshot matrix Ss is thereafter factorized via a Singular Value Decomposition (SVD) procedure, to
give:

Ss = LsϒsRT
s , (15)

where Ls ∈ RNs ×nsnap and Rs ∈ Rnsnap×Ns are orthogonal matrices, and ϒs ∈ Rnsnap×Ns is a pseudo-diagonal one. 
Matrix Ls gathers the so-called left singular vectors for the sth sub-domain, whereas Rs collects the right ones. Pivotal 
entries of ϒs are called singular values, and are non-negative; they are algorithmically placed in descending order and 
the columns of Ls and Rs are accordingly arranged. The columns of the matrix Ls result to be the sought POMs of 
the sub-domain (see [1,4,35]).

To choose the dimension rs of the reduced order space, which does not need to be necessarily the same in all the 
sub-domains, we adopt the standard energy-like criterion centred around the singular values of the matrix ϒs . For 
dynamical systems, large singular values correspond to major characteristics of the system (i.e. the ith singular value 
squared represent the so-called oriented energy in the direction of the ith POM), while small singular values give only 
small perturbations to the overall system dynamics. The goal is to choose rs as small as possible, but still fulfilling the 
following condition:

rs
i=1

υ2
i is

Ns
i=1

υ2
i is

≥ ks, (16)

thereby retaining in the reduced order model the highest possible oriented energy content. In Eq. (16), ks 
is the required energetic accuracy of the reduced order model, established a priori. Algorithm 2 describes



the procedure adopted to factorize the snapshots matrices of all the sub-domains, and to build the reduced
bases Asr .

Algorithm 2 SVD - Determination of the reduced basis Asr (DD–SVD)

1. INPUT Ss ∈ RNs×nsnap , ks
2. OUTPUT Asr , rs

3. COMPUTE SVD of matrix Ss : Ss = LsϒsRT
s ;

4. for (s = 1, nsd) do
5. INITIALIZE j = 1;

6. while
 j

i=1 υ2
siiNs

i=1 υ2
sii

≤ ks


do

7. UPDATE j = j + 1
8. if ( j > nsnap) then
9. snapshots insufficient to reach the convergence of the sth sub-domain.

10. RETURN
11. end if
12. end while
13. rs = j ;
14. ASSEMBLY Asr = Ls(:, 1 : rs);
15. end for

The accuracy of the reduced order model obviously depends on the choice of the snapshots, which are either given 
by sampling from experiments or by trajectories of the system extracted from the simulations during the training phase. 
As in this work we focus on the numerical formulation, we adopt the latter strategy and the crucial point is represented 
by the length of the time window (lasting from t0 till tsnap) required to train the reduced model. Establishing a priori 
tsnap, on the basis e.g. of the dynamical properties of the mechanical system alone (thereby missing excitation-induced 
effects), would not be optimal as far as computational efficiency and information stored are concerned. For this reason, 
a version of the SVD, updating rs and the POMs on-the fly, is proposed next.

3.1. SVD update

We consider the thin SVD [36], which decomposes Ss into a sum of rank-1 matrices generated by nsnap-singular 
value triplets having the largest-magnitude singular values. Hence, the expression (15) of the SVD becomes:

Ss = LsϒsRT
s , Ls ∈ RN×nsnap , ϒs ∈ Rnsnap×nsnap , Rs ∈ Rnsnap×nsnap . (17)

To increase the algorithmic efficiency, an online iterative updating of the POMs and of the relevant oriented energy
is followed. At a generic iteration step, the updating in the sth sub-domain to modify Ls , ϒs and Rs can be formulated
as the SVD of the sum of the original snapshots matrix and of term linked to new snapshots, according to:

Ss + asbT
s =


Ls as

 ϒs 0
0 I

 
Rs bs

T
. (18)

In Eq. (18): vector as ∈ RN contains the new snapshots, bs ∈ Rnsnap+1 is a binary vector, stating which column of Ss is 
modified by the newly available snapshot. Practically, to update the SVD when snapshot Unsnap+1s 

becomes available, 
a row of zeros is appended to Rs and bs = [0 0 · · · 1] is adopted. The algorithmic procedure can then be schematized 
as: 

Ss 0


= Lsϒs

RT

s 0
T

→

Ss Unsnap+1s


= L̂sϒ̂sR̂T

s , (19)

where the matrices L̂s , ϒ̂s and R̂s are the updated ones.
The adopted SVD update speeds up the calculations, since a large amount of matrix operations involve arrays whose

main dimension is on the order of nsnap; while a standard SVD technique attacks the problem handling matrices whose



main dimension is Ns ≫ nsnap. Such computational details, and a thorough explanation of this technique are described 
in the Appendix.

The convergence of the update procedure is attained when the estimates of the number of POMs to be retained in 
the reduced order model, and of the relevant oriented energy content are not increased by the new snapshot collected 
at time tsnap+1, i.e.:

rstsnap+1
= rstsnap

(20a)
rstsnap+1

i=1
υ2

i i

Ns
i=1

υ2
i i


tsnap+1

≤


rstsnap
i=1

υ2
i i

Ns
i=1

υ2
i i


tsnap

. (20b)

Obviously, the convergence (i.e. the end of the training phase) is reached whenever these two conditions are fulfilled
in each sub-domain. The Algorithm 3 provides the details of the SVD update: during the training phase of the analysis,
the DD strategy is used to find the kinematic fields, Us , U̇s , Üs , in all sub-domains (see step 5 of Algorithm 3) and
then the algorithm updates the reduced basis Asr as soon as a new snapshot is collected. In this way, the time windows
length tsnap is not set a priori, and the bases are built in an optimal way.

Algorithm 3 SVD update

1. INPUT Ms , Ks , ks
2. OUTPUT Ars , rs

3. while (exit = .FALSE.) do
4. UPDATE t = t + ∆tre f
5. CALL DD(Ms , Ks , t , t + ∆tre f ) - Algorithm (1) −→ Us , U̇s , Üs ;
6. for (s = 1, nsd) do
7. as = Us , bs = [0 0 · · · 1]
8. ps = as − LsLT

s as , Rsa =


pT
s ps , Ps =

1
Rsa

ps

9. Rs =

RT

s 0


10. qs = bs − RsRT
s bs , Rsb =


qT

s qs , Qs =
1

Rsb
qs

11. 9s =


ϒs LT

s as
0 ∥ps∥


12. CALL SVD(9s , ks) −→ Ĺs , ϓs , Ŕs , rstsnap+1

13. UPDATE L̂s = [Ls Ps] Ĺs , R̂s = [Rs Qs] Ŕs

14. if

rstsnap+1
≤ rstsnap

.AND.

rstsnap+1
i=1 ν2

i iN
i=1 ν2

i i


tsnap+1

≤

rstsnap
i=1 ν2

i iN
i=1 ν2

i i


tsnap

 then

15. ASSEMBLY Asr = L̂s(:, 1 : rstsnap+1
);

16. end if
17. end for
18. if (all Asr are built) then
19. exit = .TRUE.
20. end if
21. end while

4. DD–POD algorithm

To reduce the computational burden of the elastic–plastic dynamic structural problem (1), the DD technique 
discussed in Section 2 is here coupled to the POD-based reduced order modelling presented in Section 3: hence 
the name DD–POD for the proposed approach.



According to [18,37], within the DD framework an implicit–explicit integration scheme is adopted; an uncondi-
tionally stable implicit scheme is associated to the linear elastic sub-domains, while the sub-domains wherein the non-
linear phenomena occur are switched to an explicit time scheme. As already remarked in Section 2, two time step 
sizes are considered: the explicit one, ∆tex p, computed on the basis of the Courant–Friedrichs–Levy condition; and 
the implicit one ∆timp = m∆tex p, assumed as an integer multiple of the explicit one.

Matching meshes at any interface between sub-domains are considered. This assumption allows to guarantee that 
the numerical dissipation linked to the domain decomposition approach, basically due to the work of the interface 
tractions, does not sensibly affect the energy balance of the system [18,37].

During the training stage of the simulation, the DD algorithm described in Section 2 is used to compute the 
snapshots needed to create the reduced bases in those sub-domains wherein the material is not yet deforming 
plastically. After this initial phase, as long as a sub-domain remains linear elastic, the POD-based reduced order 
modelling is handled. Once a sub-domain enters in the elastic–plastic regime, its elastic–plastic behaviour is computed 
by means of a full order nonlinear model. Conversely, if a sub-domain enters in elastic–plastic regime during the 
training phase, a full order nonlinear model is directly performed for that sub-domain.

4.1. DD–POD algorithm: elastic case

Once the reduction matrices Asr of Eq. (13) are built, the dynamics of each elastic sub-domain is projected onto 
the reduced order space spanned by the relevant POMs through:

Us ≈ Asr 4sr (21a)

U̇s ≈ Asr 4̇sr (21b)

Üs ≈ Asr 4̈sr , (21c)

where 4sr , 4̇sr and 4̈sr are the reduced order displacement, velocity and acceleration vectors.
The projected equilibrium equations for the sth sub-domain read, at instant t = tn+1:

MsAsr 4̈s,n+1r + KsAsr 4s,n+1r ≈ Fext
s,n+1 + CT

s 3n+1. (22)

The approximation (21) introduces unbalances, as reported in Eq. (22). By enforcing the resulting residuals to be 
orthogonal to the sub-space spanned by POMs themselves, through a Galerkin projection we obtain:

Msr 4̈s,n+1r + Ksr 4s,n+1r = Fext
s,n+1r

+ 3n+1r , (23)

where reduced order matrices and vectors have been introduced as:

Msr = AT
sr

MsAsr Ksr = AT
sr

KsAsr (24a)

Fext
s,n+1r

= AT
sr

Fext
s,n+1 3n+1r = AT

sr
CT

s 3n+1. (24b)

Making use of the Newmark time integration algorithm, the reduced displacement and velocity fields at the end of
the time step


tn tn+1


are:

4s,n+1r =
p4s,nr + βs∆t2

imp4̈s,n+1r (25a)

4̇s,n+1r =
p4̇s,nr + γs∆timp4̈s,n+1r , (25b)

where p4s,nr and p4̇s,nr respectively represent the reduced order predictors of the displacement and velocity, given
by:

p4s,nr = 4s,n + ∆timp4̇s,n + ∆t2
imp


1
2

− βs


4̈s,n (26a)

p4̇s,nr = 4̇s,n + ∆timp (1 − γs) 4̈s,n . (26b)

According to the DD technique presented in Section 2, the reduced order kinematic solution for each sub-domain is 
split into two terms, denoted once again as free and link. The overall solution is obtained as the superposition of the



two, namely:

4s,n+1r = 4
free
s,n+1r

+ 4link
s,n+1r

(27a)

4̇s,n+1r = 4̇
free
s,n+1r

+ 4̇
link
s,n+1r

(27b)

4̈s,n+1r = 4̈
free
s,n+1r

+ 4̈
link
s,n+1r

. (27c)

The reduced order problems providing the aforementioned free and link contributions are both obtained by
projecting the full order ones onto the space spanned by the sub-domain POMs. The formulation of the reduced
order free problem for the sth sub-domain thus reads:

Msr 4̈
free
s,n+1r

= Fext
s,n+1r

− Ksr
p4s,nr , (28)

where Msr = Msr + βs∆t2
impKsr .

Once 4̈
free
s,n+1r

is determined, the reduced order free displacement and velocity vectors can be obtained through:

4
free
s,n+1r

=
p4s,nr + βs∆t2

imp4̈
free
s,n+1r

(29a)

4̇
free
s,n+1r

=
p4̇s,nr + γs∆timp4̈

free
s,n+1r

. (29b)

In the link problem, the unknowns are the link acceleration and Lagrange multiplier vectors. The latter term is
obtained as the solution of the interface problem, see step 14 in Algorithm 1. The free displacement vector computed
along the interface Γ between the adjacent sub-domains, Ufree

Γs,n+1
= CsUfree

s,n+1, which plays a role in Eq. (11), is
reconstructed from the reduced free displacement vector, making use of the matrix As as follows:

Ufree
Γs,n+1

= CsAsr 4
free
s,n+1r

. (30)

Once the vector of interface forces is obtained, it is projected onto the reduced order space via:

3n+1r = AT
sr

CT
s 3n+1. (31)

Hence, the reduced order link problem for the sth sub-domain reads:

Msr 4̈
link
s,n+1r

= 3n+1r (32)

and:

4link
s,n+1r

= βs∆t2
imp4̈

link
s,n+1r

(33a)

4̇
link
s,n+1r

= γs∆timp4̈
link
s,n+1r

. (33b)

4.2. DD–POD algorithm: elastic–plastic case

As already pointed out, as long as all the sub-domains behave elastically, a common implicit time scale is defined 
and the time stepping procedures are all synchronous. At each time instant, the reduced displacement fields are 
computed and a plastic check is implemented, to control if the elastic response hypothesis remains valid. For material 
behaviour modelled through an associative elastic–perfectly plastic constitutive law [38,39] with von Mises yield 
criterion, the nonlinear behaviour in a sub-domain starts as soon as the von Mises equivalent stress attains the yield 
stress σy at a Gauss point.

When plastic deformations develop inside a sub-domain, the relevant time stepping scheme switches to the explicit 
one; the reduced order analysis stops and, through a zoom-in strategy (i.e. a downscaling to a full order model), the 
nonlinear modelling is performed for that sub-domain. The time integration algorithm turns effectively into a multi-
time scale one with two time scales. To keep a high level of accuracy in the analysis, the change in the reference time 
scale is carried out through a step back to the previous implicit time instant for all the sub-domains [37], as shown in 
Fig. 3.



Fig. 3. Step back procedure.

We focus now on the section for the explicit sub-domains at time instant t j+1, belonging to the coarse step

tn tn+1


for j = 1, . . . , m−1. If the whole solution at time tn is known, the free and link contributions to the nodal acceleration
read:

MsÜfree
s j+1 = Fext

s j+1
− Fint

s (Us j ) (34a)

MsÜlink
s j+1

= CT
s 3 j+1. (34b)

Due to the explicit scheme, the internal forces Fs
int(Us j ) depend only on the displacement field Us j at the end of 

the previous explicit, fine time step and, obviously, no iterations are required. As the reduced order free displacement 
fields for the elastic sub-domains are computed using Eq. (28) at the time instants of the implicit scale only; they are 
linearly interpolated within the time step through Eq. (30), the full fields are computed and the right hand side of the 
interface problem (see Eq. (11)) is finally evaluated to set continuity at each instant of the fine time scale. In such 
multi-time scale simulations, the interface operator Hel takes the following expression:

Hel = I +

simp
s

βs∆t2
impKel


CsM−1

s CT
s


el

, (35)

where simp denotes the number of elastic sub-domains, for which the implicit integrator is still adopted in the analysis. 
Since βs = 0 for the elastic–plastic sub-domains, their only contribution to Hel are the identity matrix in Eq.(35). 
Accordingly, the global interface operator Hel has to be reassembled whenever a new sub-domain enters the elastic–
plastic regime.

In compliance with the proposed procedure, every time a sub-domain fulfils the plastic check, a step back to the 
last equilibrium solution corresponding to implicit time instant should be performed. This procedure would require to 
store the full free solutions in m explicit time steps; to avoid this drawback, the plastic check is performed only at the 
time instants corresponding to the implicit time scale. In this way the stress values used for the plastic check do not 
depend on the solution at the fine time scale. To reduce the consequences of this assumption, a reduced yield stress σ̃y 
= ασy with α = 0.75 has been adopted in the following examples here shown.

The Algorithms 4 and 5 report the proposed reduced order modelling coupled with DD technique to handle the 
elastic–plastic structural problems, respectively in the case the standard version of POD (DD–POD) or the proposed 
SVD update technique, (DD–POD update) is adopted. Whenever plastic deformation develops inside a sub-domain, 
a multi-time stepping algorithm is plugged in and the reduced order model for the same sub-domain is switched off. 
The calls to such multi-time scale, explicit–implicit technique at step 8 of Algorithm 4 and step 4 of Algorithm 5 are 
handled simultaneously either a full-plastic or a reduced-elastic problem associated to each sub-domain, according to 
what devoted in Algorithm 6.

5. Numerical examples

The simulations discussed in what follows have been run on a PC featuring an Intel(R) CoreTM i7 − 2600 CPU @
3.4 GHz, with a 64 bit operating system.

All the structures considered in this section have been assumed to be made of homogeneous steel, featuring an 
elastic–perfectly plastic response. The relevant material properties are listed in Table 1, together with the value of the 
interface stiffness between the sub-domains, see Eq. (6).



Algorithm 4 DD–POD

1. INPUT Ms , Ks , ks , t0, tsnap, tend
2. OUTPUT mechanical solution; Us , U̇s , Üs

3. for (t = t0, tsnap) do
4. CALL DDel−pl (Ms , Ks , t , t + ∆t) - Algorithm (1) −→ Us , U̇s , Üs ;
5. UPDATE the snapshots matrix: Ss = [Ss Us]
6. end for
7. CALL DD-SVD(Ss , ks) - Algorithm (3) −→ Ar , rs
8. CALL DDel−pl (Ms , Ks , tsnap, tend ) - Algorithm (6) −→ Us , U̇s , Üs ;

Algorithm 5 DD–POD updated

1. INPUT Ms , Ks , ks , t0, tend
2. OUTPUT mechanical solution; Us , U̇s , Üs

3. CALL SVD update(Ms , Ks , ks) - Algorithm (3) −→ Ars , rs ;
4. CALL DDel−pl (Ms , Ks , t , tend ) - Algorithm (6) −→ Us , U̇s , Üs ;

Table 1
Steel mechanical properties adopted in the simulations.

Property Symbol Value Units

Young’s modulus E 210 GPa
Mass density ρ 7800 kg/m3

Poisson’s ratio ν 0.3 –
Yield stress σy 200 MPa
Interface stiffness κI , κI I , κI I 1012 N/m3

The response to the external loads of each linear elastic sub-domain is integrated in time with the Newmark 
average acceleration scheme featuring γs = 1/2 and βs = 1/4, while the nonlinear one is integrated with the central 
difference scheme featuring γs = 1/2 and βs = 0. The explicit time step size is set as ∆tex p = 5 · 10−6 and the scale 
factor between the coarse and the fine time scales as m = 100.

In reduced order simulations, we have always adopted ks ≥ 0.999 (see Eq. (16)) for each sub-domain, to ensure 
high accuracy of the solutions. When the standard SVD has been used in the training stage, at least 50 snapshots were 
collected for each sub-domain; when the SVD update has been instead adopted, one snapshot was collected every 10 
time steps, till convergence.

Four numerical examples are now presented in order to show the performance of the coupled DD–POD 
methodology. In the first two examples, a slender cantilever beam is considered; first, we present an investigation 
of the algorithm performance in terms of accuracy, computing time, convergence of POMs and energy balance in the 
case of free elastic vibrations of the beam. Second, the beam is subjected to a time-varying load to show how the 
proposed methodology can handle nonlinear elastic–plastic problems. In the next two examples, the elastic–plastic 
analysis of a structural frame is presented with both two-dimensional (2D) and three-dimensional (3D) geometry 
representations.

5.1. Cantilever beam

5.1.1. Elastic case
We consider the cantilever beam shown in Fig. 4. Under plane strain conditions, the geometry of the beam is 

fully characterized by a span length of 4 m and a width of 0.4 m. The finite element mesh consists of constant strain 
triangular elements with a characteristic size of 0.08 m, as shown in Fig. 4.

Fig. 4 also shows the two considered sub-divisions into two and four sub-domains; the thin vertical lines within the 
beam in Fig. 4 stand for the cross-section handled as possible interfaces in the analysis. Table 2 provides the number 
of degrees of freedom and elements corresponding to each sub-domain. The left end of the beam is clamped, whereas



Algorithm 6 Elastic–plastic domain decomposition algorithm (DDel−pl)

1. INPUT Ms , Ks , t0, tend
2. OUTPUT mechanical solution; Us , U̇s , Üs

3. for (t = t0, tend) do
4. UPDATE t = t + ∆texp
5. for (s = 1, nsd) do
6. UPDATE ts = ts + ∆ts
7. if (ts < t) then
8. SOLVE free problem

elastic sub-domain elastic–plastic sub-domain

Msr 4̈
free
sr

+ Ksr 4
free
sr = Fext

sr
MsÜfree

s = Fext
s − Fint

s (Us0)

9. end if
10. if (ts ≠ t) then
11. INTERPOLATE free displacements

CsUs,t =


1 −

j
m


CsUs,ts−∆ts +

j
m CsUs,ts

12. end if
13. end for
14. SOLVE interface problem

A
nelint
el=1


Hel3el = Kel


Ufree


el


15. for (s = 1, nsd) do
16. if (ts = t) then
17. SOLVE link problem

elastic sub-domain elastic–plastic sub-domain

Msr 4̈
link
sr

+ Ksr 4
link
sr

= CT
s Asr 3 MsÜlink

s = CT
s 3

18. end if
19. end for
20. for (s = 1, nsd) do
21. COMPUTE the kinematic quantities:

elastic sub-domain elastic–plastic sub-domain
U = Asr 4

free
sr + Asr 4

link
sr

U = Ufree
+ Ulink

U̇ = Asr 4̇
free
sr

+ Asr 4̇
link
sr

U̇ = U̇free
+ U̇link

Ü = Asr 4̈
free
sr

+ Asr 4̈
link
sr

Ü = Üfree
+ Ülink

22. COMPUTE the stress state in each Gauss point (σsi , i = 1, 2, . . . , ngp)
23. if (σsi > ασy ∧ (sub-domain s is elastic)) then
24. sub-domain s switches to elastic–plastic regime
25. STEP BACK
26. end if
27. end for
28. end for

Table 2
Elastic beam problem, number of degrees of freedom and elements corresponding to
each sub-domain.
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Fig. 4. Cantilever beam problem: (a) geometry and (b) space discretization.

Fig. 5. Elastic beam problem, time history of the vertical displacement of node 0. Comparison between the outcomes of the reference monolithic 
approach and of the proposed methodology at varying number of sub-domains. The zoom-in window provides also an overview of the duration of 
the training stage (as each vertical line represents the end of the training stage of the simulation associated to the same line colour and style). (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

the right one is free and loaded by a transversal force F = 40 kN applied at t = 0 and held constant. Under such 
loading condition, the hypothesis of linear elastic behaviour for the whole beam remains valid throughout the entire 
analysis.

Fig. 5 shows the vertical displacement of the node 0 located at the free end of the beam, and reported in Fig. 4. To 
check the effects of the interface stiffness, adopted with the proposed DD–POD method in the case of two and four



Table 3
Elastic beam problem, run times (tend = 0.5 s); relative error and computational gain with respect to the reference monolithic approach (M). All
the time data are in seconds.

Total time Snapshots Red. system Error w.r.t. M Gain w.r.t. M

Monolithic (M) 846 – – – –

Monolithic
POD (tsnap = 5 · 10−2) 113 86 27 2.12 · 10−2

−86.8
POD (tsnap = 1 · 10−2) 48 17 31 1.94 · 10−2

−94.3

DD(2sd)
POD (tsnap = 5 · 10−2) 131 75 56 4.4 · 10−2

−84.5
POD (tsnap = 1 · 10−2) 77 14 63 6.96 · 10−2

−91.0
PODupdated 72 7 65 2.2 · 10−2

−91.5

DD(4sd)
POD (tsnap = 5 · 10−2) 192 79 113 9.02 · 10−2

−77.3
POD (tsnap = 1 · 10−2) 137 15 122 1.11 · 10−1

−83.8
PODupdated 145 8 137 1.44 · 10−1

−82.9

Fig. 6. Elastic beam problem, time evolution of the first two POMs during the training stage.

sub-domains, and of the procedure which merges DD and POD with SVD update, the time history of the afore-
mentioned displacement is compared with the outcomes of the monolithic approach, and of the standard approach 
at varying duration of the training stage tsnap. A noteworthy good agreement of the results can be observed for all 
the listed simulations. Table 3 reports the results by splitting the total run time into the contributions to generate the 
reduced sub-space and the POMs, and to evolve the reduced model. These additional data provide an idea on how the 
computational gain may evolve when the total time of the analysis (here tend = 0.5 s) is varied. Table 3 also gathers the 
error with respect to the reference monolithic solution, computed as the L2 norm of the relative discrepancy between 
the time evolutions of beam deflection. All the listed simulations provide an error amounting to a few percent only.

As demonstrated in the case of monolithic POD, see [20], the use of the SVD update during the initial training 
stage of the analysis allows to optimize the computational costs, as depicted in the inset of Fig. 5 and in Table 3. 
Fig. 6 provides the typical time evolution of the first and second POMs; we can see that the two POMs progressively 
converge towards a specific, problem-dependent configuration during the training stage. Similar results have 
been obtained also for the higher order POMs, and are not reported here for brevity. The number of POMs to be 
retained in all the simulations, to match the energy accuracy condition, is listed in Table 4. The plots of the two 
POMs in Fig. 6 confirm that the convergence conditions governed by Eq. (20) are appropriate; in fact, when the 
online updating procedure stops (at t = 0.04 s, which corresponds to the green line in the inset of Fig. 5), the 
POMs have already attained convergence in each sub-domain.

The enhancement of the approach proposed in [21] for nonlinear multi-physics phenomena, was founded on the 
coupling of POD and DD techniques still enforcing the continuity of the velocity field across all the interfaces between 
adjacent sub-domains. Following the same procedure here, where the solid domain is split on its own into sub-domains 
(while in former analysis we kept it monolithic), gives rise to some computational issues. Fig. 7 shows that such



Table 4
Elastic beam problem, number of POMs retained in the reduced order model for each sub-domain.

approach might be not able to provide an accurate representation of the dynamic response of the whole system; the 
blue curves in Fig. 7(a) put in evidence that, as soon as the reduced order analysis starts working at t = 0.05 s, the 
vertical displacements of the six interface nodes located at the mid-span, see Fig. 4, are affected by a bias continuously 
growing in time. This outcome is not reported for the solution obtained with the proposed DD–POD technique, which 
allows to almost perfectly match the reference monolithic system evolution in terms of displacements and velocities 
at all the interface nodes. As far as the horizontal displacement of node 3 is concerned, Fig. 8 shows a comparison 
of the reference monolithic solution with the one obtained with the proposed methodology: also in this case, a very 
good agreement is reported even if the magnitude of this displacement is much smaller that the amplitude of the main, 
vertical displacement field sketched in Fig. 7. This incapability of the GC domain decomposition technique to provide 
accurate results is not related to the technique itself; instead, the issue is related to the way the POMs are obtained 
in the training stage of the analysis, by processing snapshots gathering only nodal displacements, as discussed in 
Section 3. Enforcing the continuity of the velocity field across the sub-domain interfaces, leads to a decreased overall 
accuracy of the algorithm because of the time derivative of the fields actually retained in the reduced order models.

Fig. 9 displays the kinetic energy, the work of internal and external forces and the energy balance of the system. 
Being the phenomena under study not dissipative, the energy dissipation can be computed as the difference between 
the variation of the mechanical energy and the work of the external forces; as reported in the graph, the global energy 
balance is satisfied. This result is consistent with the demonstration of the global stability of the GC method provided 
in [18]: no energy is dissipated along the interface, whenever the response of sub-domains is advance in time keeping 
the same time scale.

Concerning the computational costs, a comparison between the POD and the DD–POD solutions, independently 
of the number of sub-domains, points out that the reduced system evolution of the POD analysis represents a major 
portion of the total run time compared to the DD–POD solution, as shown in Table 3 and graphically reported in 
Fig. 10. This is mainly caused by the need to solve a full size interface problem within each time step. In spite of this, 
Table 3 reports that the computational gain amounts to 77%–94%; its value is not affected much by the joint use of 
DD and POD, even if the total number of POMs handled by the DD–POD algorithm, which depends on tsnap and on 
whether the SVD update is plugged in, is slightly higher than in the reduced order monolithic case, see Table 4.

The reduction of the order of the interface problem, and its handling within a multi time step domain decomposition 
algorithm preserving the problem stability, will be addressed in future research.

5.1.2. Elastic–plastic case
We consider the same beam presented in Section 5.1.1 with its right end loaded by a force whose load history is 

now shown in Fig. 11. Under such loading condition, the von Mises equivalent stress reaches the yield strength in the 
part of the beam close to its fixed end, and plastic deformations develop.

A comparison between the results obtained with the reference monolithic algorithm and with the DD–POD one are 
shown in Figs. 12 and 13, where the time histories of displacement and velocity of node 0 are respectively reported at 
varying number of sub-domains. A good agreement among all the results can be observed.

The use of the proposed DD–POD technique allows attaining a computational gain amounting at least to 60% (see 
Table 5). In this nonlinear example, the computational gain of DD–POD analysis is slightly increased with respect
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Fig. 7. Elastic beam problem, time histories of the vertical displacements (top part) and vertical velocity (bottom part) of the interface nodes 1–6 
in Fig. 4. Comparison between the outcomes of the reference monolithic approach and of the POD method associated to domain decomposition 
techniques: the Gravouil–Combescure algorithm and the proposed domain decomposition method (DD) with elastic interface law, respectively. 
The pink planes represent the end of the training stage of the analyses. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.)
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Fig. 8. Elastic beam problem, time history of the horizontal displacement of node 3. Comparison between the outcomes of the reference monolithic
approach and of the proposed methodology.

Fig. 9. Elastic beam problem, energy balance.

Table 5
Elastic–plastic beam problem, run times (tend = 0.5 s), relative error and computational gain with respect to the
reference monolithic approach (M). All the time data are in seconds.

Total time Error w.r.t. M Gain w.r.t. M

Monolithic (M) 5962 – –

POD (tsnap = 1 · 10−2) 2687 2.57 · 10−3
−54.9

DD(2sd)–POD (tsnap = 1 · 10−2) 2457 1.63 · 10−2
−58.8

DD(2sd)–POD (tsnap = 5 · 10−3) 2453 1.44 · 10−2
−58.9

DD(2sd)–POD (tsnap = 1 · 10−2) 2407 1.55 · 10−2
−59.6



Fig. 10. Elastic beam problem, comparison between the run times. For each reduced order analysis associate with DD, the first two columns from
the left represent the classical POD run times, whereas the third column represents the run time when the SVD update is adopted.

Fig. 11. Elastic–plastic beam problem, load time history.

to the monolithic POD one, whereas the overall relative error already introduced in Section 5.1.1 turns out to be one 
order of magnitude bigger if POD is used in combination with DD. In this case, the increased computational gain is 
mainly due to the possibility of differentiating the analysis type (implicit or explicit) in each sub-domain, activating 
the plastic modelling (red sub-domain in Fig. 12) only in those part of the beam wherein plastic deformations occur.

The additional issue of building reduced order models in the non-linear phase of the analysis within the same 
context, (see e.g. [3]) with models possibly evolving in time as plasticization is spreading in the domain, will be a 
subject of further future research.

5.2. Structural frame

5.2.1. 2D case
We consider now the two-dimensional structural frame shown in Fig. 14, which can be consider as a simple 

model of a single-storey building. The frame comprises two columns of height 6 m and width 0.25 m, anchored 
at the foundations, and a horizontal beam of span length 5.5 m and width 0.5 m, linked through moment-resisting 
connections to the two columns. Resistance to lateral and vertical actions is provided by the rigidity of the connections 
and by the bending stiffness of the members.

Fig. 14 also shows the adopted finite element mesh, featuring constant strain triangular elements with a 
characteristic size of 0.07 m, and the two considered subdivisions into three and six sub-domains (here, like before,



Fig. 12. Elastic–plastic beam problem, time history of the vertical displacement of node 0. Comparison between the outcomes of the reference
monolithic approach and of the proposed methodology. In the bottom table, the schematic beams indicate the geometry of the subdivision into sub-
domains, and the corresponding analysis type (i.e. blue, DD–POD algorithm with elastic implicit analysis; red, DD algorithm with elastic–perfectly
plastic explicit analysis). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 13. Elastic–plastic beam problem, time history of the vertical velocity of node 0. Comparison between the outcomes of the reference monolithic 
approach and of the proposed methodology.

the thin lines in the body stand for the cross-section handled as interfaces between the sub-domains). Plane strain 
conditions are assumed to hold. Table 6 gathers the number of degrees of freedom and elements corresponding to the 
monolithic and to the two DD analyses.
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Fig. 14. Structural frame, (a) system geometry, space discretization and domain decomposition into (b) three and (c) six sub-domains.

Fig. 15. Structural 2D frame, time history of the horizontal displacement of node A. Comparison between the outcomes of the reference monolithic
approach and of the proposed methodology.

Table 6
Structural 2D frame, number of degrees of freedom and elements corresponding to the monolithic case and to each sub-domain.

The time-dependent load shown in Fig. 11, amplified ten times, is applied to the right end of the beam, as shown in 
Fig. 14(a). Focusing on node A of Fig. 14(a), the time evolution of its horizontal displacement is reported in Fig. 15, 
as obtained with the monolithic analysis and with the DD–POD procedure at varying number of sub-domains. Once 
again, a noteworthy good agreement among all the enlisted responses can be observed.

Exploiting the switch to a full order explicit analysis on-the-fly in the plastic sub-domains, as presented in Section 
4, a computational gain up to 43% can be obtained, with a slight increase with respect to the monolithic POD solution 
and with a relative error with respect to the monolithic solution of only 10−2, see Table 7. This gain has been attained 
even if the total number of POMs in the DD–POD simulations is slightly higher than in the monolithic analysis, see 
Table 8.



Table 7
Structural 2D frame, run times (tend = 0.5 s), relative error and computational gain with respect to the reference
monolithic approach (M). All the time data are in seconds.

Total time Error w.r.t. M Gain w.r.t. M

Monolithic (M) 51074 – –
POD (tsnap = 0.1) 30887 2.56 · 10−3

−39.5
DD(3sd)–POD (tsnap = 0.1) 29400 1.02 · 10−2

−42.4
DD(6sd)–POD (tsnap = 0.1) 28908 1.2 · 10−2

−43.3

Table 8
Structural 2D frame, number of POMs retained in the reduced order models.

Table 9
Structural 3D frame, number of degrees of freedom and elements corresponding to the monolithic case and to each sub-domain.

To finally check the accuracy of the DD–POD approach in providing the time evolution of space-differentiated 
fields, results of the simulations in terms of the von Mises stress and equivalent plastic strain are compared in Fig. 16 
at t = 0.36 s; a similar comparison can be obviously obtained for any other time instant. We can note the good 
agreement featured by the outcomes of all the simulations also as for this derived fields, testifying the accuracy of the 
kinematic fields modelled by the reduced order models.

5.2.2. 3D case
The 2D structural frame considered in Section 5.2.1 is now modelled in its 3D geometry, as shown in Fig. 17. 

Accounting for the symmetries in geometry and loading condition, only one half of the real structural frame is 
modelled and appropriate symmetry boundary conditions are handled. The unstructured finite element mesh, featuring 
quadratic 10-node tetrahedral elements, is characterized by an element size of 0.17 m in the columns and of 0.35 m, 
in the storey plate, see Fig. 17(b). Fig. 17(c) shows the considered sub-divisions into two, three, five and six sub-
domains; Table 9 gathers the number of degrees of freedom and elements corresponding to the monolithic and to such 
sub-domain decompositions.

The concentrated force handled in the 2D analyses is now assumed as a distributed one over the right vertical 
section of the slab of height 0.5 m and span length 6 m, as shown in Fig. 17(a).

Focusing on node A of Fig. 17(b), the time evolution of its horizontal displacement is reported in Fig. 18, as 
obtained with the monolithic analysis and with the DD–POD procedure at varying number of sub-domains.

To check also in this 3D set of simulations the accuracy of the solutions in terms of stress and strain fields, results 
concerning von Mises stress and the equivalent plastic strain at t = 0.5 s are respectively compared in Figs. 19 and 
20, respectively. Like before, all the responses turn out to be in very agreement can be observed.



Fig. 16. Structural frame, maps of von Mises stress and equivalent plastic strain at t = 0.36 s on the deformed configuration (amplification factor
equal to 5). Comparison between the outcomes of the reference monolithic approach and of the proposed methodology.

Table 10
Structural 3D frame, run times (tend = 0.5 s), relative error and computational gain with respect to the reference
monolithic approach (M). All the time data are in seconds.

Total time Error w.r.t. M Gain w.r.t. M

Monolithic (M) 252945 – –
DD 232015 4.6 · 10−3

−8.3
DD(2sd)–POD 164054 4.6 · 10−2

−35.1
DD(3sd)–POD 155944 1.6 · 10−2

−38.3
DD(5sd)–POD 151940 4.5 · 10−2

−39.9
DD(6sd)–POD 156267 9.8 · 10−2

−38.2



a b

c

Fig. 17. Structural 3D frame, (a) system geometry, (b) space discretization and (c) domain decomposition into two, three, five and six sub-domains.

Fig. 18. Structural 3D frame, time history of the horizontal displacement of node A. Comparison between the outcomes of the reference monolithic 
approach and of the proposed methodology. tsnap is equal to 0.1 s in all simulations.

The use of the proposed DD–POD technique allows now to attain a computational gain of around 40%, see 
Table 10. This outcome is linked to what reported in Table 11 in term of total number of POMs in the DD–POD 
simulations. In this nonlinear example, the overall error with respect to the reference monolithic solution is an order 
of magnitude higher if POD is used in combination with DD compared to reference solution. The slight increasing 
of computational gain in the cases at increasing number of sub-domains is once again caused by the possibility to 
differentiate the time integration algorithm during the analysis, activating the plastic modelling only in those part 
of the structural frame wherein plastic deformations develop. Since the central part of the horizontal slab is never 
plasticized, the kinematic fields there are always obtained with the reduced order models.



Table 11
Structural 3D frame, number of POMs retained in the reduced order models.

Despite the adoption of the POD leads to a computational gain up to 40%, the computational burden of the
DD–POD simulations in the presence of elastic–plastic behaviour remains high especially in the three dimensional
case, due to the Courant–Friedrichs–Lewy condition defining the time step size.

6. Conclusion

In this paper, we have provided a hybrid domain decomposition, reduced order modelling approach so as to handle
diffused or localized nonlinearities due to, e.g. plasticity. The proposed technique is an advancement of the method
proposed in [2,20] for electro-mechanical problems, and it has been framed within the general DD–POD approach,
which allows the simulation of multi-physics and/or highly nonlinear coupled problems.

A critical discussion of the algorithm performances has been provided for the elastic vibrations of a cantilever
slender beam. Results have shown that in the elastic case the methodology with continuous updating of the basis during
the training phase of analysis, provides very accurate descriptions of the system evolution, with a computational gain
larger than 90%, in comparison to a rather standard monolithic approach.

To assess the performance of the proposed approach, for elastic–plastic dynamical structural problems, the
responses of the same beam and of a structural frame subject to time varying loading have been presented, this
last in 2D and 3D. The proposed coupled use of POD and DD has allowed to detect and consequently reduce the parts
(i.e. sub-domains) of the structure that remain in the elastic regime; this strategy has allowed to attain a computational
gain of up to about 55%, without affecting much the accuracy of the result.

The present and future activities concern the further development of the proposed method to study diffused and
concentrated material nonlinearities in the solid, like e.g. damage, fracture possibly combined with plasticity.
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Appendix. SVD update

The appendix describes the 1-rank updating of the thin SVD, proposed in [40,41].
Let Ps ∈ RNs×nsnap be an orthonormal basis of the column space (I − LsLT

s )as and set Ras = PT
s (I − LsLT

s )as ∈

Rnsnap . The relationship between these quantities is given by:


Ls as


=

Ls Ps

 I LT
s as

0 Ras


. (A.1)

Similarly, let QsRbs = (I − RsRs
T)bs ∈ RNs ×nsnap . Substituting Eq. (A.1) into Eq. (18), the SVD updated can be 

written as:

Ss + asbT
s =


Ls Ps


9s


Rs Qs

T
, (A.2)



Fig. 19. Structural 3D frame, maps of von Mises stress at t = 0.5 s. Comparison between the outcomes of the reference monolithic approach and
of the proposed methodology.

where [Ls Ps] and [Rs Qs] are orthonormal matrices and 9s ∈ R2nsnap×2nsnap is usually small, highly structural and
sparse matrix and can be expressed by the following expression:

9s =


I LT

s as
0 Ras

 
ϒs 0
0 I

 
I RT

s bs
0 Rbs

T

=


ϒs 0
0 0


+


LT

s as
Ras

 
RT

s bs
Rbs

T

. (A.3)



Fig. 20. Structural 3D frame, maps of equivalent plastic strain at t = 0.5 s. Comparison between the outcomes of the reference monolithic approach
and of the proposed methodology.

Focusing the attention on Eq. (A.2), it follows immediately that diagonalizing matrix 9s , i.e. 9s = ĹsϓsŔs , we
obtain the rotations Ĺs and Ŕs of the enriched subspaces [Ls Ps] and [Rs Qs], containing the information of the new
snapshot. Hence, the updating of the SVD in the sth sub-domain is given by:

Ss + asbT
s = L̂sϒ̂sR̂T

s =


Ls Ps


Ĺs


ϓs


Rs Qs


Ŕs

T
. (A.4)



Such details, and a thorough explanation of this technique are described in [40] and [41]; readers are referred to 
these papers for all the relevant details.
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