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## 1. Introduction

Given a real interval $\mathfrak{I}=[0, L]$, we consider the thermoelastic Bresse system with GurtinPipkin thermal dissipation

$$
\left\{\begin{array}{l}
\rho_{1} \varphi_{t t}-k\left(\varphi_{x}+\psi+l w\right)_{x}-k_{0} l\left(w_{x}-l \varphi\right)=0  \tag{1.1}\\
\rho_{2} \psi_{t t}-b \psi_{x x}+k\left(\varphi_{x}+\psi+l w\right)+\gamma \theta_{x}=0 \\
\rho_{1} w_{t t}-k_{0}\left(w_{x}-l \varphi\right)_{x}+k l\left(\varphi_{x}+\psi+l w\right)=0 \\
\rho_{3} \theta_{t}-k_{1} \int_{0}^{\infty} g(s) \theta_{x x}(t-s) \mathrm{d} s+\gamma \psi_{t x}=0
\end{array}\right.
$$

in the unknowns variables

$$
\varphi, \psi, w, \theta:(x, t) \in \mathfrak{I} \times[0, \infty) \mapsto \mathbb{R}
$$

Here, $\rho_{1}, \rho_{2}, \rho_{3}$ as well as $b, l, \gamma, k, k_{0}, k_{1}$ are strictly positive fixed constants, while $g$ is a bounded convex summable function on $[0, \infty)$ of total mass

$$
\int_{0}^{\infty} g(s) \mathrm{d} s=1
$$

having the explicit form

$$
g(s)=\int_{s}^{\infty} \mu(r) \mathrm{d} r
$$

where $\mu: \mathbb{R}^{+}=(0, \infty) \rightarrow[0, \infty)$, the so-called memory kernel, is a nonincreasing absolutely continuous function such that

$$
\mu(0)=\lim _{s \rightarrow 0} \mu(s) \in(0, \infty)
$$

In particular, $\mu$ is summable on $\mathbb{R}^{+}$with

$$
\int_{0}^{\infty} \mu(s) \mathrm{d} s=g(0)
$$

and the requirement that $g$ has total mass 1 translates into

$$
\int_{0}^{\infty} s \mu(s) \mathrm{d} s=1
$$

Moreover, the kernel $\mu$ is supposed to satisfy the additional assumption

$$
\begin{equation*}
\mu^{\prime}(s)+v \mu(s) \leq 0 \tag{1.2}
\end{equation*}
$$

for some $v>0$ and almost every $s \in \mathbb{R}^{+}$. The system is complemented with the Dirichlet bound-ary conditions for $\varphi$ and $\theta$

$$
\varphi(0, t)=\varphi(L, t)=\theta(0, t)=\theta(L, t)=0,
$$

and the Neumann ones for $\psi$ and $w$

$$
\psi_{x}(0, t)=\psi_{x}(L, t)=w_{x}(0, t)=w_{x}(L, t)=0
$$

From the physical viewpoint, system (1.1) describes the vibrations of a linear planar and shearable thermoelastic beam of Bresse type [2,19,20]. Accordingly, the functions $\varphi, w, \psi$ denote the vertical, longitudinal and shear angle displacements, respectively, while $\theta$ stands for the relative temperature, that is, the temperature variation from an equilibrium reference value.

In recent years, the asymptotic properties of Bresse systems without thermal effects, i.e. when the fourth equation of system (1.1) is omitted, have been widely investigated (see e.g. $[1,4,12,28,29]$ and the references therein). In particular, it has been pointed out that the exponential stability of the associated solution semigroups is highly influenced by the structural parameters of the problem. Roughly speaking, we may summarize the current results as follows: in the presence of frictional dissipation acting for instance on the shear angle displacement, the related contraction semigroup is exponentially stable ${ }^{1}$ if and only if the wave speeds of the first three hyperbolic equations are equal, namely,

$$
\frac{k}{\rho_{1}}=\frac{b}{\rho_{2}} \quad \text { and } \quad k=k_{0}
$$

Actually, as shown in [13,21], the same conclusions can be drawn for the thermoelastic Bresse system with Fourier-type thermal dissipation, that is, when the fourth equation of system (1.1) is replaced by the classical parabolic heat equation

$$
\rho_{3} \theta_{t}-k_{1} \theta_{x x}+\gamma \psi_{t x}=0
$$

Nevertheless, such an equation (which predicts instantaneous propagation of thermal signals) has encountered some criticisms in the scientific community, mainly due to the increasing evidence, also supported by physical experiments, that thermal motion is indeed a wave-type mechanism. Therefore, through the years, several alternative "nonclassical" heat conduction theories have been proposed. Among the others, we mention the so-called Maxwell-Cattaneo approach [3] and the heat flux history models of Coleman and Gurtin [5] and Gurtin and Pipkin [17].

Currently, several results on the stability properties of simplified versions of the thermoelas-tic system (1.1) are available in the literature, for instance regarding Timoshenko-type systems where the longitudinal motion is neglected $[11,14,22,27,30]$. On the contrary, the picture con-cerning the full model accounting for longitudinal movements is essentially poorer. In particular, to the best of our knowledge, no results have been obtained for nonclassical variants of the Bresse

[^0]$$
\|\Sigma(t) z\|_{\mathcal{X}} \leq K \mathrm{e}^{-\omega t}\|z\|_{\mathcal{X}}, \quad \forall z \in \mathcal{X}
$$
system studied in [13]. Motivated by these considerations, in the present paper we analyze the stability properties of the thermoelastic Bresse system (1.1) with Gurtin-Pipkin thermal dissipation. In contrast to the classical situation, we show that the hyperbolic character of the heat conduction law reflects on the stability conditions. More precisely, exploiting the history frame-work of Dafermos [10], we show that system (1.1) generates a contraction semigroup $S(t)=\mathrm{e}^{t \mathbb{A}}$ acting on a suitable Hilbert space $\mathcal{H}$ accounting for the presence of the memory. Then, introduc-ing the new stability number
$$
\chi_{g}=\left(\frac{\rho_{1}}{\rho_{3} k}-\frac{1}{g(0) k_{1}}\right)\left(\frac{\rho_{1}}{k}-\frac{\rho_{2}}{b}\right)-\frac{1}{g(0) k_{1}} \frac{\rho_{1} \gamma^{2}}{\rho_{3} b k}
$$
we can state our main theorem as follows.
Theorem 1.1. The semigroup $S(t)=\mathrm{e}^{t \mathbb{A}}: \mathcal{H} \rightarrow \mathcal{H}$ generated by the thermoelastic Bresse-Gurtin-Pipkin system (1.1) is exponentially stable if and only if
$$
\chi_{g}=0 \text { and } k=k_{0} .
$$

Going beyond a mere study of the Gurtin-Pipkin case, Theorem 1.1 actually provides a com-plete stability characterization of Bresse systems with Fourier, Maxwell-Cattaneo and Coleman-Gurtin thermal dissipation (see Section 2). It also subsumes the aforementioned achievements in the asymptotic properties of Timoshenko systems with classical and nonclassical heat conduction (see Section 3).

In order to discuss the mathematical difficulties encountered in the analysis, let us briefly recall two widely used techniques for the investigation of exponential stability in linear semigroups. The first one is the classical strategy based on energy-type estimates which, although successfully employed in the study of Timoshenko-type systems (see e.g. [11,22]), seems not applicable to the complete model (1.1). Another possibility is to take advantage of linear techniques, for instance exploiting the following famous result due to Prüss [26] (but see also [ 9,15 ] for the statement used here).

Lemma 1.2. Let A be the infinitesimal generator of a contraction semigroup $\Sigma(t)$ acting on a complex Hilbert space $\mathcal{X}$. Then, the following are equivalent:
(i) $\Sigma(t)$ is exponentially stable.
(ii) There exists $\varepsilon>0$ such that

$$
\inf _{\lambda \in \mathbb{R}}\|\mathrm{i} \lambda z-A z\| \mathcal{X} \geq \varepsilon\|z\| \mathcal{X}, \quad \forall z \in \mathfrak{D}(A)
$$

(iii) The imaginary axis $\mathbb{R}$ is contained in the resolvent set $\rho(A)$ of the operator $A$ and

$$
\sup _{\lambda \in \mathbb{R}}\left\|(\mathrm{i} \lambda-A)^{-1}\right\|_{L(\mathcal{X})}<\infty
$$

In light of Lemma 1.2 above, once one has proved that $\mathrm{i} \mathbb{R} \subset \rho(A)$ to reach the desired expo-nential stability it is sufficient to show that the (real-variable and continuous) function

$$
\lambda \mapsto\left\|(\mathrm{i} \lambda-A)^{-1}\right\|_{L(\mathcal{X})}
$$

is bounded outside a compact set. In the typical situation, arising for example in the models analyzed in $[13,22,27]$, when the infinitesimal generator $A$ has compact inverse, the inclusion $\mathrm{i} \mathbb{R} \subset \rho(A)$ can be obtained simply demonstrating that no eigenvalues of $A$ lie on the imaginary axis, due to a well-known result of Kato [18, Theorem 6.29]. Still, for the semigroup $S(t)=$ $\mathrm{e}^{t \mathbb{A}}$ generated by system (1.1), this strategy cannot be applied, since the inverse $\mathbb{A}^{-1}$ is not compact due to the memory component (see [24] for a counterexample). Therefore, in principle, the spec-trum of the operator $\mathbb{A}$ can be a complicated object, not simply made by (isolated) eigenvalues. We will overcome these difficulties by applying a suitable contradiction argument, together with some specific estimates in Sobolev spaces with negative exponent, in order to achieve exponential stability without making use of any a priori information on the spectrum of $\mathbb{A}$.

Plan of the paper. In the next Sections 2-3 we discuss the aforementioned implications of Theorem 1.1 on thermoelastic systems of Bresse and Timoshenko type. In the subsequent Sections 4-5 we introduce the functional setting of the problem and we establish the existence of the solution semigroup. The final Sections 6-7 are devoted to the proof of the main result.

## 2. Implications of Theorem 1.1 on Bresse systems

### 2.1. Bresse systems with Fourier heat conduction

According to the article [13], the classical thermoelastic Bresse-Fourier system

$$
\left\{\begin{array}{l}
\rho_{1} \varphi_{t t}-k\left(\varphi_{x}+\psi+l w\right)_{x}-k_{0} l\left(w_{x}-l \varphi\right)=0  \tag{2.1}\\
\rho_{2} \psi_{t t}-b \psi_{x x}+k\left(\varphi_{x}+\psi+l w\right)+\gamma \theta_{x}=0 \\
\rho_{1} w_{t t}-k_{0}\left(w_{x}-l \varphi\right)_{x}+k l\left(\varphi_{x}+\psi+l w\right)=0 \\
\rho_{3} \theta_{t}-k_{1} \theta_{x x}+\gamma \psi_{t x}=0
\end{array}\right.
$$

is exponentially stable if and only if

$$
\begin{equation*}
\frac{\rho_{1}}{k}=\frac{\rho_{2}}{b} \quad \text { and } \quad k=k_{0} \tag{2.2}
\end{equation*}
$$

Actually, system (2.1) can be (formally) obtained from (1.1) in the singular limit when the memory kernel $g$ collapses into the Dirac mass at zero $\delta_{0}$. More precisely, introducing the family of rescaled kernels

$$
g_{\varepsilon}(s)=\frac{1}{\varepsilon} g\left(\frac{s}{\varepsilon}\right), \quad \varepsilon>0
$$

we have the convergence $g_{\varepsilon} \rightarrow \delta_{0}$ in the distributional sense, and thus system (1.1) with $g$ replaced by $g_{\varepsilon}$ reduces to (2.1) for $\varepsilon \rightarrow 0$. On the other hand, since

$$
\chi_{g_{\varepsilon}}=\left(\frac{\rho_{1}}{\rho_{3} k}-\frac{\varepsilon}{g(0) k_{1}}\right)\left(\frac{\rho_{1}}{k}-\frac{\rho_{2}}{b}\right)-\frac{\varepsilon}{g(0) k_{1}} \frac{\rho_{1} \gamma^{2}}{\rho_{3} b k}
$$

exploiting Theorem 1.1 and letting $\varepsilon \rightarrow 0$ we recover (2.2). This formal argument can be made rigorous within the proper functional setting, in the same spirit of [7].

### 2.2. Bresse systems with Maxwell-Cattaneo heat conduction

The thermoelastic Bresse-Maxwell-Cattaneo system reads as follows

$$
\left\{\begin{array}{l}
\rho_{1} \varphi_{t t}-k\left(\varphi_{x}+\psi+l w\right)_{x}-k_{0} l\left(w_{x}-l \varphi\right)=0  \tag{2.3}\\
\rho_{2} \psi_{t t}-b \psi_{x x}+k\left(\varphi_{x}+\psi+l w\right)+\gamma \theta_{x}=0 \\
\rho_{1} w_{t t}-k_{0}\left(w_{x}-l \varphi\right)_{x}+k l\left(\varphi_{x}+\psi+l w\right)=0 \\
\rho_{3} \theta_{t}+q_{x}+\gamma \psi_{t x}=0 \\
\tau k_{1} q_{t}+q+k_{1} \theta_{x}=0
\end{array}\right.
$$

Here, the additional variable

$$
q:(x, t) \in \mathfrak{I} \times[0, \infty) \mapsto \mathbb{R}
$$

represents the so-called heat flux vector, satisfying the Maxwell-Cattaneo thermal law [3]

$$
\begin{equation*}
\tau k_{1} q_{t}+q+k_{1} \theta_{x}=0, \quad \tau>0 \tag{2.4}
\end{equation*}
$$

Arguing in a standard way, one can prove that system (2.3) generates a contraction semigroup of solutions $V(t)$. To the best of our knowledge, no results are currently available in the literature concerning the stability properties of such a semigroup. Nevertheless, the Bresse-Maxwell-Cattaneo model above can be obtained as a particular instance of the Bresse-Gurtin-Pipkin system (1.1), when

$$
g(s)=g_{\tau}(s)=\frac{1}{\tau k_{1}} \mathrm{e}^{-\frac{s}{\tau k_{1}}}
$$

Indeed, setting

$$
q(x, t)=-k_{1} \int_{0}^{\infty} g_{\tau}(s) \theta_{x}(x, t-s) \mathrm{d} s
$$

and integrating by parts, it is immediate to see that (2.4) holds. In conclusion, substituting the explicit value $g_{\tau}(0)=1 / \tau k_{1}$ in the condition of Theorem 1.1, we obtain

Theorem 2.1. The semigroup $V(t)$ generated by Bresse-Maxwell-Cattaneo system (2.3) is ex-ponentially stable if and only if

$$
\left(\frac{\rho_{1}}{\rho_{3} k}-\tau\right)\left(\frac{\rho_{1}}{k}-\frac{\rho_{2}}{b}\right)-\tau \frac{\rho_{1} \gamma^{2}}{\rho_{3} b k}=0 \quad \text { and } \quad k=k_{0}
$$

Again, this formal argument can be made rigorous. Indeed, denoting by $U(t)$ the solution semigroup generated by (1.1) for the particular choice $g(s)=g_{\tau}(s)$, arguing as in [11, Sec-tion 8] it is possible to show that $U(t)$ is exponentially stable if and only if $V(t)$ is exponentially stable. Observe also that, in the limit situation when $\tau=0$, system (2.3) reduces to (2.1) and the condition of Theorem 2.1 collapses into (2.2). In other words, the Fourier case is fully recovered in the limit $\tau \rightarrow 0$.

### 2.3. Bresse systems with Coleman-Gurtin heat conduction

Finally, we discuss the implications of Theorem 1.1 on the so-called Bresse-ColemanGurtin system

$$
\left\{\begin{array}{l}
\rho_{1} \varphi_{t t}-k\left(\varphi_{x}+\psi+l w\right)_{x}-k_{0} l\left(w_{x}-l \varphi\right)=0  \tag{2.5}\\
\rho_{2} \psi_{t t}-b \psi_{x x}+k\left(\varphi_{x}+\psi+l w\right)+\gamma \theta_{x}=0 \\
\rho_{1} w_{t t}-k_{0}\left(w_{x}-l \varphi\right)_{x}+k l\left(\varphi_{x}+\psi+l w\right)=0, \\
\rho_{3} \theta_{t}-(1-\varpi) k_{1} \theta_{x x}-\varpi k_{1} \int_{0}^{\infty} g(s) \theta_{x x}(t-s) \mathrm{d} s+\gamma \psi_{t x}=0,
\end{array}\right.
$$

where $\varpi \in(0,1)$ is a fixed constant. The limit cases $\varpi=0$ and $\varpi=1$ correspond to the parabolic Fourier model (2.1) and the hyperbolic Gurtin-Pipkin model (1.1), respectively. Once more, system (2.5) can be shown to generate a contraction semigroup of solutions $T(t)$ for which no stability results have been obtained so far. Still, as a corollary of Theorem 1.1, we obtain the following necessary and sufficient condition.

Theorem 2.2. The semigroup $T(t)$ generated by the Bresse-Coleman-Gurtin system (2.5) is exponentially stable if and only if (2.2) is satisfied.

Theorem 2.2 can be deduced from Theorem 1.1 considering the kernel

$$
g_{\varepsilon}(s)=\frac{1-\varpi}{\varepsilon} g\left(\frac{s}{\varepsilon}\right)+\varpi g(s), \quad \varepsilon>0 .
$$

Indeed, since

$$
g_{\varepsilon} \rightarrow(1-\varpi) \delta_{0}+\varpi g
$$

in the distributional sense as $\varepsilon \rightarrow 0$, we obtain the convergence

$$
\int_{0}^{\infty} g_{\varepsilon}(s) \theta_{x x}(t-s) \mathrm{d} s \rightarrow(1-\varpi) \theta_{x x}+\varpi \int_{0}^{\infty} g(s) \theta_{x x}(t-s) \mathrm{d} s
$$

On the other hand, in light of Theorem 1.1, exponential stability occurs if and only if

$$
\left(\frac{\rho_{1}}{\rho_{3} k}-\frac{\varepsilon}{(1-\varpi+\varpi \varepsilon) g(0) k_{1}}\right)\left(\frac{\rho_{1}}{k}-\frac{\rho_{2}}{b}\right)-\frac{\varepsilon}{(1-\varpi+\varpi \varepsilon) g(0) k_{1}} \frac{\rho_{1} \gamma^{2}}{\rho_{3} b k}=0
$$

and

$$
k=k_{0} .
$$

We end up with (2.2) in the limit $\varepsilon \rightarrow 0$. It is worth noting that here the picture is the same as in the Fourier case due to the partial parabolic character of the heat conduction law. A similar feature was observed in [27] in the context of thermoelastic systems of Timoshenko type.

## 3. Implications of Theorem 1.1 on Timoshenko systems

As shown in [11], the Timoshenko-Gurtin-Pipkin system

$$
\left\{\begin{array}{l}
\rho_{1} \varphi_{t t}-k\left(\varphi_{x}+\psi\right)_{x}=0  \tag{3.1}\\
\rho_{2} \psi_{t t}-b \psi_{x x}+k\left(\varphi_{x}+\psi\right)+\gamma \theta_{x}=0 \\
\rho_{3} \theta_{t}-k_{1} \int_{0}^{\infty} g(s) \theta_{x x}(t-s) \mathrm{d} s+\gamma \psi_{t x}=0
\end{array}\right.
$$

is exponentially stable if and only if

$$
\begin{equation*}
\left(\frac{\rho_{1}}{\rho_{3} k}-\frac{1}{g(0) k_{1}}\right)\left(\frac{\rho_{1}}{k}-\frac{\rho_{2}}{b}\right)-\frac{1}{g(0) k_{1}} \frac{\rho_{1} \gamma^{2}}{\rho_{3} b k}=0 \tag{3.2}
\end{equation*}
$$

This result subsumes and generalizes the ones obtained in the papers [14,22,27], concerning Timoshenko systems with Fourier and Maxwell-Cattaneo heat conduction. In turn, system (3.1) can be seen as a particular instance of (1.1), in the limit case when $l=0$. Indeed, in this situation, the Bresse-Gurtin-Pipkin system formally reduces to

$$
\left\{\begin{array}{l}
\rho_{1} \varphi_{t t}-k\left(\varphi_{x}+\psi\right)_{x}=0  \tag{3.3}\\
\rho_{2} \psi_{t t}-b \psi_{x x}+k\left(\varphi_{x}+\psi\right)+\gamma \theta_{x}=0 \\
\rho_{3} \theta_{t}-k_{1} \int_{0}^{\infty} g(s) \theta_{x x}(t-s) \mathrm{d} s+\gamma \psi_{t x}=0 \\
\rho_{1} w_{t t}-k_{0} w_{x x}=0
\end{array}\right.
$$

where the last wave equation is decoupled from the others, and hence can be neglected. As a consequence, the condition $k=k_{0}$ provided by Theorem 1.1 is no longer relevant; the other one, namely $\chi_{g}=0$, is exactly (3.2). This argument can be made rigorous taking $l=0$ and revisiting the proof of Theorem 1.1. The details are left to the reader.

## 4. Functional setting and notations

Along the paper, $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ will denote the standard inner product and norm on the Hilbert space $L^{2}(\mathfrak{I})$. We also consider the Hilbert subspace of zero-mean functions

$$
L_{*}^{2}(\mathfrak{I})=\left\{f \in L^{2}(\mathfrak{I}): \int_{0}^{L} f(x) \mathrm{d} x=0\right\}
$$

along with the Hilbert spaces

$$
H_{0}^{1}(\mathfrak{I}) \quad \text { and } \quad H_{*}^{1}(\mathfrak{I})=H^{1}(\mathfrak{I}) \cap L_{*}^{2}(\mathfrak{I}),
$$

both endowed with the gradient norm (due to the Poincaré inequality). Moreover, we introduce the so-called memory space

$$
\mathcal{M}=L_{\mu}^{2}\left(\mathbb{R}^{+} ; H_{0}^{1}(\mathfrak{I})\right)
$$

of square summable $H_{0}^{1}$-valued functions on $\mathbb{R}^{+}$with respect to the measure $\mu(s) \mathrm{d} s$, equipped with the weighted inner product

$$
\langle\eta, \xi\rangle_{\mathcal{M}}=\int_{0}^{\infty} \mu(s)\left\langle\eta_{x}(s), \xi_{x}(s)\right\rangle \mathrm{d} s
$$

along with the infinitesimal generator of the right-translation semigroup on $\mathcal{M}$

$$
T \eta=-\eta^{\prime} \quad \text { with domain } \mathfrak{D}(T)=\left\{\eta \in \mathcal{M}: \eta^{\prime} \in \mathcal{M}, \lim _{s \rightarrow 0}\left\|\eta_{x}(s)\right\|=0\right\}
$$

the prime standing for weak derivative. Finally, we define the phase space

$$
\mathcal{H}=H_{0}^{1}(\mathfrak{I}) \times L^{2}(\mathfrak{I}) \times H_{*}^{1}(\mathfrak{I}) \times L_{*}^{2}(\mathfrak{I}) \times H_{*}^{1}(\mathfrak{I}) \times L_{*}^{2}(\mathfrak{I}) \times L^{2}(\mathfrak{I}) \times \mathcal{M}
$$

endowed with the (equivalent) product norm

$$
\begin{aligned}
\|(\varphi, \Phi, \psi, \Psi, w, W, \theta, \eta)\|_{\mathcal{H}}^{2}= & \rho_{1}\|\Phi\|^{2}+\rho_{2}\|\Psi\|^{2}+\rho_{1}\|W\|^{2}+b\left\|\psi_{x}\right\|^{2} \\
& +k\left\|\varphi_{x}+\psi+l w\right\|^{2}+k_{0}\left\|w_{x}-l \varphi\right\|^{2}+\rho_{3}\|\theta\|^{2}+k_{1}\|\eta\|_{\mathcal{M}}^{2}
\end{aligned}
$$

## 5. The contraction semigroup

We recast (1.1) in the history space framework devised by Dafermos [10]. To this end, intro-ducing the auxiliary variable

$$
\eta=\eta^{t}(x, s):(x, t, s) \in \mathfrak{I} \times[0, \infty) \times \mathbb{R}^{+} \mapsto \mathbb{R}
$$

formally defined as

$$
\eta^{t}(x, s)=\int_{0}^{s} \theta(x, t-r) \mathrm{d} r,
$$

we rewrite system (1.1) in the form

$$
\begin{align*}
& \rho_{1} \varphi_{t t}-k\left(\varphi_{x}+\psi+l w\right)_{x}-k_{0} l\left(w_{x}-l \varphi\right)=0  \tag{5.1}\\
& \rho_{2} \psi_{t t}-b \psi_{x x}+k\left(\varphi_{x}+\psi+l w\right)+\gamma \theta_{x}=0  \tag{5.2}\\
& \rho_{1} w_{t t}-k_{0}\left(w_{x}-l \varphi\right)_{x}+k l\left(\varphi_{x}+\psi+l w\right)=0 \tag{5.3}
\end{align*}
$$

$$
\begin{align*}
& \rho_{3} \theta_{t}-k_{1} \int_{0}^{\infty} \mu(s) \eta_{x x}(s) \mathrm{d} s+\gamma \psi_{t x}=0,  \tag{5.4}\\
& \eta_{t}=T \eta+\theta \tag{5.5}
\end{align*}
$$

Next, introducing the state vector $z(t)=\left(\varphi(t), \Phi(t), \psi(t), \Psi(t), w(t), W(t), \theta(t), \eta^{t}\right)$, we view (5.1)-(5.5) as the abstract ODE in $\mathcal{H}$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} z(t)=\mathbb{A} z(t) \tag{5.6}
\end{equation*}
$$

where the (linear) operator $\mathbb{A}$ is defined as

$$
\mathbb{A}\left(\begin{array}{c}
\varphi \\
\Phi \\
\psi \\
\Psi \\
w \\
W \\
\theta \\
\eta
\end{array}\right)=\left(\begin{array}{c}
\Phi \\
\frac{k}{\rho_{1}}\left(\varphi_{x}+\psi+l w\right)_{x}+\frac{k_{0} l}{\rho_{1}}\left(w_{x}-l \varphi\right) \\
\Psi \\
\frac{b}{\rho_{2}} \psi_{x x}-\frac{k}{\rho_{2}}\left(\varphi_{x}+\psi+l w\right)-\frac{\gamma}{\rho_{2}} \theta_{x} \\
W \\
\frac{k_{0}}{\rho_{1}}\left(w_{x}-l \varphi\right)_{x}-\frac{k l}{\rho_{1}}\left(\varphi_{x}+\psi+l w\right) \\
\frac{k_{1}}{\rho_{3}} \int_{0}^{\infty} \mu(s) \eta_{x x}(s) \mathrm{d} s-\frac{\gamma}{\rho_{3}} \Psi_{x} \\
T \eta+\theta
\end{array}\right)
$$

with domain

$$
\mathfrak{D}(\mathbb{A})=\left\{\begin{array}{c|c}
\varphi \in H^{2}(\mathfrak{I}) \\
\Phi \in H_{0}^{1}(\mathfrak{I}) \\
\psi_{x} \in H_{0}^{1}(\mathfrak{I}) \\
\Psi \in H_{*}^{1}(\mathfrak{I}) \\
w_{x} \in H_{0}^{1}(\mathfrak{I}) \\
W \in H_{*}^{1}(\mathfrak{I}) \\
\theta \in H_{0}^{1}(\mathfrak{I}) \\
\eta \in \mathfrak{D}(T) \\
& \int_{0}^{\infty} \mu(s) \eta(s) \mathrm{d} s \in H^{2}(\mathfrak{I})
\end{array}\right\} .
$$

Theorem 5.1. The operator $\mathbb{A}$ is the infinitesimal generator of a contraction semigroup

$$
S(t)=\mathrm{e}^{t \mathbb{A}}: \mathcal{H} \rightarrow \mathcal{H}
$$

Theorem 5.1 above can be proved by means of the classical Lumer-Phillips theorem [25]. Indeed, for every $\eta \in \mathfrak{D}(T)$, the nonnegative functional

$$
\Gamma[\eta]=-\int_{0}^{\infty} \mu^{\prime}(s)\left\|\eta_{x}(s)\right\|^{2} \mathrm{~d} s
$$

satisfies the identity

$$
2\langle T \eta, \eta\rangle_{\mathcal{M}}=-\Gamma[\eta]
$$

(see e.g. [16]). Therefore, for every fixed $z \in \mathfrak{D}(\mathbb{A})$, the equality

$$
\begin{equation*}
\langle\mathbb{A} z, z\rangle_{\mathcal{H}}=k_{1}\langle T \eta, \eta\rangle_{\mathcal{M}}=-\frac{k_{1}}{2} \Gamma[\eta] \leq 0 \tag{5.7}
\end{equation*}
$$

implies that $\mathbb{A}$ is dissipative. Moreover, arguing in a standard way (see e.g. [8]), one can show that the operator

$$
1-\mathbb{A}: \mathfrak{D}(\mathbb{A}) \subset \mathcal{H} \rightarrow \mathcal{H}
$$

is onto, and the conclusion of Theorem 5.1 follows. As a consequence, for every initial datum

$$
z_{0}=\left(\varphi_{0}, \Phi_{0}, \psi_{0}, \Psi_{0}, w_{0}, W_{0}, \theta_{0}, \eta_{0}\right) \in \mathcal{H}
$$

the unique solution at time $t>0$ to (5.6) reads

$$
z(t)=S(t) z_{0}=\left(\varphi(t), \varphi_{t}(t), \psi(t), \psi_{t}(t), w(t), w_{t}(t), \theta(t), \eta^{t}\right)
$$

Remark 5.2. The choice of the spaces of zero-mean functions for the variables $\psi$ and $w$ and their derivatives is consistent. Indeed, setting

$$
\Theta(t)=\int_{0}^{L} \psi(x, t) \mathrm{d} x \quad \text { and } \quad \Sigma(t)=\int_{0}^{L} w(x, t) \mathrm{d} x
$$

and integrating (5.2) and (5.3) on $\mathfrak{I}$, we obtain the differential system

$$
\left\{\begin{array}{l}
\rho_{2} \ddot{\Theta}(t)+k \Theta(t)+k l \Sigma(t)=0 \\
\rho_{1} \ddot{\Sigma}(t)+k l^{2} \Sigma(t)+k l \Theta(t)=0
\end{array}\right.
$$

Thus, if $\Theta(0)=\dot{\Theta}(0)=\Sigma(0)=\dot{\Sigma}(0)=0$, it follows that $\Theta(t) \equiv \Sigma(t) \equiv 0$.

## 6. Proof of Theorem 1.1 (sufficiency)

Along the section, $C \geq 0$ will stand for a generic constant depending only on the structural quantities of the problem, while $\varepsilon_{n}$ will indicate a generic complex sequence $\varepsilon_{n} \rightarrow 0$. Besides, we will tacitly use several times the Hölder, Young and Poincaré inequalities, as well as the inequality

$$
\int_{0}^{\infty} \mu(s)\left\|\eta_{x}(s)\right\| \mathrm{d} s \leq \sqrt{g(0)}\|\eta\|_{\mathcal{M}}
$$

and the control

$$
\begin{equation*}
v\|\eta\|_{\mathcal{M}}^{2} \leq \Gamma[\eta], \quad \forall \eta \in \mathfrak{D}(T), \tag{6.1}
\end{equation*}
$$

ensured by (1.2). It is also understood that $\mathbb{A}$ and $S(t)$ denote the complexifications of the oper-ator $\mathbb{A}$ and the semigroup $S(t)$, respectively.

Suppose by contradiction that $S(t)$ is not exponentially stable. Then, in light of Lemma 1.2, there exist two sequences $\lambda_{n} \in \mathbb{R}$ and

$$
z_{n}=\left(\varphi_{n}, \Phi_{n}, \psi_{n}, \Psi_{n}, w_{n}, W_{n}, \theta_{n}, \eta_{n}\right) \in \mathfrak{D}(\mathbb{A}) \text { with }\left\|z_{n}\right\|_{\mathcal{H}}=1
$$

such that

$$
\begin{equation*}
\mathrm{i} \lambda_{n} z_{n}-\mathbb{A} z_{n} \rightarrow 0 \quad \text { in } \mathcal{H} \tag{6.2}
\end{equation*}
$$

Writing (6.2) componentwise, we obtain the system

$$
\begin{align*}
& \mathrm{i} \lambda_{n} \varphi_{n}-\Phi_{n} \rightarrow 0 \quad \text { in } H_{0}^{1}(\mathfrak{I}),  \tag{6.3}\\
& \mathrm{i} \lambda_{n} \rho_{1} \Phi_{n}-k\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)_{x}-k_{0} l\left(w_{n x}-l \varphi_{n}\right) \rightarrow 0 \quad \text { in } L^{2}(\mathfrak{I}),  \tag{6.4}\\
& \mathrm{i} \lambda_{n} \psi_{n}-\Psi_{n} \rightarrow 0 \quad \text { in } H_{\star}^{1}(\mathfrak{I}),  \tag{6.5}\\
& \mathrm{i} \lambda_{n} \rho_{2} \Psi_{n}-b \psi_{n x x}+k\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)+\gamma \theta_{n x} \rightarrow 0 \quad \text { in } L_{\star}^{2}(\mathfrak{I}),  \tag{6.6}\\
& \mathrm{i} \lambda_{n} w_{n}-W_{n} \rightarrow 0 \quad \text { in } H_{\star}^{1}(\mathfrak{I}),  \tag{6.7}\\
& \mathrm{i} \lambda_{n} \rho_{1} W_{n}-k_{0}\left(w_{n x}-l \varphi_{n}\right)_{x}+k l\left(\varphi_{n x}+\psi_{n}+l w_{n}\right) \rightarrow 0 \quad \text { in } L_{\star}^{2}(\mathfrak{I}),  \tag{6.8}\\
& \mathrm{i} \lambda_{n} \rho_{3} \theta_{n}-k_{1} \int_{0}^{\infty} \mu(s) \eta_{n x x}(s) \mathrm{d} s+\gamma \Psi_{n x} \rightarrow 0 \quad \text { in } L^{2}(\mathfrak{I}),  \tag{6.9}\\
& \mathrm{i} \lambda_{n} \eta_{n}-T \eta_{n}-\theta_{n} \rightarrow 0 \quad \text { in } \mathcal{M} . \tag{6.10}
\end{align*}
$$

Our aim is to reach a contradiction by showing that, up to a subsequence, every single component of $z_{n}$ goes to zero in its norm. To this end, the boundedness in $\mathcal{H}$ of the sequence $z_{n}$ will be used without explicit mention. Assuming $\lambda_{n} \nrightarrow 0^{2}$ we infer that, up to a subsequence,

$$
\begin{equation*}
\inf _{n \in \mathbb{N}}\left|\lambda_{n}\right|>0 \tag{6.11}
\end{equation*}
$$

Next, taking the inner product in $\mathcal{H}$ of (6.2) with $z_{n}$ and making use of (5.7), we have

$$
\begin{equation*}
k_{1} \Gamma\left[\eta_{n}\right]=-2 \mathfrak{R e}\left\langle\mathbb{A} z_{n}, z_{n}\right\rangle_{\mathcal{H}}=2 \mathfrak{R e}\left\langle\mathrm{i} \lambda_{n} z_{n}-\mathbb{A} z_{n}, z_{n}\right\rangle_{\mathcal{H}} \rightarrow 0 \text { which, } \tag{6.12}
\end{equation*}
$$

together with (6.1), yields the convergence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\eta_{n}\right\|_{\mathcal{M}}=0 \tag{6.13}
\end{equation*}
$$

The remaining part of the proof will be carried out in a number of lemmas.

[^1]Lemma 6.1. Up to a subsequence,

$$
\lim _{n \rightarrow \infty}\left\|\theta_{n}\right\|=0
$$

Proof. First, by the triangle inequality and (6.9),

$$
\begin{aligned}
\rho_{3}\left|\lambda_{n}\right|\left\|\theta_{n}\right\|_{H^{-1}(\mathfrak{I})} \leq & \left\|\mathrm{i} \lambda_{n} \rho_{3} \theta_{n}-k_{1} \int_{0}^{\infty} \mu(s) \eta_{n x x}(s) \mathrm{d} s+\gamma \Psi_{n x}\right\|_{H^{-1}(\mathfrak{I})} \\
& +\left\|k_{1} \int_{0}^{\infty} \mu(s) \eta_{n x x}(s) \mathrm{d} s-\gamma \Psi_{n x}\right\|_{H^{-1}(\mathfrak{I})} \\
\leq & \varepsilon_{n}+C\left\|\eta_{n}\right\|_{\mathcal{M}}+C\left\|\Psi_{n}\right\|
\end{aligned}
$$

and hence we have the estimate

$$
\sup _{n \in \mathbb{N}}\left|\lambda_{n}\right|\left\|\theta_{n}\right\|_{H^{-1}(\mathfrak{I})}<\infty
$$

Then, introducing $\hat{\theta}_{n}$ such that

$$
\left\{\begin{array}{l}
\hat{\theta}_{n x x}=-\theta_{n}, \\
\hat{\theta}_{n}(0)=\hat{\theta}_{n}(L)=0,
\end{array}\right.
$$

we infer from (6.13) and the uniform bound above that

$$
\left|\mathrm{i} \lambda_{n}\left\langle\eta_{n}, \hat{\theta}_{n}\right\rangle_{\mathcal{M}}\right| \leq C\left|\lambda_{n}\right|\left\|\theta_{n}\right\|_{H^{-1}(\mathfrak{J})} \int_{0}^{\infty} \mu(s)\left\|\eta_{n x}(s)\right\| \mathrm{d} s \leq C\left\|\eta_{n}\right\|_{\mathcal{M}} \rightarrow 0
$$

On the other hand, rewriting (6.10) as

$$
\mathrm{i} \lambda_{n} \eta_{n}-T \eta_{n}-\theta_{n}=\zeta_{n}
$$

with $\zeta_{n} \rightarrow 0$ in $\mathcal{M}$, we find the explicit expression

$$
\eta_{n}(s)=\frac{1}{\mathrm{i} \lambda_{n}}\left(1-\mathrm{e}^{-\mathrm{i} \lambda_{n} s}\right) \theta_{n}+\int_{0}^{s} \mathrm{e}^{-\mathrm{i} \lambda_{n}(s-r)} \zeta_{n}(r) \mathrm{d} r
$$

Therefore, setting

$$
a_{n}=\int_{0}^{\infty} \mu(s)\left(1-\mathrm{e}^{-\mathrm{i} \lambda_{n} s}\right) \mathrm{d} s
$$

$$
b_{n}=\mathrm{i} \lambda_{n} \int_{0}^{\infty} \mu(s) \int_{0}^{s} \mathrm{e}^{-\mathrm{i} \lambda_{n}(s-r)}\left\langle\zeta_{n x}(r), \hat{\theta}_{n x}\right\rangle \mathrm{d} r \mathrm{~d} s
$$

we obtain the convergence

$$
\begin{equation*}
a_{n}\left\|\theta_{n}\right\|^{2}+b_{n}=\mathrm{i} \lambda_{n}\left\langle\eta_{n}, \hat{\theta}_{n}\right\rangle_{\mathcal{M}} \rightarrow 0 . \tag{6.14}
\end{equation*}
$$

Exploiting now the control

$$
\mu(r+s) \leq \mathrm{e}^{-\nu r} \mu(s), \quad \forall r \geq 0 \text { and } s>0
$$

provided by (1.2), we get

$$
\left|b_{n}\right| \leq\left|\lambda_{n}\right|\left\|\theta_{n}\right\|_{H^{-1}(\mathfrak{I})} \int_{0}^{\infty} \sqrt{\mu(s)} \int_{0}^{s} \mathrm{e}^{-\frac{\nu}{2}(s-r)} \sqrt{\mu(r)}\left\|\zeta_{n x}(r)\right\| \mathrm{d} r \mathrm{~d} s \leq C\left\|\zeta_{n}\right\|_{\mathcal{M}},
$$

and thus $b_{n} \rightarrow 0$. Moreover, let $\lambda_{\star} \in[-\infty, \infty] \backslash\{0\}$ such that $\lambda_{n} \rightarrow \lambda_{\star}$ up to a subsequence. If $\lambda_{\star} \in\{-\infty, \infty\}$, the Riemann-Lebesgue lemma yields

$$
a_{n} \rightarrow \int_{0}^{\infty} \mu(s) \mathrm{d} s>0,
$$

whereas, if $\lambda_{\star} \in \mathbb{R} \backslash\{0\}$,

$$
\mathfrak{R e} a_{n} \rightarrow \int_{0}^{\infty} \mu(s)\left(1-\cos \lambda_{\star} s\right) \mathrm{d} s>0 .
$$

In both cases, up to a subsequence, the real part of $a_{n}$ is away from zero for large $n$, and the desired convergence $\left\|\theta_{n}\right\| \rightarrow 0$ follows from (6.14).

Lemma 6.2. Up to a subsequence,

$$
\lim _{n \rightarrow \infty}\left\|\psi_{n}\right\|=\lim _{n \rightarrow \infty}\left\|\Psi_{n}\right\|=0
$$

Proof. Setting

$$
\hat{\Psi}_{n}(x)=\int_{0}^{x} \Psi_{n}(y) \mathrm{d} y \in H_{0}^{1}(\mathfrak{I})
$$

and integrating (6.6) on $[0, x]$, one can easily see that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left|\lambda_{n}\right|\left\|\hat{\Psi}_{n}\right\|<\infty . \tag{6.15}
\end{equation*}
$$

Next, taking the inner product in $L^{2}(\mathfrak{I})$ of (6.9) with $\hat{\Psi}_{n}$ we get

$$
\gamma\left\|\Psi_{n}\right\|^{2}-k_{1} \int_{0}^{\infty} \mu(s)\left\langle\eta_{n x}(s), \Psi_{n}\right\rangle \mathrm{d} s-\mathrm{i} \lambda_{n} \rho_{3}\left\langle\theta_{n}, \hat{\Psi}_{n}\right\rangle \rightarrow 0
$$

In light of (6.13), it is immediate to see that

$$
\int_{0}^{\infty} \mu(s)\left\langle\eta_{n x}(s), \Psi_{n}\right\rangle \mathrm{d} s \rightarrow 0 .
$$

Moreover, thanks to (6.15) and Lemma 6.1,

$$
\left|-\mathrm{i} \lambda_{n} \rho_{3}\left\langle\theta_{n}, \hat{\Psi}_{n}\right\rangle\right| \leq \rho_{3}\left|\lambda_{n}\right|\left\|\hat{\Psi}_{n}\right\|\left\|\theta_{n}\right\| \rightarrow 0
$$

forcing

$$
\left\|\Psi_{n}\right\| \rightarrow 0
$$

Finally, an application of (6.5) and (6.11) completes the proof.
Lemma 6.3. Up to a subsequence,

$$
\lim _{n \rightarrow \infty}\left\|\psi_{n x}\right\|=0
$$

Proof. Multiplying in $L^{2}(\mathfrak{I})$ relation (6.6) by $\psi_{n}$ and making use of (6.5) we have

$$
b\left\|\psi_{n x}\right\|^{2}-\rho_{2}\left\|\Psi_{n}\right\|^{2}+k\left\langle\varphi_{n x}+\psi_{n}+l w_{n}, \psi_{n}\right\rangle-\gamma\left\langle\theta_{n}, \psi_{n x}\right\rangle \rightarrow 0 .
$$

The claimed convergence is then a direct consequence of Lemmas 6.1 and 6.2.

The equality $\chi_{g}=0$, not used so far, will play a crucial role in the next lemma.
Lemma 6.4. Up to a subsequence,

$$
\lim _{n \rightarrow \infty}\left\|\varphi_{n x}+\psi_{n}+l w_{n}\right\|=0
$$

Proof. We divide the proof into three steps.
Step 1. Multiplying in $L^{2}(\mathfrak{I})$ relation (6.6) by $\varphi_{n x}+\psi_{n}+l w_{n}$ we infer that

$$
\begin{equation*}
k\left\|\varphi_{n x}+\psi_{n}+l w_{n}\right\|^{2}+\gamma\left\langle\theta_{n x}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle+P_{n}+Q_{n}=\varepsilon_{n} \tag{6.16}
\end{equation*}
$$

where

$$
\begin{gathered}
P_{n}=b\left\langle\psi_{n x},\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)_{x}\right\rangle, \\
Q_{n}=\mathrm{i} \lambda_{n} \rho_{2}\left\langle\Psi_{n}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle .
\end{gathered}
$$

Next, exploiting (6.4), (6.5) and (6.8),

$$
\begin{aligned}
P_{n} & =\frac{b k_{0} l}{k}\left\langle\psi_{n},\left(w_{n x}-l \varphi_{n}\right)_{x}\right\rangle-\frac{\mathrm{i} \lambda_{n} \rho_{1} b}{k}\left\langle\psi_{n x}, \Phi_{n}\right\rangle+\varepsilon_{n} \\
& =b l^{2}\left\langle\psi_{n}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle-\frac{b \rho_{1} l}{k}\left\langle\Psi_{n}, W_{n}\right\rangle+\frac{b \rho_{1}}{k}\left\langle\Psi_{n}, \Phi_{n x}\right\rangle+\varepsilon_{n}
\end{aligned}
$$

In light of Lemma 6.2,

$$
b l^{2}\left\langle\psi_{n}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle-\frac{b \rho_{1} l}{k}\left\langle\Psi_{n}, W_{n}\right\rangle \rightarrow 0
$$

and thus

$$
\begin{equation*}
P_{n}=\frac{b \rho_{1}}{k}\left\langle\Psi_{n}, \Phi_{n x}\right\rangle+\varepsilon_{n} . \tag{6.17}
\end{equation*}
$$

Concerning $Q_{n}$, invoking (6.3), (6.5) and (6.7) we can write

$$
Q_{n}=-\rho_{2}\left\langle\Psi_{n}, \Phi_{n x}+\Psi_{n}+l W_{n}\right\rangle+\varepsilon_{n}
$$

which, applying Lemma 6.2 once more, reduces to

$$
Q_{n}=-\rho_{2}\left\langle\Psi_{n}, \Phi_{n x}\right\rangle+\varepsilon_{n}
$$

Plugging (6.17) and the identity above into (6.16) we end up

$$
\begin{equation*}
k\left\|\varphi_{n x}+\psi_{n}+l w_{n}\right\|^{2}+\gamma\left\langle\theta_{n x}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle=\left(\rho_{2}-\frac{b \rho_{1}}{k}\right)\left\langle\Psi_{n}, \Phi_{n x}\right\rangle+\varepsilon_{n} \tag{6.18}
\end{equation*}
$$

Step 2. Our next goal is to prove the equality

$$
\begin{equation*}
g(0) k_{1}\left\langle\theta_{n x}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle=\mathrm{i} \lambda_{n} \rho_{3}\left\langle\theta_{n}, \Phi_{n}\right\rangle-\gamma\left\langle\Psi_{n}, \Phi_{n x}\right\rangle+\varepsilon_{n} \tag{6.19}
\end{equation*}
$$

To this end, setting

$$
\hat{m}_{n}(x)=\int_{0}^{x}\left(\varphi_{n x}(y)+\psi_{n}(y)+l w_{n}(y)\right) \mathrm{d} y \in H_{0}^{1}(\mathfrak{I})
$$

and taking the inner product in $\mathcal{M}$ of (6.10) with $\hat{m}_{n}$, we have

$$
\begin{equation*}
g(0)\left\langle\theta_{n x}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle=K_{n}+H_{n}+\varepsilon_{n} \tag{6.20}
\end{equation*}
$$

where

$$
\begin{aligned}
K_{n} & =\int_{0}^{\infty} \mu(s)\left\langle\mathrm{i} \lambda_{n} \eta_{n x}(s), \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle \mathrm{d} s \\
H_{n} & =\int_{0}^{\infty} \mu(s)\left\langle T \eta_{n}(s),\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)_{x}\right\rangle \mathrm{d} s .
\end{aligned}
$$

An exploitation of (6.3), (6.5) and (6.7), together with (6.13), entails

$$
K_{n}=-\int_{0}^{\infty} \mu(s)\left\langle\eta_{n x}(s), \Phi_{n x}+\Psi_{n}+l W_{n}\right\rangle \mathrm{d} s+\varepsilon_{n}=\int_{0}^{\infty} \mu(s)\left\langle\eta_{n x x}(s), \Phi_{n}\right\rangle \mathrm{d} s+\varepsilon_{n}
$$

Moreover, recalling (6.9),

$$
\int_{0}^{\infty} \mu(s)\left\langle\eta_{n x x}(s), \Phi_{n}\right\rangle \mathrm{d} s=\frac{\mathrm{i} \lambda_{n} \rho_{3}}{k_{1}}\left\langle\theta_{n}, \Phi_{n}\right\rangle-\frac{\gamma}{k_{1}}\left\langle\Psi_{n}, \Phi_{n x}\right\rangle+\varepsilon_{n},
$$

and hence (6.20) turns into

$$
g(0)\left\langle\theta_{n x}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle=\frac{\mathrm{i} \lambda_{n} \rho_{3}}{k_{1}}\left\langle\theta_{n}, \Phi_{n}\right\rangle-\frac{\gamma}{k_{1}}\left\langle\Psi_{n}, \Phi_{n x}\right\rangle+H_{n}+\varepsilon_{n} .
$$

In order to reach (6.19), we are left to show that $H_{n} \rightarrow 0$. To this aim, integrating by parts in $s$ (as shown in [16] the boundary terms vanish)

$$
\begin{aligned}
\left|H_{n}\right|=\left|-\int_{0}^{\infty} \mu^{\prime}(s)\left\langle\eta_{n x}(s), \varphi_{n x}+\psi_{n}+l w_{n}\right) \mathrm{d} s\right| & \leq C \int_{0}^{\infty}-\mu^{\prime}(s)\left\|\eta_{n x}(s)\right\| \mathrm{d} s \\
& \leq C \sqrt{\Gamma\left[\eta_{n}\right]}
\end{aligned}
$$

and an application of (6.12) completes the argument.
Step 3. First observe that, in light of (6.4) and Lemma 6.1,

$$
\begin{equation*}
\mathrm{i} \lambda_{n} \rho_{1}\left\langle\theta_{n}, \Phi_{n}\right\rangle=k\left\langle\theta_{n x}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle+\varepsilon_{n} . \tag{6.21}
\end{equation*}
$$

Then, calling ${ }^{3}$

$$
\sigma_{g}=k-\frac{g(0) k_{1} \rho_{1}}{\rho_{3}}
$$

${ }^{3}$ It is readily seen that $\chi_{g}=0 \Rightarrow \sigma_{g} \neq 0$.
we multiply (6.19) by $\frac{\rho_{1} \gamma}{\sigma_{g} \rho_{3}}$ and (6.21) by $\frac{\gamma}{\sigma_{g}}$. Summing up with (6.18), we finally obtain the identity

$$
k\left\|\varphi_{n x}+\psi_{n}+l w_{n}\right\|^{2}=\chi_{g} \frac{g(0) k_{1} b k}{\sigma_{g}}\left\langle\Psi_{n}, \Phi_{n x}\right\rangle+\varepsilon_{n}
$$

and since $\chi_{g}=0$ by assumption the conclusion follows.
Lemma 6.5. Up to a subsequence,

$$
\lim _{n \rightarrow \infty}\left\|\varphi_{n}\right\|_{H^{-1}(\mathfrak{I})}=0
$$

Proof. Setting

$$
\hat{W}_{n}(x)=\int_{0}^{x} W_{n}(y) \mathrm{d} y \in H_{0}^{1}(\mathfrak{I})
$$

and making use of Lemma 6.4, we deduce from relations (6.4) and (6.8) that

$$
\begin{aligned}
& \mathrm{i} \lambda_{n} \rho_{1} \Phi_{n}-k_{0} l\left(w_{n x}-l \varphi_{n}\right) \rightarrow 0 \quad \text { in } H^{-1}(\mathfrak{I}) \\
& \mathrm{i} \lambda_{n} \rho_{1} l \hat{W}_{n}-k_{0} l\left(w_{n x}-l \varphi_{n}\right) \rightarrow 0 \quad \text { in } H^{-1}(\mathfrak{I}) .
\end{aligned}
$$

Taking the difference

$$
\mathrm{i} \lambda_{n} \rho_{1}\left(\Phi_{n}-l \hat{W}_{n}\right) \rightarrow 0 \quad \text { in } H^{-1}(\mathfrak{I})
$$

and then, exploiting (6.3) and (6.7), together with (6.11),

$$
\varphi_{n}-l \hat{w}_{n} \rightarrow 0 \quad \text { in } H^{-1}(\mathfrak{I})
$$

where

$$
\hat{w}_{n}(x)=\int_{0}^{x} w_{n}(y) \mathrm{d} y \in H_{0}^{1}(\mathfrak{I})
$$

On the other hand, in light of Lemmas 6.2 and 6.4,

$$
\varphi_{n}+l \hat{w}_{n} \rightarrow 0 \quad \text { in } H^{-1}(\mathfrak{I})
$$

Summing up the two relations above we are finished.
Lemma 6.6. Up to a subsequence

$$
\lim _{n \rightarrow \infty}\left\|\Phi_{n}\right\|=0
$$

Proof. Multiplying in $L^{2}(\mathfrak{I})$ relation (6.4) by $\varphi_{n}$ and invoking (6.3) we obtain

$$
-\rho_{1}\left\|\Phi_{n}\right\|^{2}+k\left\langle\varphi_{n x}+\psi_{n}+l w_{n}, \varphi_{n x}\right\rangle+k_{0} l\left\langle w_{n}, \varphi_{n x}\right\rangle+k_{0} l^{2}\left\|\varphi_{n}\right\|^{2} \rightarrow 0
$$

which, by means of Lemma 6.4, improves to

$$
\begin{equation*}
-\rho_{1}\left\|\Phi_{n}\right\|^{2}+k_{0} l\left\langle w_{n}, \varphi_{n x}\right\rangle+k_{0} l^{2}\left\|\varphi_{n}\right\|^{2} \rightarrow 0 . \tag{6.22}
\end{equation*}
$$

Besides, by interpolation and Lemma 6.5,

$$
\left\|\varphi_{n}\right\|^{2} \leq C\left\|\varphi_{n}\right\|_{H^{-1}(\mathfrak{I})} \rightarrow 0 .
$$

Moreover, since

$$
k_{0} l\left\langle w_{n}, \varphi_{n x}\right\rangle=k_{0} l\left\langle w_{n}, \varphi_{n x}+\psi_{n}+l w_{n}\right\rangle-k_{0} l\left\langle w_{n}, \psi_{n}\right\rangle-k_{0} l^{2}\left\|w_{n}\right\|^{2},
$$

appealing to Lemma 6.2 and invoking once more Lemma 6.4, we conclude from (6.22) that

$$
\rho_{1}\left\|\Phi_{n}\right\|^{2}+k_{0} l^{2}\left\|w_{n}\right\|^{2} \rightarrow 0
$$

The lemma is proven.
In light of (6.13) and Lemmas 6.1-6.6, the desired contradiction is attained once we prove the convergence (up to a subsequence)

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w_{n x}-l \varphi_{n}\right\|=\lim _{n \rightarrow \infty}\left\|W_{n}\right\|=0 \tag{6.23}
\end{equation*}
$$

provided that $k=k_{0}$. To this aim, multiplying in $L^{2}(\mathfrak{I})$ relation (6.4) by $w_{n x}-l \varphi_{n}$ and exploiting (6.3) and (6.7), together with Lemma 6.6, we are led to

$$
\begin{equation*}
k_{0} l\left\|w_{n x}-l \varphi_{n}\right\|^{2}-k\left\langle\varphi_{n x}+\psi_{n}+l w_{n},\left(w_{n x}-l \varphi_{n}\right)_{x}\right\rangle+\rho_{1}\left\langle\Phi_{n}, W_{n x}\right\rangle \rightarrow 0 \tag{6.24}
\end{equation*}
$$

Next, with the aid of (6.8) and Lemma 6.4, we rewrite the second term as

$$
-k\left\langle\varphi_{n x}+\psi_{n}+l w_{n},\left(w_{n x}-l \varphi_{n}\right)_{x}\right\rangle=\frac{\mathrm{i} \lambda_{n} \rho_{1} k}{k_{0}}\left\langle\varphi_{n x}+\psi_{n}+l w_{n}, W_{n}\right\rangle+\varepsilon_{n}
$$

which, by means of (6.3), (6.5), (6.7) and Lemma 6.2, yields

$$
-k\left\langle\varphi_{n x}+\psi_{n}+l w_{n},\left(w_{n x}-l \varphi_{n}\right)_{x}\right\rangle=-\frac{\rho_{1} k}{k_{0}}\left\langle\Phi_{n}, W_{n x}\right\rangle+\frac{\rho_{1} k l}{k_{0}}\left\|W_{n}\right\|^{2}+\varepsilon_{n}
$$

Plugging the equality above into (6.24) and recalling that $k=k_{0}$ we arrive at (6.23).
Remark 6.7. When $\lambda_{n} \rightarrow 0$, in addition to (6.12) and (6.13) we deduce from (6.2) that

$$
\lim _{n \rightarrow \infty}\left\|\Phi_{n x}\right\|=\lim _{n \rightarrow \infty}\left\|\Psi_{n x}\right\|=\lim _{n \rightarrow \infty}\left\|W_{n x}\right\|=0
$$

Moreover, relations (6.4), (6.6), (6.8) and (6.10) turn into

$$
\begin{align*}
& k\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)_{x}+k_{0} l\left(w_{n x}-l \varphi_{n}\right) \rightarrow 0 \quad \text { in } L^{2}(\mathfrak{I}),  \tag{6.25}\\
& b \psi_{n x x}-k\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)-\gamma \theta_{n x} \rightarrow 0 \quad \text { in } L_{\star}^{2}(\mathfrak{I}),  \tag{6.26}\\
& k_{0}\left(w_{n x}-l \varphi_{n}\right)_{x}-k l\left(\varphi_{n x}+\psi_{n}+l w_{n}\right) \rightarrow 0 \quad \text { in } L_{\star}^{2}(\mathfrak{I}),  \tag{6.27}\\
& T \eta_{n}+\theta_{n} \rightarrow 0 \quad \text { in } \mathcal{M} . \tag{6.28}
\end{align*}
$$

Introducing again $\hat{\theta}_{n}$ such that

$$
\left\{\begin{array}{l}
\hat{\theta}_{n x x}=-\theta_{n} \\
{ }_{n}^{\theta}(0)=\hat{\theta}_{n}(L)=0,
\end{array}\right.
$$

the inner product in $\mathcal{M}$ of (6.28) with $\hat{\theta}_{n}$ gives

$$
g(0)\left\|\theta_{n}\right\|^{2}+\left\langle T \eta_{n}, \hat{\theta}_{n}\right\rangle_{\mathcal{M}} \rightarrow 0
$$

Integrating by parts as in the proof of Lemma 6.4, one can see that the second term above goes to zero, and hence

$$
\lim _{n \rightarrow \infty}\left\|\theta_{n}\right\|=0
$$

At this point, multiplying in $L^{2}(\mathfrak{I})$ relation (6.25) by $\varphi_{n}$, (6.26) by $\psi_{n}$, (6.27) by $w_{n}$ and summing up we conclude that

$$
\lim _{n \rightarrow \infty}\left\|\varphi_{n x}+\psi_{n}+l w_{n}\right\|=\lim _{n \rightarrow \infty}\left\|\psi_{n x}\right\|=\lim _{n \rightarrow \infty}\left\|w_{n x}-l \varphi_{n}\right\|=0
$$

The sought contradiction follows.
Remark 6.8. Actually, hypothesis (1.2) can be relaxed: the proof carried out in this section holds even if $\mu$ satisfies for some $C \geq 1$ and $v>0$ the weaker condition

$$
\mu(r+s) \leq C \mathrm{e}^{-v r} \mu(s)
$$

for every $r \geq 0$ and $s>0$. Observe that the latter inequality boils down to (1.2) when $C=1$. However, in this case, the argument becomes much more involved, as one cannot deduce the convergence (6.13) directly from (6.12). As a consequence, an additional reasoning is needed, in the same spirit of $[6,23]$.

## 7. Proof of Theorem 1.1 (necessity)

Without loss of generality, we will assume along the section that $L=\pi$. The strategy consists in showing that the necessary and sufficient condition (ii) of Lemma 1.2 fails to hold. To this end, for every $n \in \mathbb{N}$, we consider the vector

$$
\zeta_{n}=(0, \alpha \sin n x, 0,0,0, \beta \cos n x, 0,0) \in \mathcal{H}
$$

for some constants $\alpha, \beta \in \mathbb{R}$ to be fixed later in such a way that

$$
\begin{equation*}
\left\|\zeta_{n}\right\|_{\mathcal{H}}^{2}=\frac{\pi}{2 \rho_{1}} \tag{7.1}
\end{equation*}
$$

and we study the resolvent equation

$$
\mathrm{i} \lambda_{n} z_{n}-\mathbb{A} z_{n}=\zeta_{n}
$$

for some real $\lambda_{n} \rightarrow \infty$ to be suitably chosen in a second moment, in the unknown variable

$$
z_{n}=\left(\varphi_{n}, \Phi_{n}, \psi_{n}, \Psi_{n}, w_{n}, W_{n}, \theta_{n}, \eta_{n}\right) \in \mathfrak{D}(\mathbb{A})
$$

Due to (7.1), our conclusion is reached if we show that $z_{n}$ is not bounded in $\mathcal{H}$, up to a subse-quence.

Reformulating the resolvent equation above componentwise and performing straightforward calculations, we obtain the system

$$
\left\{\begin{array}{l}
\rho_{1} \lambda_{n}^{2} \varphi_{n}+k\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)_{x}+k_{0} l\left(w_{n x}-l \varphi_{n}\right)=-\alpha \rho_{1} \sin n x, \\
\rho_{2} \lambda_{n}^{2} \psi_{n}+b \psi_{n x x}-k\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)-\gamma \theta_{n x}=0, \\
\rho_{1} \lambda_{n}^{2} w_{n}+k_{0}\left(w_{n x}-l \varphi_{n}\right)_{x}-k l\left(\varphi_{n x}+\psi_{n}+l w_{n}\right)=-\beta \rho_{1} \cos n x, \\
\mathrm{i} \lambda_{n} \rho_{3} \theta_{n}-k_{1} \int_{0}^{\infty} \mu(s) \eta_{n x x}(s) \mathrm{d} s+\mathrm{i} \lambda_{n} \gamma \psi_{n x}=0, \\
\mathrm{i} \lambda_{n} \eta_{n}-T \eta_{n}-\theta_{n}=0 .
\end{array}\right.
$$

Next, looking for solutions (compatible with the boundary conditions) of the form

$$
\begin{aligned}
\varphi_{n} & =A_{n} \sin n x \\
\psi_{n} & =B_{n} \cos n x \\
w_{n} & =C_{n} \cos n x \\
\theta_{n} & =D_{n} \sin n x \\
\eta_{n} & =\phi_{n}(s) \sin n x
\end{aligned}
$$

for some $A_{n}, B_{n}, C_{n}, D_{n} \in \mathbb{C}$ and some complex function $\phi_{n} \in L_{\mu}^{2}\left(\mathbb{R}^{+}\right)$with $\phi_{n}(0)=0$, we draw the set of equations

$$
\begin{align*}
& \left(\rho_{1} \lambda_{n}^{2}-k n^{2}-k_{0} l^{2}\right) A_{n}-k n B_{n}-\ln \left(k+k_{0}\right) C_{n}=-\alpha \rho_{1},  \tag{7.2}\\
& k n A_{n}-\left(\rho_{2} \lambda_{n}^{2}-b n^{2}-k\right) B_{n}+k l C_{n}+\gamma n D_{n}=0,  \tag{7.3}\\
& \ln \left(k+k_{0}\right) A_{n}+k l B_{n}-\left(\rho_{1} \lambda_{n}^{2}-k_{0} n^{2}-k l^{2}\right) C_{n}=\beta \rho_{1},  \tag{7.4}\\
& \mathrm{i} \lambda_{n} \rho_{3} D_{n}+k_{1} n^{2} \int_{0}^{\infty} \mu(s) \phi_{n}(s) \mathrm{d} s-\mathrm{i} \lambda_{n} \gamma n B_{n}=0, \tag{7.5}
\end{align*}
$$

$$
\begin{equation*}
\mathrm{i} \lambda_{n} \phi_{n}+\phi_{n}^{\prime}-D_{n}=0 . \tag{7.6}
\end{equation*}
$$

An integration of (7.6) yields

$$
\phi_{n}(s)=\frac{D_{n}}{\mathrm{i} \lambda_{n}}\left(1-\mathrm{e}^{-\mathrm{i} \lambda_{n} s}\right)
$$

which, substituted into (7.5), entails

$$
D_{n}=\frac{\lambda_{n}^{2} \gamma n B_{n}}{\lambda_{n}^{2} \rho_{3}-k_{1} n^{2} g(0)+k_{1} n^{2} F\left(\lambda_{n}\right)}
$$

where

$$
F\left(\lambda_{n}\right)=\int_{0}^{\infty} \mu(s) \mathrm{e}^{-\mathrm{i} \lambda_{n} s} \mathrm{~d} s
$$

denotes the Fourier transform ${ }^{4}$ of $\mu$. Plugging the equality above into (7.3), we arrive at

$$
\left\{\begin{array}{l}
p_{1}(n) A_{n}-k n B_{n}-\ln \left(k+k_{0}\right) C_{n}=-\alpha \rho_{1},  \tag{7.7}\\
k n A_{n}+\left(q(n)-p_{2}(n)\right) B_{n}+k l C_{n}=0, \\
\ln \left(k+k_{0}\right) A_{n}+k l B_{n}-p_{3}(n) C_{n}=\beta \rho_{1},
\end{array}\right.
$$

having set

$$
\begin{aligned}
& p_{1}(n)=\rho_{1} \lambda_{n}^{2}-k n^{2}-k_{0} l^{2}, \\
& p_{2}(n)=\rho_{2} \lambda_{n}^{2}-b n^{2}-k, \\
& p_{3}(n)=\rho_{1} \lambda_{n}^{2}-k n^{2}-k l^{2},
\end{aligned}
$$

and

$$
q(n)=\frac{\gamma^{2} n^{2} \lambda_{n}^{2}}{\lambda_{n}^{2} \rho_{3}-k_{1} n^{2} g(0)+k_{1} n^{2} F\left(\lambda_{n}\right)} .
$$

At this point, we shall consider two cases separately.
Case 1: $\boldsymbol{k} \neq \boldsymbol{k}_{0}$. Choosing

$$
\begin{equation*}
\lambda_{n}=\sqrt{\frac{k_{0} n^{2}+k l^{2}}{\rho_{1}}} \sim \sqrt{\frac{k_{0}}{\rho_{1}} n}, \tag{7.8}
\end{equation*}
$$

we find the explicit expressions

[^2]\[

$$
\begin{aligned}
& p_{1}(n)=\left(k_{0}-k\right) n^{2}+l^{2}\left(k-k_{0}\right), \\
& p_{2}(n)=\left(\frac{\rho_{2} k_{0}}{\rho_{1}}-b\right) n^{2}+\frac{\rho_{2} l^{2} k}{\rho_{1}}-k, \\
& p_{3}(n)=0,
\end{aligned}
$$
\]

and

$$
q(n)=\frac{\gamma^{2} k_{0} n^{2}+\gamma^{2} l^{2} k}{\rho_{3} k_{0}-g(0) k_{1} \rho_{1}+k_{1} \rho_{1} F\left(\lambda_{n}\right)+l^{2} k \rho_{3} n^{-2}} .
$$

We now claim that, up to a subsequence,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|q(n)-p_{2}(n)\right|=\infty \tag{7.9}
\end{equation*}
$$

Indeed, by direct computations and in light of the Riemann-Lebesgue lemma which tells that $F\left(\lambda_{n}\right) \rightarrow 0$, we have

$$
q(n)-p_{2}(n)=\frac{\xi_{g} n^{2}+k_{1}\left(b \rho_{1}-\rho_{2} k_{0}\right) n^{2} F\left(\lambda_{n}\right)+\mathrm{O}(1)}{\rho_{3} k_{0}-g(0) k_{1} \rho_{1}+\mathrm{o}(1)}
$$

where

$$
\xi_{g}=\frac{\gamma^{2} k_{0} \rho_{1}+\left(b \rho_{1}-\rho_{2} k_{0}\right)\left(\rho_{3} k_{0}-g(0) k_{1} \rho_{1}\right)}{\rho_{1}} .
$$

If $\xi_{g} \neq 0$ relation (7.9) is plain. On the other hand, when $\xi_{g}=0$ it is evident that

$$
b \rho_{1}-\rho_{2} k_{0} \neq 0 \quad \text { and } \quad \rho_{3} k_{0}-g(0) k_{1} \rho_{1} \neq 0
$$

Since (7.8) implies that

$$
n^{2}\left|F\left(\lambda_{n}\right)\right| \rightarrow \infty,
$$

we end up again with (7.9). Setting now $\alpha=0$ and $\beta=\rho_{1}^{-1}$, and solving system (7.7) with respect to $C_{n}$, we find

$$
C_{n}=\frac{p_{1}(n)\left(q(n)-p_{2}(n)\right)+k^{2} n^{2}}{l^{2} n^{2}\left(k+k_{0}\right)^{2}\left(q(n)-p_{2}(n)\right)+\mathrm{O}\left(n^{2}\right)} .
$$

Then, on account of (7.9) and the explicit expression of $p_{1}(n)$, we get the convergence

$$
\lim _{n \rightarrow \infty} C_{n}=\frac{k_{0}-k}{l^{2}\left(k+k_{0}\right)^{2}} \neq 0 .
$$

As a consequence, for some $c>0$,

$$
\left\|z_{n}\right\|_{\mathcal{H}} \geq c\left\|w_{n x}\right\|=c n\left|C_{n}\right|\left(\int_{0}^{\pi} \sin ^{2} n x \mathrm{~d} x\right)^{\frac{1}{2}}=\frac{c \sqrt{\pi}}{\sqrt{2}} n\left|C_{n}\right| \rightarrow \infty
$$

and the conclusion follows.

Case 2: $k=k_{0}$ and $\chi_{g} \neq 0$. Choosing

$$
\lambda_{n}=\sqrt{\frac{k n^{2}+k_{0} l^{2}+2 k l n}{\rho_{1}}}=\sqrt{\frac{k}{\rho_{1}}}(n+l)
$$

we infer that

$$
\begin{aligned}
& p_{1}(n)=2 k \ln , \\
& p_{2}(n)=\left(\frac{\rho_{2} k}{\rho_{1}}-b\right) n^{2}+\mathrm{O}(n), \\
& p_{3}(n)=2 k \ln ,
\end{aligned}
$$

and

$$
q(n)=\frac{\gamma^{2} k(n+l)^{2}}{\rho_{3} \sigma_{g}+k_{1} \rho_{1} F\left(\lambda_{n}\right)+\mathrm{o}(1)}
$$

where, as before,

$$
\sigma_{g}=k-\frac{g(0) k_{1} \rho_{1}}{\rho_{3}}
$$

Setting $\alpha=\rho_{1}^{-1}$ and $\beta=0$, and solving system (7.7) with respect to $A_{n}$, we find

$$
A_{n}=\frac{\rho_{2}}{k^{2}}\left(\frac{k}{\rho_{1}}-\frac{b}{\rho_{2}}\right)\left(\frac{n}{n+l}\right)^{2}-\frac{\gamma^{2}}{k \rho_{3} \sigma_{g}+k \rho_{1} k_{1} F\left(\lambda_{n}\right)+\mathrm{o}(1)}+\mathrm{o}(1)
$$

If $\sigma_{g} \neq 0$, an application of the Riemann-Lebesgue lemma yields the convergence

$$
\lim _{n \rightarrow \infty} A_{n}=\frac{\rho_{2}}{k^{2}}\left(\frac{k}{\rho_{1}}-\frac{b}{\rho_{2}}\right)-\frac{\gamma^{2}}{k \rho_{3} \sigma_{g}}=\frac{g(0) k_{1} b}{\rho_{1} \sigma_{g}} \chi_{g} \neq 0
$$

and hence, for some $c>0$,

$$
\left\|z_{n}\right\|_{\mathcal{H}} \geq c\left\|\varphi_{n x}\right\|=c n\left|A_{n}\right|\left(\int_{0}^{\pi} \cos ^{2} n x \mathrm{~d} x\right)^{\frac{1}{2}}=\frac{c \sqrt{\pi}}{\sqrt{2}} n\left|A_{n}\right| \rightarrow \infty .
$$

If otherwise $\sigma_{g}=0$, exploiting the Riemann-Lebesgue lemma once more we obtain the asymptotic expression as $n \rightarrow \infty$

$$
A_{n} \sim-\frac{\gamma^{2}}{k \rho_{1} k_{1} F\left(\lambda_{n}\right)+\mathrm{o}(1)},
$$

and again

$$
\left\|z_{n}\right\|_{\mathcal{H}} \geq \frac{c \sqrt{\pi}}{\sqrt{2}} n\left|A_{n}\right| \rightarrow \infty .
$$

The proof is finished.

## Acknowledgments

I am grateful to the anonymous referees for the very careful reading and correction of various misprints.

## References

[1] F. Alabau Boussouira, J.E. Muñoz Rivera, D.S. Almeida Júnior, Stability to weak dissipative Bresse system, J. Math. Anal. Appl. 374 (2011) 481-498.
[2] J.A.C. Bresse, Cours de méchanique appliquée, Mallet-Bachelier, Paris, 1859.
[3] C. Cattaneo, Sulla conduzione del calore, Atti Semin. Mat. Univ. Modena 3 (1948) 83-101.
[4] W. Charles, J.A. Soriano, F.A. Falcão Nascimento, J.H. Rodrigues, Decay rates for Bresse system with arbitrary nonlinear localized damping, J. Differential Equations 255 (2013) 2267-2290.
[5] B.D. Coleman, M.E. Gurtin, Equipresence and constitutive equations for rigid heat conductors, Z. Angew. Math. Phys. 18 (1967) 199-208.
[6] M. Conti, E.M. Marchini, V. Pata, Exponential stability for a class of linear hyperbolic equations with hereditary memory, Discrete Contin. Dyn. Syst. Ser. B 18 (2013) 1555-1565.
[7] M. Conti, V. Pata, M. Squassina, Singular limit of differential systems with memory, Indiana Univ. Math. J. 55 (2006) 170-213.
[8] M. Coti Zelati, F. Dell’Oro, V. Pata, Energy decay of type III linear thermoelastic plates with memory, J. Math. Anal. Appl. 401 (2013) 357-366.
[9] R.F. Curtain, H.J. Zwart, An Introduction to Infinite-Dimensional Linear System Theory, Springer-Verlag, New York, 1995.
[10] C.M. Dafermos, Asymptotic stability in viscoelasticity, Arch. Ration. Mech. Anal. 37 (1970) 297-308.
[11] F. Dell'Oro, V. Pata, On the stability of Timoshenko systems with Gurtin-Pipkin thermal law, J. Differential Equations 257 (2014) 523-548.
[12] L.H. Fatori, R.N. Monteiro, The optimal decay rate for a weak dissipative Bresse system, Appl. Math. Lett. 25 (2012) 600-604.
[13] L.H. Fatori, J.E. Muñoz Rivera, Rates of decay to weak thermoelastic Bresse system, IMA J. Appl. Math. 75 (2010) 881-904.
[14] H.D. Fernández Sare, R. Racke, On the stability of damped Timoshenko systems: Cattaneo versus Fourier law, Arch. Ration. Mech. Anal. 194 (2009) 221-251.
[15] C. Giorgi, M.G. Naso, V. Pata, Exponential stability in linear heat conduction with memory: a semigroup approach, Commun. Appl. Anal. 5 (2001) 121-134.
[16] M. Grasselli, V. Pata, Uniform attractors of nonautonomous systems with memory, in: A. Lorenzi, B. Ruf (Eds.), Evolution Equations, Semigroups and Functional Analysis, in: Progr. Nonlinear Differential Equations Appl., vol. 50, Birkhäuser, Boston, 2002, pp. 155-178.
[17] M.E. Gurtin, A.C. Pipkin, A general theory of heat conduction with finite wave speeds, Arch. Ration. Mech. Anal. 31 (1968) 113-126.
[18] T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, New York, 1980.
[19] J.E. Lagnese, G. Leugering, E.J.P.G. Schmidt, Modelling of dynamic networks of thin thermoelastic beams, Math. Methods Appl. Sci. 16 (1993) 327-358.
[20] J.E. Lagnese, G. Leugering, E.J.P.G. Schmidt, Modeling, Analysis and Control of Dynamic Elastic Multi-Link Structures, Birkhäuser, Boston, 1994.
[21] Z. Liu, B. Rao, Energy decay rate of the thermoelastic Bresse system, Z. Angew. Math. Phys. 60 (2009) 54-69.
[22] J.E. Muñoz Rivera, R. Racke, Mildly dissipative nonlinear Timoshenko systems - global existence and exponential stability, J. Math. Anal. Appl. 276 (2002) 248-278.
[23] V. Pata, Exponential stability in linear viscoelasticity with almost flat memory kernels, Commun. Pure Appl. Anal. 9 (2010) 721-730.
[24] V. Pata, A. Zucchi, Attractors for a damped hyperbolic equation with linear memory, Adv. Math. Sci. Appl. 11 (2001) 505-529.
[25] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Springer-Verlag, New York, 1983.

[27] M.L. Santos, D.S. Almeida Júnior, J.E. Muñoz Rivera, The stability number of the Timoshenko system with second sound, J. Differential Equations 253 (2012) 2715-2733.
[28] J.A. Soriano, W. Charles, R. Schulz, Asymptotic stability for Bresse systems, J. Math. Anal. Appl. 412 (2014) 369-380.
[29] J.A. Soriano, J.E. Muñoz Rivera, L.H. Fatori, Bresse system with indefinite damping, J. Math. Anal. Appl. 387 (2012) 284-290.
[30] S.P. Timoshenko, On the correction for shear of a differential equation for transverse vibrations of prismatic bars, Philos. Mag. 41 (1921) 744-746.


[^0]:    ${ }^{1}$ A linear semigroup $\Sigma(t)$ acting on a Banach space $\mathcal{X}$ is said to be exponentially stable if there exist $\omega>0$ and $K \geq 1$ such that

[^1]:    ${ }^{2}$ When $\lambda_{n} \rightarrow 0$ the argument is much simpler (see Remark 6.7).

[^2]:    4 Since $\mu$ is continuous nonincreasing and summable, it is easy to see that $F\left(\lambda_{n}\right) \neq 0$ for every $n$.

