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## 1. INTRODUCTION

Hydrates of natural gases are widely distributed in marine sediments. The natural deposits of gas hydrates are estimated to hold higher reserves than all known conventional gas reservoirs. ${ }^{1-3}$ Their proximity to the seafloor has motivated an interest toward the study of a release of methane. It could be a consequence of the increase in temperature or decrease in pressure (through changes in sea level), or by slumping of continental slopes. Incidentally methane has a greenhouse effect from 21 to 25 times higher than $\mathrm{CO}_{2}{ }^{4}$ Hydrate decomposition has been also suggested to trigger slope failures with a consequent release of a larger amount of the greenhouse gas. ${ }^{5}$ The study of $\mathrm{CO}_{2}$ drops dissolution into see water has been initially stimulated by the interest toward the ocean sequestration. ${ }^{6}$ One of the original ideas was to release liquid $\mathrm{CO}_{2}$ at ocean depths where $\mathrm{CO}_{2}$ /seawater density inversion is reached or to replace into the clathrates methane with $\mathrm{CO}_{2}{ }^{7}$ because of the isotypical structure ${ }^{8}$ of $\mathrm{CO}_{2}$ and $\mathrm{CH}_{4}$ clathrates in symilar equilibrium conditions. $\mathrm{CO}_{2}$ ocean storage, however, has been recently ${ }^{9}$ considered to be too dangerous regarding local environmental impacts (ocean acidification). In the mean time, carbon capture and sequestration in subsea geological formations (CCS-SSGF) for permanent isolation is still an alternative and has been regulated by the London Convention. ${ }^{10}$

A further disadvantage of ocean sequestration is that the $\mathrm{CO}_{2}$ injection must be realized at deep of at least 1000 m to prevent outgassing and could therefore be a very expensive.

Liquid $\mathrm{CO}_{2}$ release can be related to the accidental leakage from subsedimentarily stored $\mathrm{CO}_{2}$. There have been discussions about $\mathrm{CO}_{2}$-dominated hydrates naturally occurring from sea floor volcanic emissions. In 1988 such a site was discovered in the Okinawa Trough at a depth of $1300-1500 \mathrm{~m}$ and $3.8{ }^{\circ} \mathrm{C}$. Submarine explorations in 1989 by a Japanese team ${ }^{11}$ revealed hot ( $320{ }^{\circ} \mathrm{C}$ ) black-smoker vents, and they observed unusual bubbles emerging nearby. The gas analysis showed the following composition: $86 \% \mathrm{CO}_{2}, 3 \% \mathrm{H}_{2} \mathrm{~S}, 11 \%$ $\left(\mathrm{CH}_{4}+\mathrm{H}_{2}\right)$. The $\mathrm{CO}_{2}$-rich gas, upon venting into superficial sediments bathed in $3.8{ }^{\circ} \mathrm{C}$ water, was condensing into the liquid state and forming a hydrate shell. ${ }^{12}$

All these aspects emphasize the importance of the study of the release of these gases from the deep ocean. Since the seawater is usually undersaturated in both $\mathrm{CO}_{2}$ and $\mathrm{CH}_{4}$, they dissolve in the water column and, eventually, are released into the atmosphere. In all the situations, when $\mathrm{CO}_{2}$ and $\mathrm{CH}_{4}$ drops and/or bubbles are present, their behavior is dictated by hydrodynamics, deformation of the fluid particles, formation and dissociation of hydrates, and mass transfer and dissolution of the particles. All these aspects have to be taken into account in order to adequately model the dissolution process.

An important aspect of this modeling is the characterization of the particles (bubbles or drops) terminal rise velocity. This latter is a function of their size and shape during motion and of the eventual presence, under proper $\mathrm{P} / \mathrm{T}$ conditions, of clathrates at the interface. ${ }^{13,14}$ Mainly in the case of gases, the particle size depends also on the pressure variation along the path. Laboratory ${ }^{15-18}$ and ocean ${ }^{19-21}$ experiments have been extensively performed to assess the fate of $\mathrm{CO}_{2}$ and $\mathrm{CH}_{4}$ rising in the water columns. Model calculation have been also performed, ${ }^{22-26}$ mainly based on empirical correlations.

Regarding the particle "terminal" rise velocity, Gangstö et al. ${ }^{24}$ adopted a model ${ }^{27}$ developed for gas-liquid systems for evaluating the rise velocity of $\mathrm{CO}_{2}$ drops. Obviously, the match with experimental data was not completely satisfactory. Starting from the same paper ${ }^{27}$ and adopting the same assumption for evaluating particle deformation, Bigalke et al. ${ }^{28}$ obtained an expression for the deformation factor as a function of Weber $\left(\mathrm{We}=\left(D_{0} \rho_{\mathrm{c}} v_{\mathrm{p}}^{2}\right) / \sigma\right)$ and Eötvös $\left(\mathrm{Eo}=\left(\Delta \rho g D_{0}^{2}\right) / \sigma\right)$ numbers $\left(D_{0}=\right.$ diameter of the equivalent spherical fluid particle, $\rho_{\mathrm{c}}$ density of the continuous phase, $\sigma=$ interfacial tension, $v_{\mathrm{p}}$ particle velocity, $\Delta \rho=$ density difference between continuous and dispersed phase, $g=$ gravitational acceleration).
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They proposed two expressions for the friction factors of particles covered and uncovered by hydrates. They obtained a model function of dimensionless numbers affecting the shape and the friction factor of the particles, having the advantage of being applicable to hydrate-coated and hydrate-free $\mathrm{CO}_{2}$ droplets as well as hydrate-coated $\mathrm{CH}_{4}$ bubbles. Their conclusion was that further effort should be addressed to the characterization of dissolution in presence of hydrates in order to have unique models treating $\mathrm{CH}_{4}$ and $\mathrm{CO}_{2}$ particles dissolution in deep sea.

In this paper, we present a new procedure for evaluating dissolution rate that is based on a general model for the prediction of particle rise velocity. It has not been specifically developed for the case of $\mathrm{CO}_{2}$ and $\mathrm{CH}_{4}$ particles, but takes into account the unique aspects related to the oceanic environment (i.e. the effect of salinity, of pressure, the presence of hydrates). The concepts here reported were initially adopted for gasliquid systems ${ }^{27}$ and, subsequently, extended to liquid-liquid systems. ${ }^{29}$ Particle dissolution and the effect of hydrate skin on mass transfer are modeled. The comparisons with some of the experimental data reported into the literature are satisfactory.

## 2. DISSOLUTION MODEL

From the chemical engineering point of view, the phenomena to be described, which means drops and/or bubbles to be dissolved in a liquid medium, do not present particularly difficult aspects. In facts, many of the equipments typical of the chemical engineering unit operations involve motion and rate of exchange of drops and bubbles. However, at least two conditions are quite exceptional in the case under consideration, if compared with the typical conditions of the chemical engineering equipments. The first one is the height of the oceanic seawater column, which, as a result of the hydrostatic pressure, produces a drastic variation of the density and volume of the fluid inside the liquid or gas particles along their path. The second one is the formation, presence, and disappearance of the hydrates at the interface between the particle and surrounding, low temperature, seawater. The first of these two aspects generates a large variation of the pressure inside the particles. It only requires the use of a reasonable and well recognized equation of state in order to properly evaluate the density of the fluid (gas, liquid, or gas-liquid mixtures if vaporization inside the particles takes place of course at relatively low shallow thickness such as $400 / 500 \mathrm{~m}$ ). In this work, the preferred equations of state for $\mathrm{CO}_{2}$ and $\mathrm{CH}_{4}$ has been the Peng-Robinson EoS, ${ }^{30}$ while clathrate stability and existence has been evaluated by using the equation of Patel and Teja. ${ }^{31}$ The interfacial tension of the liquid $\mathrm{CO}_{2}$ and seawater has been evaluated by adopting the following combination of the superficial tension of $\mathrm{CO}_{2}$ and seawater: ${ }^{32}$

$$
\begin{equation*}
\sigma_{\mathrm{CO}_{2}-\mathrm{SW}}=\left(\psi_{\mathrm{SW}}^{\sigma} \sigma_{\mathrm{SW}}^{0.25}+\psi_{\mathrm{CO}_{2}}^{\sigma} \sigma_{\mathrm{CO}_{2}}^{0.25}\right)^{4} \tag{1}
\end{equation*}
$$

where $\psi_{i}^{\sigma}=\left(x_{i} V_{i}\right) / V\left(i=\mathrm{SW}\right.$ or $\left.\mathrm{CO}_{2}\right) ; x_{i}=$ mole fraction of $i$ in the surface layer; $V_{i}=$ pure liquid molar volume of $i ; \sigma_{i}=$ surface tension of $i ; V=\sum_{i} x_{i} V_{i}$.

The mole fraction of $\mathrm{CO}_{2}$ at the interface has been calculated by adopting the modified Henry's Law, ${ }^{33}$ and as reported in ref 34 :

$$
\begin{equation*}
x_{\mathrm{CO}_{2}}=\frac{f_{\mathrm{CO}_{2}}}{H} \tag{2}
\end{equation*}
$$

where $x_{\mathrm{CO}_{2}}$ is the solubility of $\mathrm{CO}_{2}$ in water and $f_{\mathrm{CO}_{2}}$ and $H$ are, respectively, the fugacity of liquid $\mathrm{CO}_{2}$ and the Henry's law constant at $T$ and $p$. The Henry constant is evaluated as ${ }^{34}$

$$
\begin{align*}
& H=a+p P+c P^{2} \\
& a=5.2 \times 10^{4}-392 T+0.75 T^{2} \\
& b=-103+0.708 T-1.2 \times 10^{-3} T^{2} \\
& c=2.2 \times 10^{-3} \quad(P: \text { MPa; } T: \mathrm{K}) \tag{3}
\end{align*}
$$

The solubility of $\mathrm{CO}_{2}$ also depends on salinity. The effect of salinity on the solubility may be examined by considering the Setchenow equation ${ }^{33}$ where $\alpha$ is the salting-out coefficient and $S \%$ o is the salinity (assumed value is 34.321 ):

$$
\begin{equation*}
x_{\mathrm{CO}_{2}}=\frac{f_{\mathrm{CO}_{2}}}{H} \mathrm{e}^{\alpha S \%} \tag{4}
\end{equation*}
$$

The salting out coefficient is a function of temperature (in Kelvin) that is given by ${ }^{34}$

$$
\begin{equation*}
\alpha=0.543-3.54 \times 10^{-3} T+5.69 \times 10^{-6} T^{2} \tag{5}
\end{equation*}
$$

The surface tension of $\mathrm{CO}_{2}(\mathrm{dyn} / \mathrm{cm})$ is calculated as a function of $T\left({ }^{\circ} \mathrm{C}\right)$ and critical temperature $T_{\mathrm{c}}\left({ }^{\circ} \mathrm{C}\right)$ from Quinn: ${ }^{35}$

$$
\begin{equation*}
\sigma_{\mathrm{CO}_{2}}=0.0653\left(T_{\mathrm{C}}-T\right)^{1.24} \tag{6}
\end{equation*}
$$

while for that of seawater $\left(\mathrm{N} / \mathrm{m}, T\right.$ in $\left.\mathrm{K}, T_{\mathrm{c}}=647.15 \mathrm{~K}\right)$ is ${ }^{36}$

$$
\begin{equation*}
\sigma_{\mathrm{W}}=235.8 \times 10^{-3}\left(\frac{T_{\mathrm{C}}-T}{T_{\mathrm{c}}}\right)^{1.256}\left[1-0.625\left(\frac{T_{\mathrm{C}}-T}{T_{\mathrm{c}}}\right)\right] \tag{7}
\end{equation*}
$$

The expression in eq 7 has been used also for gas particles.
Regarding clathrates ( $=$ hydrates), they are about instantaneously formed over liquid $\mathrm{CO}_{2}$ droplets and more slowly on gas $\mathrm{CO}_{2}$ or $\mathrm{CH}_{4}$ bubbles. The precipitation of hydrates at the interface follows a very well (by now) understood mechanism, passing from nucleation to regular growing (description of which can be found, for instance, in refs $37-40$ ). The time needed for the formation is very short compared to the time of $\mathrm{CO}_{2}$ drops rising (or falling), and it has been considered acceptable and convenient to assume an instantaneous precipitation. The problem of hydrate layer, of course, is of extreme importance. As a matter of fact, the eventual presence of this rim has, essentially, an impact on the dissolution rate of the particles rising along the water column. Across the hydrate layer, the diffusion rate of the component finds an extra resistance that is reducing the resulting flux. However, following a reliable picture of the phenomena (well described by McGinnis et al. ${ }^{25}$ ), the sequence in the layer growing, when the particle moves, can be considered at the interface. The hydrate crystals do not form a compact layer, but they are independent one from the other. Due to the movement the hydrates, crystals are moving over the particle surface (of course toward the back side of the quasi-spherical particles). Consequently, along the rise, the distribution of the diffusional obstacle (i.e., the hydrate layer), along the particle surface, is not uniform. The sweeping activity of the fluid-dynamic shear has this consequence. Wherein the deposit is accumulated, the local flux of matter is reduced. When the kinetics of clathrates formation and dissolution are available, all these phenomena can be quantitatively described, but this information is not
available till now. The equation that characterizes the dissolution of the liquid or gas contained into the particle (drop or bubble) is the conventional mass balance:

$$
\begin{equation*}
\frac{\mathrm{d} m_{i}}{\mathrm{~d} t}=-k_{\mathrm{C}, i} \Delta \mathrm{C}_{i} S_{\mathrm{p}} \mathrm{MW}_{i} \tag{8}
\end{equation*}
$$

where $i=\mathrm{CO}_{2}$ or $\mathrm{CH}_{4} ; m_{i}=$ moles of component $i ; k_{\mathrm{C}, i}=$ mass transfer coefficient (for instance $\mathrm{m} / \mathrm{s}$ ) of component $i ; S_{\mathrm{p}}=$ particle surface; $\mathrm{MW}_{i}=$ molecular weight of component $i$; $t=$ time; $\Delta C_{i}=$ concentration difference between the equilibrium solubility of the gas and its aqueous concentration, defining the driving force for dissolution (for instance $\mathrm{kmol} / \mathrm{m}^{3}$ ).

Figure 1 shows a sketch of the concentration profile in the hydrate and the surrounding liquid: the hydrate thickness


Figure 1. Sketch of the concentration profile in the hydrate and the surrounding liquid.
represented. The mass transfer resistance is related to the presence of the hydrate and to the boundary layer around the particle. I

We have simplified the problem by assuming that the contribution to the balance of the amount of gas dissolved in the clathrate layer and the breakage of bubbles (that is possible only for very large drops in the range $20-30 \mathrm{~mm}$ ) can be neglected.

Of course, the time $t$ depends on the distance traveled by the particle after the point of release and the evolution of its velocity:

$$
\begin{equation*}
t=\int \frac{\mathrm{d} x}{V_{\mathrm{p}}} \tag{9}
\end{equation*}
$$

where x is the direction of movement and $v_{p}$ is the particle rise velocity.

The mass transfer coefficient is of course the result of the superposition of all the resistances along diffusion path. By equating the fluxes (the radius of curvature is low so that the surface can be assumed as flat) the global mass transfer coefficient from particle surface (without hydrate)and surrounding water results as follows:

$$
\begin{equation*}
\frac{1}{k_{\mathrm{T}}}=\frac{1}{k_{\mathrm{H}}}+\frac{1}{k_{\mathrm{F}}} \tag{10}
\end{equation*}
$$

where $k_{\mathrm{T}}=$ total mass transfer coefficient; $k_{\mathrm{H}}=$ hydrate mass transfer coefficient; $k_{\mathrm{F}}=$ surrounding fluid mass transfer coefficient

The value of the hydrate layer contribution is evaluated from

$$
\begin{equation*}
k_{\mathrm{H}}=\frac{D_{\mathrm{eff}}}{\delta} \tag{11}
\end{equation*}
$$

where $\delta$ is the hydrate thickness and $D_{\text {eff }}$ is the diffusion coefficient inside the porous hydrates layer, depending on porosity $\varepsilon$ and on tortuosity $\tau$ :

$$
\begin{equation*}
D_{\mathrm{eff}}=\frac{\mathcal{D} \varepsilon}{\tau} \tag{12}
\end{equation*}
$$

The value of $\mathcal{D}$ has been set to a value of $0.9 \times 10^{-9} \mathrm{~m}^{2} / \mathrm{s}$.
The fluid mass transfer coefficient around the particle is a function also of the presence of the hydrate layer. As a matter of fact, the presence of hydrate, and, particularly, if the rim is covering the entire surface of the particle, inhibits the internal circulations. Consequently, the surrounding seawater in the relative motion resembles that one of a quasi-rigid particle. Then, the expression for the Sherwood number becomes that typical of the boundary layer theory:

$$
\begin{equation*}
\mathrm{Sh}=2+1.8(\mathrm{Re} \cdot \mathrm{Sc})^{1 / 3}+0.6 \mathrm{Re}^{1 / 2} \mathrm{Sc}^{1 / 3} \tag{13}
\end{equation*}
$$

with Reynolds number $\left(\operatorname{Re}=\left(\rho_{c} D_{0} v_{\mathrm{P}}\right) / \mu_{\mathrm{c}}\right) ; \mu_{\mathrm{c}}=$ dynamic viscosity of the countinous phase; Schmidt number $\left(\mathrm{Sc}=v_{\mathrm{c}} / D\right)$; $\mathcal{D}=$ diffusion coefficient of specie i inside the continuous phase; $v_{\mathrm{c}}=$ kinematic viscosity of the countinous phase; Sherwood number $\left(\mathrm{Sh}=\left(k_{c} D_{0}\right) / D\right)$. The proposed expression is a combination of contributes covering the variation of Re number during particle dissolution.

On the contrary, when the hydrate is absent, the interface is free to move. Because the viscosity of the fluid inside the particle is quite less than the viscosity of the seawater, the behavior for the Sherwood number becomes similar to the Higbie theory (see for instance in ${ }^{41}$ ), that is,

$$
\begin{equation*}
\mathrm{Sh}=2+1.12(\mathrm{Re} \cdot \mathrm{Sc})^{1 / 2} \tag{14}
\end{equation*}
$$

2.1. Rise Velocity. The calculation of the fluid dynamic velocity is necessary both for evaluating the fluid mass transfer coefficient and the time of particle rise after its release in the deep. In our model, the prevailing motion of the particle is assumed to be linear (secondary motions, i.e., helicoidal, zigzag, oscillating, etc., are neglected). Thanks to the mobility of the interface the fluid particle can modify its shape and can be characterized by internal circulations. The last ones strongly affects the resistance offered to the particle motion and the possible development of the boundary layer around the particle. The particle shape can be represented by the superposition of two semispheroids of different height and identical base areas (Figure 2).


Figure 2. Assumed shape of the fluid particle ( $a, b_{1}, b_{2}=$ particle major and minor semiaxes).

More specifically regarding the deformation, it is useful to mention that the hydrate deposits as a porous aggregate of microscopic particles and, therefore, is deformable together with the underlying particle.

In the steady state the forces balance (buoyant and friction forces) gives

$$
\begin{equation*}
\Delta \rho g V_{\mathrm{p}}=\pi \mathrm{a}^{2} \frac{\rho_{\mathrm{c}} \mathrm{~V}_{\mathrm{p}}^{2}}{2} f \tag{15}
\end{equation*}
$$

where $V_{\mathrm{p}}=$ particle volume; $f=$ friction factor; $a=$ particle major semiaxis. The terminal velocity ( $v_{\mathrm{p}}$ ) has been then deduced from eq 15 as a function of the drag coefficient $C_{D}$ :

$$
\begin{equation*}
C_{\mathrm{D}}=\left(\frac{2 a}{D_{0}}\right)^{2} f=\text { Def } \cdot f \Rightarrow v_{\mathrm{p}}=\left(\frac{4}{3} \frac{\Delta \rho g D_{0}}{\rho_{\mathrm{c}} C_{\mathrm{D}}}\right)^{1 / 2} \tag{16}
\end{equation*}
$$

where $\operatorname{Def}=$ deformation factor.
The key variable in defining drop motion velocity becomes consequently the drag coefficient $C_{D}$ that shows a simple dependence on the friction factor " $f$ " and on the deformation. We have supposed that the particle assumes, during motion, a shape that minimizes its total energy. Substantially the energies mainly involved (interfacial, potential and kinetic, described in Bozzano and Dente ${ }^{27}$ ) reflect the influence of interfacial tension, density difference, viscosity and velocity on the particle shape. Contaminants or hydrates at the interface affect its rigidity and the internal circulations. The mapping of the total energy as a function of the particle geometrical properties allows, through its minimization, to deduce the deformation factor "Def". The shapes obtained by means of the minimization procedure have been correlated to the Morton $\left(\mathrm{Mo}=\left(\Delta \rho g \mu_{\mathrm{c}}^{4}\right) /\left(\rho_{\mathrm{c}}^{2} \sigma^{3}\right)\right)$ and Eötvös numbers, giving an explicit expression for "Def" that avoids the minimization procedure during each calculation. The resulting deformation factor is then a function of the system physical properties and of the size of the particle:

$$
\begin{equation*}
\text { Def }=\left(\frac{2 a}{D_{0}}\right)^{2}=\frac{10\left(1+1.3 \mathrm{Mo}^{1 / 6}\right)+3.1 \mathrm{Eo}}{10\left(1+1.3 \mathrm{Mo}^{1 / 6}\right)+\mathrm{Eo}} \tag{17}
\end{equation*}
$$

The friction factor has been obtained by a combination of two asymptotic behaviors, viscous flow, $f_{\text {visc }}$ and Newton's-law flow, $f_{\infty}$ :

$$
\begin{equation*}
f(\mathrm{Re}, \mathrm{Eo})=f_{\mathrm{visc}}(\mathrm{Re}, \mathrm{Mo})+f_{\infty}(\mathrm{Eo}, \mathrm{Mo}) \tag{18}
\end{equation*}
$$

For spherical shape particles (Def =1), and low Re values (about above 20 that is usually the case), the drag coefficient has been originally evaluated by Levich ${ }^{42}$ and reviewed by Batchelor ${ }^{43}$ by assuming that the rate at which buoyancy forces on the particle do work must be equal to the total rate of dissipation in the surrounding fluid:

$$
\begin{equation*}
C_{\mathrm{D}}=f_{\mathrm{visc}}=\frac{48}{\mathrm{Re}} \tag{19}
\end{equation*}
$$

A correction was proposed by Moore, ${ }^{44}$ taking into account also the dissipation in the boundary layer at the particle surface and in the wake

$$
\begin{equation*}
f_{\text {visc }}=\frac{48}{\operatorname{Re}}\left(1-\frac{2.2}{\operatorname{Re}^{1 / 2}}\right) \tag{20}
\end{equation*}
$$

Because in eq 20 the negative factor can give place to problems at low Re values, we propose a more satisfactory expression giving the same results but avoiding negative values:

$$
\begin{equation*}
f_{\text {visc }}=\frac{48}{\operatorname{Re}} \frac{\sqrt{1+0.25 \mathrm{Re}}}{\sqrt{1+0.25 \mathrm{Re}}+1} \tag{21}
\end{equation*}
$$

The motion can be also affected by the presence of circulations inside the fluid particle. No relative movement of the two fluids at the interface can occur and the tangential stress exerted at the interface by the external fluid must be equal and opposite to that exerted by the internal one. ${ }^{43}$ The consequence is that the friction factor is affected by the viscosity ratio of the continuous and dispersed fluids, and this contribution can be accounted by a multiplying factor following the Hadamard-Rybczynski theory reported for instance in: ${ }^{43}$

$$
\begin{equation*}
f_{\text {visc }}=\frac{48}{\operatorname{Re}} \frac{\sqrt{1+0.25 \operatorname{Re}}}{\sqrt{1+0.25 \operatorname{Re}}+1} \frac{3 / 2+\mu_{\mathrm{c}} / \mu_{\mathrm{d}}}{1+\mu_{\mathrm{c}} / \mu_{\mathrm{d}}} \tag{22}
\end{equation*}
$$

Both the cases of drop $\left(\mu_{\mathrm{c}} / \mu_{\mathrm{d}} \ll 1\right)$ and bubbles $\left(\mu_{\mathrm{c}} / \mu_{\mathrm{d}} \gg 1\right)$ are covered by eq 22 .

Finally, another contribution to eq 22 allows to take into account that in high viscosity medium; that is, for high Mo numbers, the factor " 48 " is reduced to " 16 ". The resulting final expression of $f_{\text {visc }}$ is

$$
\begin{align*}
f_{\text {visc }}= & \frac{48}{\operatorname{Re}} \frac{\sqrt{1+0.25 \operatorname{Re}}}{\sqrt{1+0.25 \operatorname{Re}}+1} \frac{3 / 2+\mu_{\mathrm{c}} / \mu_{\mathrm{d}}}{1+\mu_{\mathrm{c}} / \mu_{\mathrm{d}}} \\
& \times \frac{1+12 \mathrm{Mo}^{1 / 3}}{1+36 \mathrm{Mo}^{1 / 3}} \tag{23}
\end{align*}
$$

The friction factor for sufficiently high Reynolds numbers (at least $10^{4}$ ), becomes a constant (corresponding to a value of the drag coefficient of about 3) because of the large deformation (quasi-spherical cap shape). The asymptotic friction factor for high Reynolds numbers is also in this case deduced as function of Eo and Mo (by interpolation of the results obtained from the minimization procedure):

$$
\begin{equation*}
f_{\infty}=\frac{C_{\mathrm{D}} \mathrm{I}_{\infty}}{\mathrm{Defl}_{\infty}}=0.9 \frac{\mathrm{Eo}^{3 / 2}}{1.4\left(1+30 \mathrm{Mo}^{1 / 6}\right)+\mathrm{Eo}^{3 / 2}} \tag{24}
\end{equation*}
$$

The combined and final expression of the friction factor, covering all Re numbers, becomes (with c and $\mathrm{d}=$ indexes for continuous and dispersed phase):

$$
\begin{align*}
f= & \frac{48}{\operatorname{Re}} \frac{\sqrt{1+0.25 \mathrm{Re}}}{\sqrt{1+0.25 \mathrm{Re}}+1} \frac{3 / 2+\mu_{\mathrm{c}} / \mu_{\mathrm{d}}}{1+\mu_{\mathrm{c}} / \mu_{\mathrm{d}}} \frac{1+12 \mathrm{Mo}^{1 / 3}}{1+36 \mathrm{Mo}^{1 / 3}} \\
& +0.9 \frac{\mathrm{Eo}^{3 / 2}}{1.4\left(1+30 \mathrm{Mo}^{1 / 6}\right)+\mathrm{Eo}^{3 / 2}} \tag{25}
\end{align*}
$$

Internal circulations of drops are less intensive than inside bubbles, due to the higher viscosity, forcing the detachment of the boundary layer on a larger surface behind and retarding the transition to turbulence. Therefore, for drop motion, the friction factor is modified in

$$
\begin{align*}
& \text { For } f_{\infty}<\beta \\
& \qquad f=\frac{48}{\operatorname{Re}} \frac{\sqrt{1+0.25 \operatorname{Re}}}{\sqrt{1+0.25 \operatorname{Re}}+1} \frac{3 / 2+\mu_{\mathrm{c}} / \mu_{\mathrm{d}}}{1++\mu_{\mathrm{c}} / \mu_{\mathrm{d}}} \frac{1+12 \mathrm{Mo}^{1 / 3}}{1+36 \mathrm{Mo}^{1 / 3}}+\beta \\
& \text { For } f_{\infty}<\beta \\
& \qquad f=\frac{48}{\operatorname{Re}} \frac{\sqrt{1+0.25 \operatorname{Re}}}{\sqrt{1+0.25 \operatorname{Re}}+1} \frac{3 / 2+\mu_{\mathrm{c}} / \mu_{\mathrm{d}}}{1++\mu_{\mathrm{c}} / \mu_{\mathrm{d}}} \frac{1+12 \mathrm{Mo}^{1 / 3}}{1+36 \mathrm{Mo}^{1 / 3}} \\
& \quad+\alpha \frac{\mathrm{Eo}^{3 / 2}}{1.4\left(1+30 \mathrm{Mo}^{1 / 6}\right)+\mathrm{Eo}^{3 / 2}} \tag{26}
\end{align*}
$$

The value of factor $\alpha$ has been set to 0.9 , while that of $\beta$ has been set to 0.45 for oblate spheroids (i.e., flattened at right
angles to the direction of motion) and to 0.3 for prolate spheroids (i.e., flattened in the direction of motion). This latter expression is valid also in the case of contaminated of hydrate covered bubbles. In fact, in this situation, bubbles have a drag coefficient close to that of a "rigid body", and therefore, internal circulations have no detectable influence on the dynamics of the bubble motion.

The assumed thickness $\left(\mathrm{s}_{\mathrm{H}}\right)$ of the $\mathrm{CO}_{2}$ hydrate has been $5.5 \mu \mathrm{~m}$ (in substantial agreement with the literature, ${ }^{45}$ which reports an order of magnitude of about $7-8 \mu \mathrm{~m}$ ). The suggested value for the $\mathrm{CH}_{4}$ hydrate is about $15 \mu \mathrm{~m}$ in agreement with literature. ${ }^{46}$ Regarding the rate of dissolution of hydrates ( $\mathrm{mol} / \mathrm{s}$ ), the following expressions have been adopted making reference to the work of Clarke and Bihnoi: ${ }^{47}$

$$
\begin{equation*}
N_{\mathrm{H}}=K \cdot \exp \left(-\frac{E_{\mathrm{H}}}{R T}\right) R T\left(C_{\mathrm{i}}-C_{\mathrm{b}}\right) S_{\mathrm{H}} \tag{27}
\end{equation*}
$$

where $K=$ kinetic constant for the hydrate dissolution $=3.6 \times$ $10^{4}\left(\mathrm{~mol} / \mathrm{s} \cdot \mathrm{Pa} \cdot \mathrm{m}^{2}\right)$ for $\mathrm{CH}_{4}$ and $1.83 \times 10^{8}\left(\mathrm{~mol} / \mathrm{s} \cdot \mathrm{Pa} \cdot \mathrm{m}^{2}\right)$ for $\mathrm{CO}_{2} ; S_{\mathrm{H}}=$ hydrate surface $=$ hydrate specific surface SSH $=3.75 \times 10^{5}\left(\mathrm{~m}^{2} / \mathrm{m}^{3}\right)$ multiplied by the hydrate volume; $E_{\mathrm{H}}=$ activation energy for hydrate formation and dissolution ( $81 \mathrm{~kJ} / \mathrm{mol}$ for $\mathrm{CH}_{4}$ and $102.88 \mathrm{~kJ} / \mathrm{mol}$ for $\mathrm{CO}_{2}$ ); $R=$ gas constant $8.31447(\mathrm{~J} / \mathrm{K} \cdot \mathrm{mol}) ; \mathrm{C}_{\mathrm{i}}=$ concentration of the guest specie at the particle interface; $C_{\mathrm{b}}=$ concentration of the guest specie in the bulk of the surrounding phase ( 78 ppm for $\mathrm{CO}_{2}$ and 0 ppm for $\mathrm{CH}_{4}$ ).

The hydrate volume has been evaluated as follows:

$$
\begin{equation*}
V_{\mathrm{H}}=\frac{4}{3} \pi\left[\left(\frac{D_{\mathrm{p}}+2 S_{\mathrm{H}}}{2}\right)^{3}-\left(\frac{D_{\mathrm{p}}}{2}\right)^{3}\right] \tag{28}
\end{equation*}
$$

The hydrate density $\left(\rho_{\mathrm{H}}\right)$ can be evaluated by using the expression of Teng et al. ${ }^{48}$ that is consistent with experimental data:

$$
\begin{equation*}
\rho_{\mathrm{H}}=\frac{46 \mathrm{MW}_{\mathrm{i}}}{a^{3}} N\left(0.409+\frac{X_{\mathrm{iH}}}{1-X_{\mathrm{iH}}}\right) \tag{29}
\end{equation*}
$$

where $N=$ Avogadro number $=6.022 \times 10^{23} ; x_{\mathrm{iH}}=$ mole fraction of guest specie "i" inside the hydrate; $a=$ reticulation constant $(\mathrm{m})=12 \times 10^{-10} ; \mathrm{MW}_{\mathrm{i}}=$ molecular weight of the guest specie.

## RESULTS AND DISCUSSION

In this paper, only few representative examples of the many results obtained by means of the presented model are shown. In the following figures, the points represent the experimental data taken from the literature. ${ }^{20,25,49}$ The lines refer to the model predictions. Let us start with the data from Brewer et al. ${ }^{20}$ that we have resumed in Table 1. An equipment able to follow the drops during they rise from deep ocean called "ROV Ventana" was used. The data refer to an experiment performed by releasing a first $\mathrm{CO}_{2}$ drop (a) at a depth of 804.5 m . At about 650 m this droplet was joined by a second drop (b). Then, quickly the pair of drops joined, without coalescing (because of the protective clathrate layer). The cohesive force maintained the pair together till the dissolution of the first one. When the remaining of the second drop reached a depth of about 400 m , liquid-gas transition started. The quasi-linear evolution of vaporization dictates the progressive decrease of the mixed phase density (hypothetically the final part of this

Table 1. Experimental Data from Brewer et al. ${ }^{25}$

|  | droplet diam. <br> $(\mathrm{cm})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| elapsed <br> time $(\mathrm{min})$ | depth <br> $(\mathrm{m})$ | temp. <br> $\left({ }^{\circ} \mathrm{C}\right)$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $\mathrm{CO}_{2}$ density <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | rise rate <br> $(\mathrm{cm} / \mathrm{s})$ |
| 0 | 804.3 | 4.39 | 0.890 |  | 0.942 | 10.2 |
| 14.23 | 706.3 | 4.74 | 0.606 |  | 0.931 | 11.3 |
| 23.13 | 649.1 | 4.99 | 0.485 | 0.890 | 0.923 | 12.0 |
| 29.82 | 602.1 | 5.26 | 0.364 | 0.728 | 0.917 | 12.5 |
| 43.08 | 496.8 | 5.44 | 0.162 | 0.647 | 0.902 | 13.5 |
| 49.73 | 447.3 | 5.99 |  | 0.364 | 0.891 | 14 |
| 61.65 | 341.2 | 7.29 |  | 0.202 | 0.863 | 14.9 |

Table 2. Experimental and Calculated Drop Velocity

| depth $(\mathrm{m})$ | exptl. rise rate $(\mathrm{cm} / \mathrm{s})$ | calcd. rise rate $(\mathrm{cm} / \mathrm{s})$ |
| :---: | :---: | :---: |
| 804.3 | 10.2 | 11.7 |
| 706.3 | 11.3 | 11.4 |
| 649.1 | 12.0 | 12.5 |
| 602.1 | 12.5 | 12.3 |
| 496.8 | 13.5 | 12.0 |
| 447.3 | 14 | 11.0 |
| 341.2 | 14.9 | 12.8 |

phenomenon takes end when the "virtual" depth reaches about 100-150 m).

Figures 3 and 4 show the comparison with the results of our model. In both, the diameter evolution along the time (a) and along the depth (b) is compared.

It is important to observe that both the dependence of bubble diameter on time and depth is well simulated. It means that the bubble rise velocity is properly evaluated. Figure 5 shows the comparison between the calculated and experimental liquid $\mathrm{CO}_{2}$ density. Also, in this case, the comparison is satisfactory.

The simulations performed for the second drop (b) released at 649.1 requested to take into account that at about 400 m depth the liquid $\mathrm{CO}_{2}$ starts to evaporate. This affects the density of the droplet and, consequently, its rise velocity, so that an acceleration has been detected. Table 2 reports also the comparison with the droplet rise velocity.

The comparison of Table 2 is satisfactory except for the three last point. From 649.1 to 496.8 m depth the two droplet moves together and the velocity has been evaluated taking into account a diameter equivalent to the volume obtained from the sum of the volume of the two droplets. At the depth of 447.3 the first drop released is about completely consumed. Moreover, no evaporation is present, so we are not able to find a reason for the rise rate found in the experiments that cannot be related simply to the reduction of drop density. At 341.2 m depth vaporization is present (it starts at about 409 m depth): the fluid particle becomes constituted in part by liquid and partially vaporized. We assumed an average density taking into account the degree of vaporization (massive fraction of vapor) evaluated as the ratio between the difference of actual pressure and that of initial vaporization (Pvap1) and the difference between the pressure at 100 m (where vaporization is complete) and Pvap1. Pressures are in Pa.

$$
\begin{equation*}
\text { vapgrade }=\frac{P-P_{\text {vap1 }}}{10^{6}-P_{\text {vap } 1}} \tag{30}
\end{equation*}
$$



Figure 3. Drop diameter as a function of (a) time (drop starting at 649.1 m depth) and (b) depth (drop starting at 649.1 m depth).


Figure 4. Drop diameter as a function of (a) time (drop starting at 805.4 m depth) and (b) depth (drop starting at 805.4 m depth).


Figure 5. Experimental and calculated $\mathrm{CO}_{2}$ density.

We have deduced then the mass of liquid and vapor and obtain the value of rise velocity by a simple combination of the velocity calculated considering the particle all liquid and all vaporized.

$$
\begin{equation*}
v=\frac{v_{\mathrm{d}} m_{\mathrm{L}}+v_{\mathrm{b}} m_{\mathrm{v}}}{m_{\mathrm{L}}+m_{\mathrm{v}}} \tag{31}
\end{equation*}
$$

In eq $31, V_{\mathrm{d}}$ is the velocity of the particle considered liquid, $v_{\mathrm{b}}$ is the velocity of the particle considered completely vaporized, $m_{\mathrm{L}}$ and $m_{\mathrm{v}}$ respectively the liquid and vapor mass contained into the particle.

A comparison of the rate of dissolution of $\mathrm{CH}_{4}$ bubbles is then reported. The data are taken from the paper of McGinnis et al., ${ }^{25}$ which elaborated the data of Rehder et al. ${ }^{50}$


Figure 6. Dissolution of $\mathrm{CH}_{4}$ bubbles.


Figure 7. Drop terminal velocity versus equivalent diameter. (a-f) Experiments in hydrate formation conditions. (a) $5.7 \mathrm{MPa}, T=4.8{ }^{\circ} \mathrm{C}$, (b) $P=$ 8.3 $\mathrm{MPa}-T=3.6^{\circ} \mathrm{C}$, (c) $11.9 \mathrm{MPa}, 2.8^{\circ} \mathrm{C}$, (d) $14.7 \mathrm{MPa}, 2.5^{\circ} \mathrm{C}$, (e) $P=17.5 \mathrm{MPa}-T=2{ }^{\circ} \mathrm{C}$, (f) $20.2 \mathrm{MPa}, 1.9^{\circ} \mathrm{C}$. (g-i) comparison between hydrate and no-hydrate conditions: $(\mathrm{g})$ hydrate formation conditions $\left(9.9 \mathrm{MPa}, 3.2^{\circ} \mathrm{C}\right)$ and no hydrate $\left(18.3 \mathrm{MPa}, 13.1^{\circ} \mathrm{C}\right)$, (h) hydrate formation conditions ( $11.9 \mathrm{MPa}, 2.8^{\circ} \mathrm{C}$ ) and no hydrate $\left(22 \mathrm{MPa}, 13.9^{\circ} \mathrm{C}\right)$, (i) hydrate formation conditions $\left(14.7 \mathrm{MPa}, 2.5^{\circ} \mathrm{C}\right)$ and no hydrate $(24.8 \mathrm{MPa}$, $13.1^{\circ} \mathrm{C}$ ).

The experiments refer to the release of methane bubbles of varying diameter at different depths. Measurements were made using the same equipment already mentioned for $\mathrm{CO}_{2}$,
the ROV Ventana, in Monterey Bay, California. Here the upper boundary of the methane hydrate stability field is close to 520 m depth. ${ }^{51}$ Single gas bubbles were released at various

Table 3. Experimental Data from Bigalke et al. ${ }^{49}$

| pressure <br> $(\mathrm{Mpa})$ | temp. <br> $\left({ }^{\circ} \mathrm{C}\right)$ | $\mathrm{CO}_{2}$ <br> density <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | sea water <br> density <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | hydrate <br> stable | calcd. interfacial <br> tension <br> $(\mathrm{dyn} / \mathrm{cm})$ |
| :---: | ---: | :---: | :---: | :---: | :---: |
| 5.7 | 4.8 | 915.1 | 1030.3 | yes | 34.2 |
| 8.3 | 3.6 | 943.9 | 1031.7 | yes | 33.9 |
| 9.9 | 3.2 | 957.0 | 1032.4 | yes | 33.7 |
| 11.9 | 2.8 | 971.1 | 1033.4 | yes | 33.6 |
| 14.7 | 2.5 | 987.2 | 1034.7 | yes | 33.2 |
| 17.5 | 2.0 | 1002.4 | 1036.1 | yes | 32.7 |
| 20.2 | 1.9 | 1014.1 | 1037.3 | yes | 32.3 |
| 18.3 | 13.1 | 958.7 | 1034.2 | no | 35.0 |
| 22.0 | 13.9 | 973.9 | 1036.3 | no | 34.8 |
| 24.8 | 13.1 | 989.5 | 1037.0 | no | 34.3 |

depths between 820 and 430 m into an imaging box attached to the ROV. Figure 6a refers to the release of a bubble of methane of 5.2 mm initial diameter. The start depth is 426 m . The experimental end depth is 386 m , while in our simulations a value of 379 m has been obtained. Figure 6 b refers to the release of a bubble of methane of 8.9 mm initial diameter. The start depth is 471 m . The experimental end depth is 394 m , while in our simulations a value of 374 m has been obtained. Figure 6 c refers to the release of a bubble of methane of 8 mm initial diameter. The start depth is 479 m . The experimental end depth is 433 m , while in our simulations a value of 395 m has been obtained. Figure 6 shows that the dissolution as a function of time is well represented by the model also in the case of $\mathrm{CH}_{4}$ bubbles.

A further comparison of the rise velocity of $\mathrm{CO}_{2}$ droplets has been performed with the experiment of Bigalke et al. ${ }^{48}$ and is reported in Figure 7. The operating conditions selected by Bigalke et al. cover a large range and they performed experiments in $P / T$ conditions both within and outside the hydrate stability field simulating in a laboratory tank an oceanic temperature depth profile. The data related to the experiments of Bigalke et al. are reported in Table 3.

The last column of Table 3 reports the interfacial tension calculated by using the equation of our model. We have adopted the same kind of representation as in the paper of Bigalke et al. ${ }^{28}$ The general agreement with experimental data is satisfactory. It can be observed that in some cases (for instance, Figure 7a and c) the experimental points show for the same equivalent diameter isolated points at higher rise velocity. This could be related to an assumed shape of the drop similar to a prolate spheroid allowing a lesser drag coefficient during motion.


Parts g , h , and i of Figure 7 report data related to the rise velocity of $\mathrm{CO}_{2}$ droplet covered by hydrates (lower data points) and of $\mathrm{CO}_{2}$ droplets outside the hydrate formation conditions. In this latter case, in order to simulate the droplets behavior we have used the value of parameter $\beta$ equal to 0.3 in eq 26 , while in the case of droplets covered with clathrates the assumed value is 0.45 . This is due to the assumption, deduced from the droplets aspect ratio reported by Bigalke et al., ${ }^{49}$ that the shape of the droplet is that of a oblate spheroid in the case of presence of the hydrate, while when the latter is absent the shape assumed by the droplet is that of a prolate spheroids. It justifies also the higher the rise velocities.

Figure 8 shows a sensitivity study of parameters $\alpha$ and $\beta$ of eq 26 .

It can be observed that the variation of parameter $\alpha$ generated a shift of the maximum maintaining the same initial slope of the simulated curve while varying $\beta$ the initial slope is changing.

## CONCLUSIONS

In this paper, a model describing the rise rate and the progressive dissolution of $\mathrm{CO}_{2}$ and $\mathrm{CH}_{4}$ drop and bubbles eventually emerging from the deep ocean has been presented. For both the aspects that have been examined (fluid-dynamics and mass transfer in extreme conditions) and for both the components, the comparison of the simulations with experimental data is satisfactory. It is important to point out that the fluiddynamic model here presented is not the results of the fitting of experimental data but it is general for all gas-liquid and liquidliquid systems. It can be observed that for the drop sizes analyzed the rate of consumption is such that the particle does not reach the sea surface and is dissolved during its motion.
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