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## I. Introduction

The fast evolution of networking technology is pushing networks to be service-oriented. Most of the emerging services are provided by data center networks (DCNs) [1-3], and a network of DCNs is called a cloud [4-6]. Traditionally, a DCN is a factory-scale and massively parallel computing and storage resource. It consists of a huge number of servers organized in racks, which work in parallel with data exchanged by a switch network such as a Clos [7-9] or fat-tree network [10-12]. For example, a web search request may access an inverted index spreading across thousands of servers, among which petabytes of data are interactively processed and switched [13].

The scale of DCNs is expanding rapidly with the quickly increasing number of servers [14]. According to [15], Google had more than 450,000 servers in 30 data centers by 2006 , which increased to 36 by 2010. Microsoft and Yahoo! are in similar situations, with the total number of DCN servers nearly doubling every 14 months, which exceeds Moore's law [16].

The rapid expansion of DCNs has led to great concern about system scalability, which is constrained by many environmental factors such as site choice, system cooling, and power supply capacity, as well as energy efficiency and carbon dioxide footprint. Figure 1 shows two examples of Google DCNs. In Fig. 1(a), an area with the size of multiple football fields is needed. In Fig. 1(b), a large lake next to the DCN serves as water-flow system cooling. Just in the United States, DCNs consume more than $2 \%$ of the national electricity at present, which is likely to double every five years [17]. The ever-increasing wattage translates to the commonly voiced complaints about power outage and cooling capacities [18].

In addition to the environmental factors, scalability is constrained by the internal architecture of DCNs as well. Existing DCNs adopt electronic switches and routers with multiple stages of O/E and E/O transceivers, leading to bandwidth bottleneck and high power consumption, as well as complex interconnects and bulky systems due to the limited modular capacity and thus a large number of switches and ports. According to a study from IBM [19], power consumption can be greatly reduced simply by replacing copper links using optical interconnects. Moreover, it is shown that over $70 \%$ of power can be saved in DCNs if electronic switches are further replaced by optical ones [20]. The high switching capacity of optical switches also leads
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Fig. 1. Examples of Google DCNs. (a) Google DCN in Belgium and (b) lakeside site in Dalles, Oregon.
to a reduced number of switches in a more compact system with much enlarged bandwidth.

To solve the scalability issue, DCN architecture and energy efficiency are widely studied [18-22]. A complete survey on those topics can be found in [22]. In particular, [19] adopts optical interconnects in DCNs, and [21] proposes a hierarchical energy optimization by intelligently shutting off some switches and links. Also, several all-optical or hybrid electrical-optical switches [23-29] are demonstrated for future high-performance DCNs, where state-of-theart traffic scheduling and routing algorithms [30-33] can be used to enhance the switching performance.

Nevertheless, DCNs cannot be made fully scalable by merely adopting optical switches and improving energy efficiency in the current architecture. To support future sustainable DCN expansion, it is necessary to invent a fully scalable and flexible architecture that can overcome both environmental and internal constraints, as pointed out above. With the fast growth of cloud services, this has become an urgent need.

In this paper, we adopt optical switches in DCNs and cluster server racks and switches into multiple sets called component sets. By assuming that the DCN scale is sufficiently large and thus cannot be supported by current architectures, we propose a fully scalable architecture with distributed placement of component sets in a given optical network. This completely removes the environmental constraints, as power supply, system cooling, and warehouse accommodation can be handled in a distributed and less bulky manner. Meanwhile, DCN internal interconnects are provided by wavelengths in the optical network. Together with the use of optical switches, this saves energy and leads to a compact and fully scalable DCN.

Challenges also exist. Distributed placement of component sets introduces additional transmission delay and cost to DCN internal traffic. To this end, we define a cost scaling factor $\theta$ by translating the additional delay into a cost factor that can be integrated with the transmission cost (see Subsection III.A). $\theta$ can be flexibly manipulated to control the extent of component set distribution across the network. In the extreme case of an extra-large $\theta$, the proposed architecture degenerates into the current centralized DCN. Hence, it includes the centralized DCN as a special case, while being fully scalable.

While distributed placement increases the delay and cost of internal traffic, it reduces that of external traffic
(for service requests and deliveries) with service interfaces that are closer to clients. Therefore, component set placement is important for balancing internal and external transmission costs of the DCN. Generally, a component set (placed at a single node) should consist of those racks with heavy inter-rack traffic, leaving lightly loaded internal traffic for inter-node transmissions. Thus, component set clustering is also an important issue. Those factors make system cost minimization a very complex yet interesting optimization problem. To support the proposed architecture, we further study this optimization problem under predefined external demands and DCN internal traffic patterns. An integer linear program (ILP) and a heuristic are proposed to minimize the system cost while scaling the DCN.

The rest of the paper is organized as follows. Section II describes the proposed architecture and the placement problem. Section III formulates the ILP for optimally solving the problem. The heuristic is proposed in Section IV, and numerical results are presented in Section V. We conclude the paper in Section VI.

## II. Architecture and Problem

## A. Proposed Architecture

Our key idea is to spread the DCN component sets across a certain area of the network. Figure 2 illustrates the proposed architecture, where the components inside a dashed ellipse form a component set to be placed at a single node. Basically, the network nodes denoted by the ellipses and the inter-node fiber connections are embedded


Fig. 2. Distributed placement of optical switches and racks in DCNs.
in the optical network, and the DCN in the rectangle just shows the logical functionality of the components. It is possible that the content and core switches are placed at the same node as the server racks and aggregation switches, though they appear to be separate in Fig. 2. In this distributed architecture, an optical common control channel can be reserved for management and control signaling transmissions among different component sets.

In Fig. 2, the top-of-rack (ToR) and content switches are electronic routers or OpenFlow [34] switches, whereas the aggregation and core switches are optical crossbar or packet switching fabrics. An aggregation switch is always collocated with a set of server racks at the same node and is responsible for data switching among them, and the traffic in the same rack is switched by the ToR switch. The content and core switches are always collocated. The former provides service interfaces for external requests and the latter for inter-node data switching of the DCN internal traffic. The core and aggregation switches are interconnected by optical wavelengths and fibers. Logically, they form a typical multistage switch network based on a folded-Clos (or fat-tree) structure [10-12].

Content switches divide traffic into external traffic (for service requests and deliveries) and DCN internal traffic. Each node in the network has a specific amount of service demands, which can be served by a nearby content switch to minimize the external transmission cost. Nevertheless, routing demands to different content switches provides a mechanism to balance the loads over the corresponding core switches, by slightly increasing the transmission cost of the external traffic.

## B. Placement Problem

A major task of our work is to make the DCN scalable by distributing the component sets to different nodes. Accordingly, a scalability-related cost is defined as increasing with the size of the component sets. Distributed placement reduces this cost but leads to additional transmission delay and cost of the DCN internal traffic (defined as the $D C N$ internal overhead). Such a trade-off is further complicated by the external demands and internal traffic patterns of the DCN, which require the switches and racks to be clustered into proper component sets and be placed at suitable nodes.

More specifically, it is desirable to find a set of nodes in proximity to each other for component set placement, such that the transmission cost and delay of the DCN internal traffic can be minimized while bulky component sets can be avoided. On the other hand, external demands at individual nodes need to be served with small transmission cost, which translates to a more distributed placement of service interfaces and component sets. For a specific DCN service, the worst-case internal traffic pattern among the racks is relatively stable. It can be estimated and planned at the network planning stage. Based on the internal traffic pattern, it is desirable to put those racks with heavy inter-rack traffic into the same component set placed at a single node,
such that data switching among them can be locally handled without incurring additional inter-node transmissions. As a result, component sets tend to be large, but this contradicts the scalability. Moreover, component set placement is constrained by the network topology as well. In addition to properly clustering the racks, we need to find a suitable set of nodes in the network and match each of them with one or several component sets for placement. All the above conflicting factors (external and internal traffic, rack clustering and node mapping, and scalability) are combined, leading to a very complex yet interesting cost minimization problem.

Given a set of service demands at individual nodes and the service-oriented internal traffic pattern among the racks of a DCN, the system cost minimization problem involves the following tasks: 1) determine the number of optical switches required, 2) cluster the switches and racks into proper component sets, 3) place the component sets at a suitable set of nodes, 4) find the external service request and delivery routes, 5) figure out the switching and routing scheme for DCN internal traffic, and 6) achieve load balancing among core switches.

## III. ILP Formulation

We assume that the basic cost of a component set at a warehouse (for system cooling, power supply, warehouse rent, etc.) is characterized by the scalability-related cost function in Fig. 3. If the number of racks in a component set exceeds a specific limit (e.g., $N_{k}, k \leq 4$ in Fig. 3), the basic cost will step up accordingly. For simplicity, the scalability-related cost also accounts for the costs of ToR and aggregation switches as well as optical interconnects inside the component set, since those costs are generally proportional to the number of racks. In practice, the scalability-related cost function can be properly predefined to control the size of component sets and the extent of DCN distribution, as discussed later.

## A. Notation List

## Inputs:

$\boldsymbol{V}$ : The set of all nodes in a network $\boldsymbol{G}(\boldsymbol{V}, \boldsymbol{E})$.
$\boldsymbol{E}$ : The set of all bidirectional links in a network $\boldsymbol{G}(\boldsymbol{V}, \boldsymbol{E})$.
$\boldsymbol{R}$ : The set of all server racks in the DCN.


Fig. 3. Scalability-related cost function.
$Q$ : The maximum switching capacity of a core switch.
$P_{s}$ : The cost of a pair of core and content switches.
$P_{0}$ : Basic cost savings if a pair of core and content switches is placed at the same node as a set of server racks.
$P_{u v}$ : Transmission cost of per-unit traffic between nodes $u$ and $v$ in the optical network. In this work, it is assumed to be the distance between nodes $u$ and $v$, and $P_{u v}=P_{v u}$.
$\theta$ : Cost scaling factor for taking the inter-node transmission delay of DCN internal traffic into account. $\theta>1$ and $\theta P_{u v}$ is the total cost of the DCN internal overhead for per-unit internal traffic transmission between nodes $u$ and $v$, where the cost of delay accounts for $(\theta-1) P_{u v}$.
$d_{v}$ : DCN service demand at a network node $v \in \boldsymbol{V}$.
$r_{i j}$ : The bidirectional DCN internal traffic load between two racks $i$ and $j$, and $r_{i j}=r_{j i}$.
$K$ : The number of shadowed blocks in Fig. 3.
$\Delta_{k}$ : Step size of the basic cost increase, as shown in Fig. 3.
$N_{k}$ : Boundary of the number of racks in a component set, as shown in Fig. 3.
$\alpha$ : A predefined constant, and $\alpha \geq \sum_{i \in R} \sum_{j \in R} r_{i j}$.
$\beta$ : A predefined constant, and $\beta \geq \sum_{v \in V} d_{v}$.
$\gamma$ : A predefined constant, and $\gamma \geq|\boldsymbol{R}|$.

## Variables:

$S_{u}$ : Binary variable. It takes 1 if there is a pair of core and content switches at node $u \in V$ and 0 otherwise.
$R_{m}^{i}$ : Binary variable. It takes 1 if rack $i \in \boldsymbol{R}$ is placed at node $m \in V$ and 0 otherwise.
$Y_{u}$ : Binary variable. It takes 1 if a pair of core and content switches is collocated with a set of server racks at node $u \in \boldsymbol{V}$ and 0 otherwise.
$J_{m}^{k}$ : Binary variable. It takes 1 if the number of racks at node $m \in V$ exceeds $N_{k}(k \leq K)$ and 0 otherwise.
$X_{m n}^{i j}$ : Binary variable. It is defined in $\{m, n \in V \mid m<n\}$ and $\{i, j \in \boldsymbol{R} \mid i \neq j\}$. It takes 1 if rack $i$ is placed at node $m$ and $j$ at $n$, and 0 otherwise.
$F_{u}^{v}$ : Nonnegative integer variable. It is the demands (counted in wavelengths) at node $v \in V$ that are served by the content and core switches at node $u \in V$.
$T_{m n}^{u}$ : Nonnegative integer variable in $\{m, n \in \boldsymbol{V} \mid m<n\}$. It is the total amount of DCN internal traffic between nodes $m$ and $n$ (counted in wavelengths) that are switched by the core switch at node $u \in \boldsymbol{V}$.

## B. ILP Formulation

$$
\begin{align*}
& \operatorname{minimize}\left\{\sum_{u \in V} P_{s} S_{u}+\sum_{m \in V} \sum_{k \leq K} \Delta_{k} J_{m}^{k}+\sum_{u \in V} \sum_{v \in V} P_{u v} F_{u}^{v}\right. \\
& \left.\quad+\sum_{m \in V} \sum_{n \in V, n>m} \sum_{u \in V} \theta\left(P_{m u}+P_{n u}\right) T_{m n}^{u}-\sum_{u \in V} P_{0} Y_{u}\right\} \tag{1}
\end{align*}
$$

$$
\begin{gather*}
\sum_{m \in \boldsymbol{V}} R_{m}^{i}=1, \quad \forall i \in \boldsymbol{R} ; \\
X_{m n}^{i j} \geq R_{m}^{i}+R_{n}^{j}-1, \quad \forall m, n \in \boldsymbol{V}: m<n, \quad \forall i, j \in \boldsymbol{R}: i \neq j ; \tag{3}
\end{gather*}
$$

$$
\begin{gather*}
S_{u} \geq \frac{1}{\alpha} \sum_{m \in V} \sum_{n \in V, n>m} T_{m n}^{u}, \quad \forall u \in \boldsymbol{V} ;  \tag{4}\\
S_{u} \geq \frac{1}{\beta} \sum_{v \in \boldsymbol{V}} F_{u}^{v}, \quad \forall u \in \boldsymbol{V} ;  \tag{5}\\
J_{m}^{k} \geq \frac{1}{\gamma}\left(\sum_{i \in \boldsymbol{R}} R_{m}^{i}-N_{k}\right), \quad \forall m \in \boldsymbol{V}, \quad \forall k ;  \tag{6}\\
\sum_{u \in \boldsymbol{V}} T_{m n}^{u}=\sum_{i \in \boldsymbol{R}} \sum_{j \in \boldsymbol{R}, j \neq i} r_{i j} X_{m n}^{i j}, \quad \forall m, n \in \boldsymbol{V}: m<n ;  \tag{7}\\
\sum_{v \in \boldsymbol{V}} F_{u}^{u}+\sum_{m \in V} \sum_{n \in V, n>m} T_{m n}^{u} \leq Q, \quad \forall u \in V ;  \tag{8}\\
\sum_{u \in \boldsymbol{V}} F_{u}^{v}=d_{v}, \quad \forall v \in \boldsymbol{V} ;  \tag{9}\\
Y_{u} \leq S_{u}, \quad \forall u \in V ;  \tag{10}\\
Y_{u} \leq \sum_{i \in \boldsymbol{R}} R_{u}^{i}, \quad \forall u \in \boldsymbol{V} . \tag{11}
\end{gather*}
$$

Objective (1) minimizes the system cost. The first term is the cost of all content and core switches. The second term is the sum of basic costs at those nodes where a component set is placed, where a bulky component set is punished more according to the scalability-related cost function, and $J_{m}^{k}=$ 0 if no rack is placed at node $m$. The third term formulates the total transmission cost of all external traffic. The DCN internal overhead due to inter-node transmissions is accounted for in the fourth term, where both delay and transmission costs of all internal traffic are accounted for by using $\theta$. Finally, cost can be saved in the fifth term if a pair of content and core switches is collocated with a set of server racks for resource sharing. In addition, the total cost of all racks is a constant and thus is ignored in objective (1).

By constraint (2), each rack can be placed at one node. If rack $i$ is placed at node $m$ and rack $j$ at node $n, X_{m n}^{i j}$ will take 1 as formulated in constraint (3). Constraints (4) and (5) check whether a pair of content and core switches is placed at node $u$. If any inter-node DCN internal traffic is switched at node $u$ as formulated in constraint (4), or any external demand is served by the DCN service interface at $u$ as formulated in constraint (5), then a pair of content and core switches is placed at this node. Constraint (6) identifies the zone (i.e., the shadowed block in Fig. 3) that the number of racks at node $m$ falls into, such that the basic cost can be properly calculated in the second term of objective (1).

Constraint (7) says that the sum of all inter-node internal traffic equals that switched by all core switches, where $X_{m n}^{i j}$ is formulated in constraint (3). Constraint (8) limits the sum load of external and internal traffic at a core switch to its maximum switching capacity. Constraint (9) formulates the flow conservation of external demands. Finally, constraints (10) and (11) check whether a pair of content and core switches is collocated with any racks at a particular node $u$, which provides $Y_{u}$ to count the last term in objective (1).

## IV. Heuristic

In this section, we propose a heuristic, distributed DCN placement (DDP) (see Fig. 4). It consists of two stages detailed in Subsections IV.A and IV.B. Stage I in Fig. 4(a) is for component set clustering. Stage II in Fig. 4(b) is for component set placement and traffic routing. For simplicity, we use "core switch" to denote a pair of content and core switches, and assume that the system parameter settings will not result in more component sets than $|\boldsymbol{V}|$.

## A. Component Set Clustering

To reduce the DCN internal overhead (due to inter-node transmissions of the internal traffic), it is desirable to put those racks with heavy inter-rack traffic into the same component set placed at a single node, so that data switching among them can be handled locally. Based on this idea, we first assume that a component set $\boldsymbol{C}_{i}$ consists of a core switch and several server racks (but later on either one could be missing). The server racks are sequentially added to $\boldsymbol{C}_{i}$ to minimize an average cost $\mathcal{A}_{i}$ as defined in

$$
\begin{equation*}
\mathcal{A}_{i}=\frac{P_{s}+P_{C_{i}}-P_{0}}{Q_{C_{i}}} \tag{12}
\end{equation*}
$$

The cost of a core switch $P_{s}$ and the basic cost savings $P_{0}$ due to collocation of switches and racks are defined in Subsection III.A. $P_{C_{i}}$ is the basic cost of $C_{i}$. As more racks are sequentially added to $C_{i}, P_{C_{i}}$ takes the scalability-related cost function in Fig. 3 into account. Also, $Q_{C_{i}}$ accounts for the total amount of inter-rack internal traffic in $\boldsymbol{C}_{i}$. If there is only a single rack in $C_{i}, Q_{C_{i}}$ can be defined as a small positive value.

By minimizing $\mathcal{A}_{i}$ in Eq. (12), server racks can be clustered into component sets, and the number of required core switches can be determined accordingly. Figure 4(a) gives the pseudo-code of this process in Clustering $\left(\boldsymbol{R},\left\{\boldsymbol{C}_{i}\right\}\right)$, with inputs (global variables) defined in Subsection III.A. It includes two subroutines. In particular, Find_a_component_set $\left(\boldsymbol{\mathcal { R }}, \boldsymbol{C}_{i}\right)$ is meant to find a single component set $\boldsymbol{C}_{i}$ consisting of several server racks, and a core switch is added to each $\boldsymbol{C}_{i}$ later on. After the set of all server racks $\boldsymbol{R}$ have been properly clustered into a set of component sets $\left\{\boldsymbol{C}_{i}\right\}$, the total amount of inter-node DCN internal traffic $L$ (i.e., traffic across the component sets) can be calculated based on $\left\{\boldsymbol{C}_{i}\right\}$ and the predefined DCN
internal traffic $r_{i j}$ among the server racks. Then, by taking all external demands $\Sigma_{v \in V} d_{v}$ and the maximum switching capacity $Q$ of a core switch into account, Core_ switch_adjustment ( $\left\{\boldsymbol{C}_{i}\right\}$ ) adjusts the number of core switches by checking whether some switches should be removed from or added to the component sets in $\left\{\boldsymbol{C}_{i}\right\}$. With the number of core switches $N_{C}$ defined in Eq. (13), sufficient switching capacity is ensured for handling all external demands and DCN internal traffic, because traffic routing in the optical network (which is not necessarily shortest-path based) provides an additional mechanism to achieve load balancing among the core switches.

$$
\begin{equation*}
N_{C}=\left[\frac{1}{Q}\left(L+\sum_{v \in V} d_{v}\right)\right] \tag{13}
\end{equation*}
$$

## B. Component Set Placement and Traffic Routing

Stage II of DDP [see Fig. 4(b)] adopts iterative processes to place the component sets one by one. Note that the switch and rack clustering process (i.e., Stage I of DDP) may result in three types of component sets, some with both a core switch and several server racks and others with only one or the other. In Step 1 of Fig. 4(b), component sets with a core switch in each (which can provide service interfaces to external demands using the content switch) are classified into a set $X$ and others (consisting of only server racks) into another set $\boldsymbol{Y}$. The former are placed first in Steps 2-4 and then the latter in Step 5.

In Step 2 of Fig. 4(b), a set $\boldsymbol{C S} \subseteq \boldsymbol{X}$ is defined to denote the set of component sets in $X$ that have already been placed so far, and $\overline{\boldsymbol{C S}}$ is its complementary set in $\boldsymbol{X}$. A not-yet-placed component set $C S_{i} \in \overline{\boldsymbol{C S}}$ is chosen to be placed in Step 3. $C S_{i}$ is chosen as the one that has the largest sum load of internal traffic with all component sets placed in previous rounds. If it is the first one to be placed, the one that has the largest internal traffic load with another component set is chosen as $C S_{i}$. By giving priority to $C S_{i}$ with a large traffic load, $C S_{i}$ will have the privilege of being placed prior to others and thus can take a better position (i.e., node) to reduce the DCN internal overhead.

Based on $\boldsymbol{C S}_{i} \in \overline{\boldsymbol{C S}}$ chosen in Step 2, Step 3 finds a suitable node to place $C S_{i}$. This is achieved by trying each and all nodes $u \in \boldsymbol{V}$. A particular node $u$ is tried by assuming that $C S_{i}$ has been (temporarily) placed at the node, and then a cost metric $\mathcal{B}_{u}$ is calculated under this assumption. After all nodes $u \in V$ have been tried, the one that results in the minimum value of $\mathcal{B}_{u}$ is chosen to place $C S_{i}$. Next, the above process (Steps 2 and 3 ) is repeated to place another $C S_{i} \in X$, as shown in Step 4. Accordingly, the component sets are placed one by one until all $C S_{i} \in X$ have been placed in the network.

The focus is then turned to how to define and calculate $\mathcal{B}_{u}$. In fact, we define $\mathcal{B}_{u}$ to take both external demands and DCN internal traffic into account, under the assumption that $C S_{i}$ has been (temporarily) placed at node $u$ :
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racks in each.
racks in each.
}

```
}
```

(a)

(b)

Fig. 4. Heuristic algorithm DDP for distributed DCN placement. (a) Component set clustering (Stage I of DDP) and (b) component set placement and traffic routing (Stage II of DDP).

$$
\begin{equation*}
\mathcal{B}_{u}=\frac{P_{C}+P_{I}+P_{D}}{T_{I}+T_{D}} \tag{14}
\end{equation*}
$$

In particular, $P_{C}$ is the total cost of all core switches placed so far, and $P_{I}$ is the cost of the corresponding internal overhead (including both transmission and delay costs scaled by $\theta$ ). $T_{I}$ is the sum load of all inter-node internal traffic among the placed component sets. The remaining parameters $P_{D}$ and $T_{D}$ are related to the external demand routing as explained below.

When a node $u \in \boldsymbol{V}$ is tried, each demand in the network tries to find a serving core switch among those placed so far.

Since $C S_{i} \in X$ (with a core switch) are placed one by one, the total switching capacity of the already placed core switches is limited if the placement has not been completed yet. As a result, only a subset of demands can be served during the course, and each demand tries to find the nearest core switch with some spare switching capacity as its serving core switch. To this end, the demands are considered (i.e., served or routed) one by one in ascending order of the distance between the demanding node and its target core switch. In other words, those demands with a shorter request and service transmission distance will be considered earlier. In Eq. (14), $P_{D}$ is the total transmission cost of all demands that are currently served and $T_{D}$ is the
sum load of the served demands. Therefore, $\mathcal{B}_{u}$ in Eq. (14) gauges the average cost per unit traffic during the placement process by taking both external and internal traffic into account. It is then easy to understand that $C S_{i}$ chosen in Step 2 of Fig. 4(b) should be placed at the node that can lead to the minimum value of $\mathcal{B}_{u}$. On the other hand, the following theorem (proved in Appendix A) shows that $\mathcal{B}_{u}$ for a particular $u \in V$ will be minimized at a certain stage during the process of (tentative) external demand routing, which ends the process according to the last condition (i.e., condition 3) specified in Step 3 of Fig. 4(b).

Theorem: Assume that the demand routing process in Stage II of DDP is not constrained by any conditions. As the number of routed demands $k$ increases, there exists a $k_{\text {min }}$ such that $\mathcal{B}_{u}$ for $\forall u \in V$ keeps decreasing for $k \leq k_{\min }$ and increasing for $k>k_{\text {min }}$.

Note that when a node is tried for possible placement of $C S_{i} \in X$, the external demand routing is tentative and is just for calculating $\mathcal{B}_{u}$ in Eq. (14). Accordingly, each time when a new node is tried, or a new $C S_{i}$ (other than the last one in $\boldsymbol{X}$ ) is placed, demand routing will be carried out again and the results will be renewed. As specified in Step 4, the final routing scheme of external demands and internode internal traffic in $X$ will not be fixed until the last $C S_{i} \in X$ has been placed.

Finally, Step 5 in Fig. 4(b) adopts a similar process to place the component sets in $\boldsymbol{Y}$. The difference is that only the internal traffic of those component sets in $\boldsymbol{Y}$ are routed, whereas the routing of external demands and internal traffic in $X$ has been fixed at this point.

## C. Time Complexity of $D D P$

The time complexity of DDP takes both Stages I and II into account. In Stage I, Find_a_component_set ( $\mathcal{R}, \boldsymbol{C}_{i}$ ) needs at most $O\left(|\boldsymbol{R}|^{2}\right)$ operations to add a rack to a specific $\boldsymbol{C}_{i}$. Since at most $|\boldsymbol{R}|$ racks can be added, running the process at most $|\boldsymbol{R}|$ times in Clustering $\left(\boldsymbol{R},\left\{\boldsymbol{C}_{i}\right\}\right)$ results in a complexity of $O\left(|\boldsymbol{R}|^{3}\right)$. This dominates $O\left(|\boldsymbol{R}|^{2}\right)$ of Core_switch_adjustment $\left(\left\{\boldsymbol{C}_{i}\right\}\right)$ for calculating $L$ and leads to a total complexity of $O\left(|\boldsymbol{R}|^{3}\right)$ for Stage I. On the other hand, the complexity of Stage II in DDP is dominated by Steps $2-4$, where $\boldsymbol{O}\left(|V|^{2}\right)$ operations are needed to choose a $\mathrm{CS}_{i}$ in Step 2. After that, Step 3 tries $|\boldsymbol{V}|$ nodes for possible placement of $C S_{i}$, in which at most $|\boldsymbol{V}|$ demands will be sequentially routed. Since Step 3 is carried out after Step 2 is completed, the complexity of Steps 2 and 3 still remains $O\left(|V|^{2}\right)$. Then Step 4 controls the process, to be repeated for at most $|\boldsymbol{V}|$ times. Consequently, the total complexity of Steps 2-4 is $O\left(|V|^{3}\right)$. As a result, the complexity of DDP is $O\left(|\boldsymbol{R}|^{3}+|\boldsymbol{V}|^{3}\right)$.

## V. Numerical Results

Simulations are carried out based on the pan-European COST 239 network, with 11 nodes and 26 links, as shown in Fig. 5(a). We consider 10 server racks in the DCN, with an
internal traffic load between an arbitrary pair of server racks defined in Fig. 5(b). External demands on the DCN service and per-unit-traffic transmission cost at each link are defined in Figs. 5(c) and 5(d), respectively. Figure 5(e) gives simulation parameters, including those for the scalability-related cost function.

## A. ILP-Based Optimal Solution

The ILP-based optimal solution is shown in Fig. 5(a). Racks are divided into four component sets and are placed at nodes $2,4,5$, and 8 , respectively. In particular, the one placed at node 5 does not include a core switch, and thus three core switches are required (placed at nodes 2,4 , and 8). Note that the number of required core switches is determined by the optimization process based on the given DCN internal traffic pattern and external demands, instead of being predefined.

Figure 5(c) lists the routes of external demands in the optimal ILP solution, where the number above each arrow indicates the traffic load on the corresponding link or switched locally at the same node (e.g., $2 \stackrel{6}{\leftrightarrow} 2$ ). We can see that most of the demands are served by their closest core switches. Nevertheless, the three units of demands at node 5 are split into $2+1$ and are served by core switches at nodes 4 and 8, respectively. This is because the core switch at node 4 runs out of its switching capacity, and thus one unit of demand at node 5 must take a slightly longer route to be served by the core switch placed at node 8 . In fact, this shows that the proposed architecture provides a mechanism for balancing traffic loads among the core switches via external demand routing in the optical network.

Figure 5(f) shows how the inter-node internal traffic is routed and switched. Internal traffic between two component sets is generally switched by one or both of the two core switches collocated with the component sets. In particular, the internal traffic between nodes 2 and 4 is switched by both core switches, where each takes almost half of the load. Since there is no core switch at node 5, inter-node internal traffic at node 5 is switched by nearby core switches placed at other nodes.

## B. Heuristic DDP Solution

The DDP solution is shown in Fig. 6. In particular, Fig. 6(a) shows how the core switches and server racks are clustered into component sets and placed at different nodes. The number of core switches required by DDP is four, which is one more than that in the optimal solution [see Figs. 5(a) and 6(a)].

Figure 6(b) lists the routes for external demands. Similar to Fig. 5(c), external demands are generally routed based on shortest paths. Nevertheless, since the core switch at node 5 can only serve three units of demands at node 9 , the remaining two units are served by the next closest core switch (at node 4) that can offer some spare switching capacity.


| $(i, j)$ | $r_{i j}$ | $(i, j)$ | $r_{i j}$ | $(i, j)$ | $r_{i j}$ | $(i, j)$ | $r_{i j}$ | $(i, j)$ | $r_{i j}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(0,1)$ | 13 | $(1,2)$ | 11 | $(2,4)$ | 7 | $(3,7)$ | 1 | $(5,7)$ | 5 |
| $(0,2)$ | 11 | $(1,3)$ | 9 | $(2,5)$ | 5 | $(3,8)$ | 1 | $(5,8)$ | 5 |
| $(0,3)$ | 9 | $(1,4)$ | 7 | $(2,6)$ | 3 | $(3,9)$ | 3 | $(5,9)$ | 5 |
| $(0,4)$ | 7 | $(1,5)$ | 5 | $(2,7)$ | 1 | $(4,5)$ | 5 | $(6,7)$ | 7 |
| $(0,5)$ | 5 | $(1,6)$ | 3 | $(2,8)$ | 1 | $(4,6)$ | 3 | $(6,8)$ | 7 |
| $(0,6)$ | 5 | $(1,7)$ | 3 | $(2,9)$ | 3 | $(4,7)$ | 3 | $(6,9)$ | 7 |
| $(0,7)$ | 5 | $(1,8)$ | 3 | $(3,4)$ | 7 | $(4,8)$ | 3 | $(7,8)$ | 9 |
| $(0,8)$ | 5 | $(1,9)$ | 3 | $(3,5)$ | 5 | $(4,9)$ | 3 | $(7,9)$ | 9 |
| $(0,9)$ | 5 | $(2,3)$ | 9 | $(3,6)$ | 3 | $(5,6)$ | 5 | $(8,9)$ | 11 |

(b)
(a)

| Node $(v)$ | $d_{v}$ | Demand routing |
| :--- | :---: | :---: |
| 0: Copenhagen | 5 | $2 \stackrel{5}{\leftrightarrow} 0$ |
| 1: London | 4 | $4 \stackrel{4}{\leftrightarrow} 1$ |
| 2: Amsterdam | 6 | $2 \stackrel{6}{\leftrightarrow} 2$ |
| 3: Berlin | 5 | $2 \stackrel{5}{\leftrightarrow} 3$ |
| 4: Brussels | 7 | $4 \stackrel{7}{\leftrightarrow} 4$ |
| 5: Luxembourg | 3 | $1-4 \stackrel{2}{\leftrightarrow} 58 \stackrel{1}{\leftrightarrow} 5$ |
| 6: Prague | 5 | $8 \stackrel{5}{\leftrightarrow} 6$ |
| 7: Paris | 6 | $4 \stackrel{6}{\leftrightarrow} 7$ |
| 8: Zürich | 8 | $8 \stackrel{8}{\leftrightarrow} 8$ |
| 9: Vienna | 5 | $8 \stackrel{5}{\leftrightarrow} 9$ |
| 10: Milan | 7 | $8 \stackrel{7}{\leftrightarrow} 10$ |

(c)

(e)

| Link Cost | Link Cost | Link Cost |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $(0,1)$ | 1310 | $(2,5)$ | 390 | $(5,8)$ |
| $(0,2)$ | 760 | $(3,6)$ | 340 | $(6,8)$ |
| $(0,3)$ | 390 | $(3,7)$ | 1090 | $(6,9)$ |
| $(0,6)$ | 740 | $(3,9)$ | 660 | $(7,8) 600$ |
| $(1,2)$ | 550 | $(4,5)$ | 220 | $(7,10) 820$ |
| $(1,4)$ | 390 | $(4,7) 300$ | $(8,9) 730$ |  |
| $(1,7)$ | 450 | $(4,10) 930$ | $(8,10) 320$ |  |
| $(2,3)$ | 660 | $(5,6) 730$ | $(9,10) 820$ |  |
| $(2,4)$ | 210 | $(5,7) 400$ |  |  |

(d)

| $(m, n)$ | $u$ | $T_{m n}^{u}$ |
| :---: | :---: | :---: |
| $(2,4)$ | 2 | 33 |
| $(2,4)$ | 4 | 30 |
| $(2,5)$ | 2 | 29 |
| $(2,8)$ | 8 | 11 |
| $(4,5)$ | 4 | 29 |
| $(4,8)$ | 8 | 11 |
| $(5,8)$ | 8 | 21 |

(f)

Fig. 5. ILP-based optimal solution with a system cost of 238,181 for distributed placement of the DCN. (a) Pan-European COST 239 network, (b) internal traffic load between two DCN server racks, (c) demand at each node and demand routing, (d) link cost in distance (kilometers), (e) simulation parameters, and (f) inter-node DCN internal traffic.

Figure 6(c) shows how the inter-node DCN internal traffic is switched in DDP. For each pair of component sets, the inter-node internal traffic is almost equally handled by the two collocated core switches.

It is shown that the system cost achieved by DDP in Fig. 6 is only $13.88 \%$ above that by the optimal ILP. This confirms the superior performance of the proposed heuristic.

## C. Impact of System Parameters

In this part, we study the impact of system parameters on the solutions. To ensure the accuracy of the analysis, solutions are obtained from the optimal ILP rather than DDP.

Figure 7 shows how the cost scaling factor $\theta$ affects the solution in our experiment. $\theta$ can be manipulated to leverage not only between delay and transmission costs in the DCN internal overhead as defined in Subsection III.A but also between the costs of external and internal traffic. As $\theta$
increases from 1.0 to 2.4 , the number of component sets stays the same, but the nodes populated by the component sets become closer to each other (from $\{2,4,8,5\}$ to $\{2,4,5$, 7\}). This is because the relative importance (i.e., weight) of the DCN internal overhead increases with $\theta$, and it should be reduced by putting the component sets closer to each other. Generally, the number of component sets may also change with $\theta$, though it is not observed in this particular example.

Figure 8 shows the impact of the scalability-related cost function (see Fig. 3). As the cost for bulky component sets increases, the number of clustered component sets increases to reduce the number of racks in each. In the extreme case where the scalability-related cost is very high, 10 component sets will be generated and be placed at 10 different nodes among all 11 in COST 239 (see the last pair of columns in Fig. 8). Also, the number of required core switches increases with the scalability-related cost as well, due to more inter-node DCN internal traffic resulting from the more distributed placement. However, it increases slower than the number of component sets, leading to some component sets with only server racks.

(a)

| Node (v) | $d_{v}$ | Routes |
| :---: | :---: | :---: |
| 0 | 5 | $2 \stackrel{5}{\leftrightarrow} 0$ |
| 1 | 4 | $4 \stackrel{4}{\oplus} 1$ |
| 2 | 6 | $2 \stackrel{6}{\oplus} 2$ |
| 3 | 5 | $2 \stackrel{5}{\leftrightarrow} 3$ |
| 4 | 7 | $4 \stackrel{7}{\leftrightarrow} 4$ |
| 5 | 3 | $5 \stackrel{3}{\leftrightarrows} 5$ |
| 6 | 5 | $5 \stackrel{5}{\leftrightarrow} 6$ |
| 7 | 6 | $7 \stackrel{6}{\leftrightarrow} 7$ |
| 8 | 8 | $5 \stackrel{8}{\leftrightarrow} 8$ |
| 9 | 5 | $5 \stackrel{3}{\leftrightarrow} 94 \stackrel{2}{\leftrightarrow} \stackrel{2}{\leftrightarrow} 6$ |
| 10 | 7 | $\begin{aligned} & 7 \\ & 5 \leftrightarrow 10 \\ & \hline \end{aligned}$ |

(b)

| $(m, n)$ | $u$ | $T_{m n}^{u}$ |
| :---: | :---: | :---: |
| $(2,4)$ | 2 | 24 |
| $(2,4)$ | 4 | 23 |
| $(2,5)$ | 2 | 21 |
| $(2,5)$ | 5 | 20 |
| $(2,7)$ | 2 | 7 |
| $(2,7)$ | 7 | 8 |
| $(4,5)$ | 4 | 24 |
| $(4,5)$ | 5 | 25 |
| $(4,7)$ | 4 | 7 |
| $(4,7)$ | 7 | 8 |
| $(5,7)$ | 5 | 7 |
| $(5,7)$ | 7 | 8 |

(c)

Fig. 6. Heuristic DDP solution with an overall system cost of $271,238(13.88 \%$ above the optimal solution in Fig. 5). (a) Heuristic DDP solution, (b) demand at each node and demand routing, and (c) inter-node DCN internal traffic.

| $\theta$ | Nodes populated |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 2 | 4 | 8 | 5 |  |
| 1.2 | 2 | 4 | 8 | 5 | $\longleftarrow$ | Nodes with

Fig. 7. Component set placement changes with $\theta$.


A: $N_{1}=0 \quad N_{2}=3 \quad N_{3}=5 \quad N_{4}=8 \quad \Delta_{1}=5000 \quad \Delta_{2}=8000 \quad \Delta_{3}=15000 \quad \Delta_{4}=20000$
B: $N_{1}=0 \quad N_{2}=3 \quad N_{3}=5 \quad N_{4}=8 \quad \Delta_{1}=10000 \quad \Delta_{2}=15000 \quad \Delta_{3}=30000 \quad \Delta_{4}=40000$
C: $N_{1}=0 \quad N_{2}=3 \quad N_{3}=5 \quad N_{4}=8 \quad \Delta_{1}=20000 \quad \Delta_{2}=50000 \quad \Delta_{3}=100000 \quad \Delta_{4}=150000$
D: $N_{1}=0 \quad N_{2}=2 \quad N_{3}=4 \quad N_{4}=7 \quad \Delta_{1}=20000 \quad \Delta_{2}=200000 \quad \Delta_{3}=320000 \quad \Delta_{4}=400000$
E: $N_{1}=0 \quad N_{2}=1 \quad N_{3}=3 \quad N_{4}=6 \quad \Delta_{1}=20000 \quad \Delta_{2}=100000 \quad \Delta_{3}=300000 \quad \Delta_{4}=450000$

Fig. 8. Solution changes with the scalability-related cost function in Fig. 3.


Fig. 9. Solution changes with $P_{s}$.
Figure 9 shows the impact of $P_{s}$ (the cost of a pair of content and core switches). As $P_{s}$ increases, the number of core switches decreases, and finally it could be reduced to 1 in the extreme case (see the last two pairs of columns in Fig. 9). Meanwhile, the number of component sets becomes smaller, and more inter-rack traffic is handled by the aggregation switches at the more bulky component sets.

## VI. Conclusion

We proposed a scalable DCN architecture using optical switches and interconnects, where switches and server racks are distributed across a given optical network. This solves the critical concern about DCN scalability but leads to additional internal overhead due to delay and transmission costs of the DCN internal traffic. By leveraging among multiple conflicting factors and taking sufficient care of the DCN internal overhead, we minimized the system cost of deploying a DCN in a distributed manner. An ILP and a heuristic DDP were proposed to place the DCN component sets under a given set of external demands and internal traffic patterns. Our work addresses both scalability and cost minimization issues from a network point of view for practical deployment of distributed DCNs in an optical
network. Future work may consider the survivability aspects of the proposed architecture.

## Appendix A: Proof of the Theorem

Theorem: Assume that the demand routing process in Stage II of DDP is not constrained by any conditions. As the number of routed demands $k$ increases, there exists a $k_{\text {min }}$ such that $\mathcal{B}_{u}$ for $\forall u \in V$ keeps decreasing for $k \leq k_{\text {min }}$ and increasing for $k_{\text {min }}$.

Proof: Let $\mathcal{D}_{k}$ be the $k$ th routed demand and $\mathcal{C}_{k}$ be the length of its route from the demanding node to the target core switch. Since the demands are routed one by one in an ascending order of $\mathcal{C}_{k}$, we have

$$
\begin{equation*}
\mathcal{C}_{1}<\mathcal{C}_{2}<\mathcal{C}_{3}<\cdots<\mathcal{C}_{k-1}<\mathcal{C}_{k}<\cdots . \tag{A1}
\end{equation*}
$$

For simplicity, we define

$$
\begin{gather*}
\mathcal{P}_{k}=P_{C}+P_{I}+\sum_{k} \mathcal{C}_{k} \mathcal{D}_{k}  \tag{A2}\\
\mathcal{T}_{k}=T_{I}+\sum_{k} \mathcal{D}_{k} \tag{A3}
\end{gather*}
$$

where $\left\{P_{C}, P_{I}, T_{I}\right\}$ stay the same as in Eq. (14) and are unchanged as the demands are sequentially routed, whereas $P_{D}$ and $T_{D}$ in Eq. (14) grows as $P_{D}=\sum_{k} \mathcal{C}_{k} \mathcal{D}_{k}$ and $T_{D}=\sum_{k} \mathcal{D}_{k}$. By using $\overline{\mathcal{B}^{k}}$ to denote $\mathcal{B}_{u}$ in Eq. (14), we have

$$
\begin{equation*}
\mathcal{B}^{k}=\frac{\mathcal{P}_{k}}{\mathcal{T}_{k}}, \tag{A4}
\end{equation*}
$$

and

$$
\begin{gather*}
\mathcal{P}_{k}=\mathcal{P}_{k-1}+\mathcal{C}_{k} \mathcal{D}_{k}  \tag{A5}\\
\mathcal{T}_{k}=\mathcal{T}_{k-1}+\mathcal{D}_{k} \tag{A6}
\end{gather*}
$$

We now assume that $\mathcal{B}^{k}<\mathcal{B}^{k-1}$ for a specific value of $k$. According to Eqs. (A4)-(A6), we get

$$
\begin{equation*}
\frac{\mathcal{P}_{k-1}+\mathcal{C}_{k} \mathcal{D}_{k}}{\mathcal{T}_{k-1}+\mathcal{D}_{k}}<\frac{\mathcal{P}_{k-1}}{\mathcal{T}_{k-1}} . \tag{A7}
\end{equation*}
$$

From Eqs. (A1) and (A7), we have

$$
\begin{equation*}
\mathcal{C}_{k-1}<\mathcal{C}_{k}<\frac{\mathcal{P}_{k-1}}{\mathcal{T}_{k-1}}=\frac{\mathcal{P}_{k-2}+\mathcal{C}_{k-1} \mathcal{D}_{k-1}}{\mathcal{T}_{k-2}+\mathcal{D}_{k-1}} \tag{A8}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\mathcal{C}_{k-1}<\frac{\mathcal{P}_{k-2}}{\mathcal{T}_{k-2}} \tag{A9}
\end{equation*}
$$

Based on Eqs. (44)-(A6), Eq. (A9) is equivalent to

$$
\begin{equation*}
\mathcal{B}^{k-1}<\mathcal{B}^{k-2} \tag{A10}
\end{equation*}
$$

Therefore, we have the induction that $\mathcal{B}^{k}<\mathcal{B}^{k-1}$ entails $\mathcal{B}^{k-1}<\mathcal{B}^{k-2}$, and so on. In other words, if $\mathcal{B}^{k}<\mathcal{B}^{k-1}$ for a particular $k$, then the series of $\mathcal{B}^{k}$ must keep decreasing until $k$.

Similarly, we can prove that $\mathcal{B}^{k+1}>\mathcal{B}^{k}$ for a particular $k$ entails the series of $\mathcal{B}^{k}$ to keep increasing beyond $k+1$. Note that $\mathcal{B}^{k}$ indeed denotes $\mathcal{B}_{u}$ for $\forall u \in \boldsymbol{V}$. Then the theorem is proved by combining the two parts with the branch point $k$ defined as $k_{\text {min }}$.
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