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1. Introduction

Gas turbines are constant volumetric flow rate machines which,
based on their design, move a given volume of air at a given shaft
speed. Owing to the fact that the required air for combustion is
supplied directly from the environment, weather conditions
significantly impact their performance [1]. In fact, thermodynamic
analyses reveal that the net output power and thermal efficiency of
a gas turbine considerably decrease with increased humidity and
ambient temperature [2]. This takes place due to the reduction of
air density and, thus, mass flow rate [3]. Finding an alternative
solution to address this issue is crucial e specifically in locations
where peak electrical demand coincides with hot, humid condi-
tions. Cooling the compressor inlet air flow is one possible solution
to solve this by keeping the inlet temperature into the gas turbine
constant [4]. In fact, inlet air cooling increases inlet air density and
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air mass flow rate, enhancing the gas turbine’s power output and
efficiency (especially during the summer season) [5]. Several direct
inlet air cooling methods have been proposed, including: vapor
compression refrigeration, absorption chiller cooling, and evapo-
rative cooling [6]. These cooling methods can also be utilized
indirectly through cold thermal energy storage (CTES) systems. In
this configuration, energy is taken from the plant to cool the storage
medium during off-peak hours (during the night) and later utilized
for inlet air cooling during on-peak hours (during daytime) [5].
Thus, a CTES shifts the cooling input from on-peak periods (where
electricity prices are high) to off-peak periods (where electricity
consumption and prices are at their lowest) [7].

TES systems are divided into two major categories including
sensible heat storage and latent heat storage [8]. In sensible heat
storage systems, energy is stored by changing the temperature of
the energy storage media (without phase change). For latent heat
storage units, energy is stored by changing the phase of energy
storage media at a constant temperature [9]. For the same vol-
ume and reasonable operation ranges, latent heat storage sys-
tems can store more energy than sensible heat storage systems
[10]. Accordingly, for inlet air cooling, latent TES systems based
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Nomenclature

A heat transfer surface area (m2)
celec electricity unit cost (US$ kWh�1)
COP coefficient of performance
cp specific heat at constant pressure (kJ kg�1 K�1)
CRF capital recovery factor
_Cenv social cost of air pollution (US$ s�1)
_Ctot total cost rate (US$ s�1)
e specific exergy (kJ kg�1)
e molar specific exergy (kJ kmol�1)
E exergy (kWh)
_E exergy flow rate (kW)
F logarithmic mean temperature difference correction

factor
h specific enthalpy (kJ kg�1)
i interest rate (%)
iph melting latent heat (kJ kg�1)
k specific heat ratio
LHV low heating value (kJ kg�1)
_m mass flow rate (kg s�1)
_n molar flow rate (kmol s�1)
N operational hours in a year
n system life time (year)
NTU number of transfer units
p pressure (Pa), extra cost payback period (year)
_Q the time rate of heat transfer (kW)
QC cooling load (kWh)
_QC cooling load (kW)
Rth thermal resistance (m2 K kW�1)
s specific entropy (kJ kg�1 K�1)
R universal gas constant (kJ kmol�1 K�1)
rp pressure ratio
T temperature (�C or K)
TIT turbine inlet temperature (K)
U overall heat transfer coefficient (kW m�2 K�1)
x molar fraction
u specific internal energy (kJ kg�1)
V volume (m3)
_W the time rate of energy transfer by work (kW)
x molar fraction
y year
Z capital cost (US$)
_Z capital cost rate (US$ s�1)

Greek symbols
3 effectiveness

h isentropic efficiency
l molar fuel to air ratio
n specific volume (m3 kg�1)
r density (kg m�3)
F maintenance factor
f relative humidity
j exergetic efficiency
u absolute humidity (kg water vapor kg�1 dry air)

Subscripts
a air
AC air cooler
Av average
C1 air compressor
C2 refrigeration compressor
REC recuperator
CC combustion chamber
amb ambient
C cooling load
CH chemical
ch charging
GT gas turbine
Cond condenser
CT cooling tower
cv control volume
CW chilled water
D destruction
dc discharging
EV evaporator
EX expansion valve
f final, fuel
FP freezing point
g gas
i inlet
int initial
LMTD logarithmic mean temperature difference
o outlet
op operational
PH physical
tot total
w water
l leakage
r refrigerant
ST ice storage tank
t time
WB wet-bulb
on ice storage have received the most attention in the recent
years [11].

Numerous studies have been conducted in recent years in the
fields of CTES systems and gas turbine inlet air cooling techniques.
Saito [12] reviewed the recent advances in the field of CTES units. In
that study, various types of CTES systems were compared and their
merits and drawbacks were presented. Li et al. [13] reviewed the
recent development of available cold storage mediums for subzero
applications and discussed their possible issues. Dincer [8] pre-
sented various technical aspects and criteria for CTES systems and
their applications which showed that thermal load profiles, elec-
trical costs, building type and occupancy are often overlooked pa-
rameters that are actually very important to system operation. Ezan
et al. [14] conducted energy and exergy analyses on an ice-on-coil
TES system for the charging period. The results revealed that the
design parameters of the modeled TES system should be achieved
by taking into account both energetic and exergetic behavior of the
system. A review of the methods by which the Saudi Electric
Company enhanced power generation from its combustion tur-
bines during summer peaking hours using inlet air cooling was
conducted by Al-Ibrahim and Varnham [15]. Vapor compression
refrigeration inlet air cooling system using chilled water or ice
thermal storagewas determined to be themost suitable method for
use in the desert climate of Saudi Arabia. Habeebullah [16] carried
out an investigation on the economic feasibility of installing an ITES
(ice thermal energy storage) system for the unique air conditioning
plant of the Grand Holly Mosque of Makkah in Saudi Arabia where
both operational and capital costs of the ITES system were taken
into account. The results showed that employing ice storage tech-
nology under an incentive tariff model has reasonable daily savings



Fig. 1. Schematic diagram of GT power plant with inlet air cooling via ITES system.
for full storage scenario. Mohanty and Paloso [17] performed an
analytical study on a GT power plant enhancement in Bangkok,
Thailand, and found an 11% increase in output power was obtained
using an absorption chiller for inlet air cooling. Ameri and Hejazi
[18] carried out a similar feasibility study for the Chabahar gas
turbine power plant in Iran. They found that the output power
increased by 11.3%, while the payback period was calculated to be
4.2 years. Khaliq and Dincer [19] carried out an exergy analysis of a
gas turbine cogeneration cycle with inlet air cooling and evapora-
tive after cooling of the compressor discharge. They found that the
overall pressure ratio and turbine inlet temperature have signifi-
cant impacts on the energy efficiency, exergetic efficiency and po-
wer to heat ratio of the cycle. Ehyaei et al. [20] conducted exergy,
economic, and environment (3E) analyses of an absorption chiller
inlet air cooler for gas turbine power plants in two different Iranian
climatic regions. The results showed that using the absorption
chiller inlet-air cooling system in the hot months of a year is
economical. A thermo-economic analysis and single-objective
optimization of an ITES system for gas turbine inlet cooling was
performed by Sanaye et al. [11]. Theyminimized the total cost of the
cycle including the capital and operational costs with and without
the cost corresponding to plant exergy destruction. The results
showed that utilizing an ITES inlet air cooling system increased the
power output and the system efficiency by 25.7% and 5.2%.

Despite the fact that there have been several investigations on
gas turbine inlet air cooling with ice storage systems, few place
emphasis on the exergy and economic aspects. In addition, to the
author’s knowledge environmental analysis and multi-objective
optimization of these plants have not yet been performed.

In the present work, an ITES system for gas turbine power plant
inlet air cooling has been mathematically modeled and energetic,
exergetic, economic, and environmental (emissions cost) analyses
have been applied on themodel. Afterward, a heuristic optimization
method, called multi-objective genetic algorithm, is employed in
order to optimize the system design parameters while considering
thermodynamic and economic objectives simultaneously. The
thermodynamic objective function which should be maximized is
the exergetic efficiency; while the total cost rate is the economic
objective which should be minimized. The total cost rate includes
the capital and operational costs of the plant together with the costs
corresponding to the environmental impact of plant emissions.
Employing the mentioned optimization approach, a set of optimal
solutions, called Pareto front, is obtained. Utilizing the Technique for
Order Preference by Similarity to an Ideal Solution (TOPSIS)method,
the final optimal point is chosen from the set of non-dimensional-
ized objective function solutions. From this solution, the payback
period is determined, which is the required time for recovering the
extra costs associated with installing an ITES system.

2. System description

As mentioned above, a recuperated gas turbine power plant
with an ITES inlet air cooling system is considered in this study.
Fig. 1 illustrates the schematic diagram of the gas turbine power
plant with inlet air cooling via ITES system, which has been
considered in the present study. As shown in this figure, the whole
plant consists of three main parts:

� The GT cycle including an air compressor (C1), a recuperator
(REC), a combustion chamber (CC), and a gas turbine (GT).

� The ITES charging cycle consisting of an evaporator (EV), a
refrigeration compressor (C2), a condenser (Cond), a cooling
tower (CT), a cooling tower pump (CT pump), and an expansion
valve (EX).

� The ITES discharging cycle including an air cooler (AC), a dis-
charging pump (DC pump), and ice storage tank (ST).

In GTcycle, the cooled inlet air at node 2 is compressed by the air
compressor (C1) up to node 3, and is subsequently preheated in the
recuperator (REC), reaching node 4. The compressed, preheated air
mixes and reacts with fuel (node 5) in the combustion chamber
(CC). After combustion, the hot flue gases (node 6) expand through
the gas turbine (GT). Part of the generated power at the gas turbine
is consumed to run the air compressor and the rest leads to the net



power production. The flue gas leaving the gas turbine (node 7)
goes through the recuperator and eventually, the exhaust gas is
discharged to the atmosphere at node 8.

In the charging cycle of the ITES (vapor compression refrigera-
tion) system, R134a is used as the refrigerant. This cycle is utilized
to produce ice during off-peak hours when the electricity price is
low (during night time). During this time, the evaporator (EV) ab-
sorbs heat ð _QEVÞ from the stored water inside the storage tank at
the evaporating temperature, TEV. The refrigerant leaving the
evaporator at node 12 is compressed by the refrigeration
compressor (C2) up to node 13 and then passes through the water-
cooled condenser (Cond). The condenser then rejects heat at a rate
of _QCond into the cooling tower (CT) cycle. Water flow is circulated
by the cooling tower pump (CT pump) in order to cool down the
water via ambient air stream entering the cooling tower. Finally, the
cooled refrigerant exiting from the condenser goes through the
expansion valve (EX) in order to reach the evaporator saturation
pressure. This process runs continuously throughout the charging
hours until enough energy is removed from the water inside the
storage tank to completely convert to ice.

In the discharging cycle, a water/Glycol solution (chilled water)
circulates through the store (node 10) as the secondary working
fluid. This fluid is pumped by a discharging pump into the air cooler
(AC) at node 9 e to cool down the inlet ambient air at node 1. It
should be noted that in the present study, a full storage strategy (i.e.
where the charging cycle only runs during off-peak hours) is used
for modeling the ITES system.

3. System analysis

Mathematical modeling of the aforementioned system on the
basis of thermal (energy and exergy), economic, and environmental
(emissions cost) analyses is presented as follows:

3.1. Energy analysis

To simplify the analysis procedure, the following assumptions
have been taken into consideration while developing model of the
system:

� Internal distributions of temperature, pressure, and gas com-
positions in each component are uniform [21].

� Changes in the kinetic and potential energies of fluid streams
are negligible [22,23].

� All system components, except the combustion chamber and
the storage tank, are adiabatic [23].

� All system components, except the storage tank, operate under
steady-state conditions [23].

� The fuel supplied to the system is assumed to be natural gas.
� Pressure drop within the connecting pipes is negligible [5].
� All cooling energy is stored in the water/ice medium [22].
� The states of the refrigerant at evaporator and condenser outlets
are saturated vapor and saturated liquid, respectively [24].
3.1.1. Cooling load
The ITES system capacity has important effects on the refriger-

ation cycle components and economic benefits. To calculate the
cooling load, the total heat rejected from the inlet air flow was
estimated e i.e. the heat required to change its temperature and
humidity from ambient condition to 15 �C (ISO standard) and 100%
relative humidity. Hence, the ITES capacity is a function of tem-
perature and relative humidity of the ambient air.

As illustrated in Fig. 2, the cooling process at the air cooler con-
sists of two steps, which are sensible heat rejection (aeb) and latent
heat rejection (bec) absorbed by the chilled water passing through
the air cooler. Thus, the total cooling load can be calculated using the
energy balance at the air cooler, which is determined as follows:

_QC ¼ _maðh1 � h2Þ ¼ _ma

h
ðha � hbÞ þ hfgðua � ucÞ

i
(1)

u ¼ 0:622� f� pws

patm � f� pws
(2)

where pws is the water vapor saturation pressure at the dry bulb
temperature and f is the relative humidity. pws is a function of
temperature and can be estimated as follows [25]:

pws ¼ C1
T

þ C2 þ C3T þ C4T
2 þ C5T

3 þ C6lnðTÞ (3)

Owing to the fact that part of the stored cooling energy is lost due to
the heat transfer between the storage tank and its surroundings, a
thermal efficiency (hST) is defined for the storage tank. In this paper,
the shape of the storage tank is assumed to be cylindrical (with
diameter equal to the height) to minimize the heat leakage rate [7].
Therefore, the cooling energy which should be stored in the storage
tank (QST, kWh) is obtained by

QST ¼
�
_QC � tdc

�
hST

(4)

hST ¼ QST � Ql;ch � Ql;dc

QST
¼ 1�

�
Ql;ch þ Ql;dc

QST

�
(5)

where tdc is the discharging time when inlet air cooling is required,
while Ql,ch, and Ql,dc are the heat leakage rates of storage tank
during charging and discharging processes, which are obtained
from Eqs. (36) and (43) respectively.

3.1.2. Gas turbine cycle
3.1.2.1. Air compressor. The isentropic efficiency of the air
compressor (hC1) is defined as

hC1 ¼ h3;s � h2
h3 � h2

(6)

The temperature of working fluid at air compressor outlet (T3)
can be determined by

T3 ¼ T2

2
641þ rp;C1ð

k�1
k Þ � 1

hC1

3
75 (7)

Applying the energy balance equation, the air compressor po-
wer consumption ð _WC1Þ is calculated as

_WC1 ¼ _maðh3 � h2Þ (8)

3.1.2.2. Recuperator. The recuperator was considered to be a plate-
fin heat exchanger with cross flow configuration. 3-NTU method is
used to determine the specifications of the recuperator. The effec-
tiveness of the recuperator ( 3) is defined by Ref. [26]:

3¼

8>>>><
>>>>:

Th;i � Th;o
Th;i � Tc;i

; if Ch < Cc

Tc;o � Tc;i
Th;i � Tc;i

; if Cc < Ch

(9)



Fig. 2. Air cooling process in a psychometric chart (a: ambient condition; b: dew point; c: final condition).
where Th,i and Th,o are inlet and outlet temperatures of hot fluid, Tc,i
and Tc,o are inlet and outlet temperatures of cold fluid, and finally Cc
and Ch are heat capacity rate of cold and hot fluids.

The energy balance equation for the recuperator can be
expressed as follows:

_QREC ¼ _m3ðh4 � h3Þ ¼ _m7ðh7 � h8Þ (10)

The heat transfer surface area of recuperator (AREC) can be
determined as [26]

AREC ¼
_QREC

UREC � FREC � DTLMTD;REC
(11)

where

DTLMTD;REC ¼ ðT8 � T3Þ � ðT7 � T4Þ
ln
�
T8�T3
T7�T4

� (12)

3.1.2.3. Combustion chamber. The energy balance equation for the
combustion chamber is written as

_m4h4 þ _m5LHV ¼ _m6h6 þ ð1� hCCÞ _m5LHV (13)

where hCC is the combustion chamber efficiency, and LHV is the fuel
lower heating value.
The chemical reaction occurring inside the combustion chamber
can be formulated as

lCx1Hy1 þ
�
xO2

O2 þ xN2
N2 þ xH2OH2Oþ xCO2

CO2 þ xArAr
�

/yCO2
CO2 þ yN2

N2 þ yO2
O2 þ yH2OH2Oþ yNONO

þ yCOCOþ yArAr

(14)
where

yCO2
¼
�
l� x1 þ xCO2

� yCO
�

(15)

yN2
¼ xN2

� yNO (16)

yH2O ¼ xH2O þ l� y1
2

(17)

yO2
¼ xO2

� l� x1 �
l� y1

4
� yCO

2
� yNO

2
(18)

yAr ¼ xAr (19)

l ¼ _nf
_na

(20)



3.1.2.4. Gas turbine. The flue gas temperature at the gas turbine
outlet (T7) can be determined by

T7 ¼ T6

8<
:1� hGT

2
41�

�
p6
p7

�1�kg
kg

3
5
9=
; (21)

The generated mechanical power of the gas turbine ð _WGTÞ is
determined as

_WGT ¼ _m6ðh6 � h7Þ (22)

where

_m6 ¼ _m4 þ _m5 (23)

Finally, the net generated power is calculated as follows:

_Wnet ¼ _WGT � _WC1 (24)
3.1.3. ITES system

3.1.3.1. Charging (freezing) cycle. In the charging process, a vapor
compression refrigeration systemwas used tomake and store ice in
the storage tank. Assuming that the total amount of stored energy
(QST) is known, the evaporator heat transfer rate is defined as
follows:

_QEV ¼ QST

tch
(25)

where tch is the charging time (h). As an ice-on-coil external melt
ice storage tank was utilized in this paper, the evaporator was
assumed to be the serpentine coils mounted inside the storage
tank.

Therefore, the refrigerant mass flow rate is

_mr ¼
_QEV

h12 � h11
(26)

The refrigeration compressor power consumption is calculated
by

_WC2 ¼ _mrðh13 � h12Þ ¼ _mrðh13s � h12Þ
hC2

(27)

where hC2 is the refrigeration compressor isentropic efficiency
estimated from Ref. [27]:

hC2 ¼ 0:85� 0:46667
�
p13
p12

�
(28)

It should be noted that the average clearance of 10% has been
considered for the refrigeration compressor [28] and the resulting
volumetric efficiency has been taken into account. The condenser
heat transfer rate is obtained as follows:

_QCond ¼ _mrðh13 � h14Þ (29)

The mass flow rate of water flow inside the cooling tower can be
estimated from Ref. [29]:

_mCT ¼ 43:2� 10�3 _QCond (30)

The coefficient of performance (COP) of refrigeration system is
defined as
COP ¼
_QEV
_WC2

(31)

The heat transfer surface area of the evaporator and condenser can
be estimated by Ref. [26]:

AEV ¼ NTU� � _mcp
�
min

UEV
(32)

ACond ¼
_QCond

UCond � FCond � DTLMTD;Cond
(33)

It should be mentioned that the condenser modeled in this paper is
a shell and tube heat exchanger with a counter flow configuration
where cooling water passes through the tube bundles while
refrigerant flows into the shell. More details on calculation of the
overall heat transfer coefficients of the evaporator and condenser
can be found in Ref. [26]. Cooling tower pump power consumption
ð _Wpump;CTÞ is calculated as [26]

_Wpump;CT ¼ _mCT � Dpi
rw � hpump

(34)

where Dpi and hpump are cooling tower water side pressure drop
and pump isentropic efficiency.

Furthermore, the electrical power consumption of cooling tower
fan ð _W fan;CTÞ is obtained by Ref. [30]:

_W fan;CT ¼ Dpa � _Va

hfanhm
(35)

where Dpa, _Va, hfan, and hm are the cooling tower air side pressure
drop, volumetric flow rate of air, fan isentropic efficiency, and fan
motor efficiency respectively.

For a constant temperature distributionwithin the storage tank,
the amountof heat leakagewill be a functionof inner temperatureof
the tank, ambient temperature, storage tank heat transfer surface
area, and its thermal resistance. During the charging process, the
temperature of the tank is TST. Therefore, the amount of heat leakage
of the storage tank during charging process (Q1,ch) is expressed as

Ql;ch ¼ AST
Tamb � TST

Rth
tch (36)

where Tamb, AST and Rth are the ambient temperature, storage tank
heat transfer surface area, and thermal resistance of the storage
tank. The heat transfer surface area of the storage tank (AST) should
be estimated to evaluate the amount of storage tank heat leakage.
The following relations are used to find the storage tank volume,
and consequently, its area [22]:

VST ¼ 3600QST

rwcp;w
�
Tdc � TFP;w

�þ rwiph þ ricecp;ice
�
TFP;w � TST

�
(37)

AST ¼ 6p
�
VST

2p

�2
3

(38)

3.1.3.2. Discharging (melting) cycle. In discharging cycle, the stor-
age tank is used for cooling the chilled water. Then, chilled water is
pumped into the AC to cool the inlet ambient air stream. The AC
was considered to be a finned tube compact heat exchanger with a
cross flow configuration.



Calculating the required cooling load from Eq. (1), the air cooler
heat transfer surface area can be obtained by Ref. [26]:

AAC ¼
_QC

UAC � FAC � DTLMTD;AC
(39)

where

DTLMTD;AC ¼ ðT2 � T9Þ � ðT1 � T10Þ
ln
�
T2�T9
T1�T10

� (40)

More details on calculation of the overall heat transfer coeffi-
cient of the air cooler can be found in Ref. [11].

The power consumption of AC fan ð _W fan;ACÞ is estimated as [26]

_W fan;AC ¼
�
Dpo þ Dpfan

�
� _Va

hfan
(41)

where Dpo, Dpfan, _Va, and hfan are the AC air side pressure drop, fan
pressure drop, air volume flow rate, and fan isentropic efficiency,
respectively

The pumping power consumption during discharging process
ð _Wpump;dcÞ is obtained by Ref. [26]:

_Wpump;dc ¼ _mCW � Dpi
rCW � hpump

(42)

where _mCW, Dpi, and hpump are chilled water mass flow rate, chilled
water (cold stream) side pressure drop at AC, and the pump isen-
tropic efficiency, respectively.

Finally, the amount of heat leakage of the storage tank during
discharging process is

Ql;dc ¼ AST
Tamb � Tdc

Rth
tdc (43)

where Tdc is the discharging temperature.
Table 1
The exergy destruction rate for each component of the plant.

Component Exergy destruction rate

Air cooler _ED;AC ¼ ð _E1 þ _E9Þ � ð _E2 þ _E10Þ
Air compressor _ED;C1 ¼ _E2 � _E3 þ _WC1
Recuperator _ED;Rec ¼ ð _E3 þ _E7Þ � ð _E4 þ _E8Þ
Combustion chamber _ED;CC ¼ �ðð1� hCCÞ _m5LHVÞ

�
1� T0

TCC

�
þ ð _E4 þ _E5Þ � _E6

Gas turbine _ED;GT ¼ _E6 � _E7 � _WGT
Ice storage tank _ED;ST ¼ EQ

ST;ch�ðEf�EiÞST;ch
tch

þ EQ
ST;dc�ðEf�EiÞST;dc

tdc
þ ð _E10 � _E9Þ þ _E

Q

Evaporator _ED;EV ¼ ð _E11 � _E12Þ þ _E
Q
EV ¼ ð _E11 � _E12Þ þ _QEV

�
1� T0

TEV

�
Refrigeration

compressor

_ED;C2 ¼ _E12 � _E13 þ _WC2

Condenser _ED;Cond ¼ ð _E13 þ _E15Þ � ð _E14 þ _E16Þ
Expansion valve _ED;EX ¼ _E14 � _E11
Cooling tower _ED;CT ¼ _E16 � _E15
3.2. Exergy analysis

Exergy is defined as themaximumobtainablework that a system
can yield in a given state when it comes down to the environment
conditions. Themethodof exergyanalysis is based on the second law
of thermodynamics andenables designers to identify location, cause,
and true magnitude of wastes and losses in thermal systems [27].

Applying the first and second laws of thermodynamics, the
exergy balance equation for a closed system can be written as

Ef � Ei ¼ EQ � EW � ED (44)

where EQ , EW and ED are the exergy transfer associated with heat
transfer, net usefulwork, and exergy destruction. The term ðEf � EiÞ is
the exergy change in the closed systemwhich can be obtained by Ref.
[31]:

Ef � Ei ¼ m
h�

uf � ui
�
þ p0

�
nf � ni

�
� T0

�
sf � si

�i
(45)

Furthermore, the steady state form of exergy balance equation for a
control volume can be expressed as follows:

dEcv
dt

¼
X
j

_E
Q
j � _E

W þ
X
i

_Ei �
X
e

_Ee � _ED ¼ 0 (46)

where _Ei and _Ee are the exergy transfer rate at control volume inlets
and outlets, _ED is the exergy destruction rate due to irreversibilities,
_E
W

is the rate of exergy transfer by work, and _E
Q

is the rate of
exergy transfer by heat transfer, respectively.

In absence of electromagnetic, electric, nuclear, and surface
tension effects and assuming a negligible change in potential and
kinetic energy, the exergy flow rate of the system is divided into
two parts e physical and chemical exergy [27,31]:

_E ¼ _E
PH þ _E

CH
(47)

The physical exergy can be determined by

_E
PH ¼ _m½ðh� h0Þ � T0ðs� s0Þ� (48)

The chemical exergy of gaseous mixtures can be determined by

_E
CH ¼ _n

"X
k

xke
CH
k þ RT0

X
k

xk ln xk

#
(49)

Furthermore, the second law efficiency (exergetic efficiency) is
calculated as follows:

j ¼
_Eout
_Ein

¼ 1�
_ED
_Ein

(50)

Exergetic efficiency, j, indicates how much exergy has been con-
verted into useful work. In this paper, the exergy flow rate of each
stream line is calculated at all states and the changes in exergy are
determined for each systemcomponent. The exergydestruction rate
for each component of the whole system is summarized in Table 1.

3.3. Economic analysis

Both thermodynamic and economic aspects are important in
analysis and optimization of energy systems. In the presentwork, the
economic analysis takes into account both the capital and mainte-
nance costs of the systemcomponents and the operational cost of the
plant which includes the costs of electricity and fuel consumption.

3.3.1. Capital, maintenance, and operational costs
The considered cost functions for all components of the plant are

given in Table 2 [32e37]. Accordingly, the capital cost of each
component (Zk) is determined and in order to calculate the corre-
sponding cost per unit of time ð _ZkÞ the following relation is
employed:

_Zk ¼ Zk � CRF� F

N � 3600
(51)

where F is the maintenance factor, N is the annual operational
hours of the system, and CRF is the capital recovery factor which,



Table 2
The cost functions in terms of thermodynamic parameters for the system components [32e37].

System component Capital cost function

Air compressor ZC1 ¼ 39:5� _ma
0:9�hC1

�
p2
p1

�
ln
�
p2
p1

�
Recuperator ZREC ¼ 2290ðARECÞ0:6
Combustion chamber

ZCC ¼
�

46:08 _ma

0:995�p6
p4

��
1þ expð0:018T6 � 26:4Þ�

Gas turbine ZGT ¼ 479:34 _mg

0:92�hGT
ln
�
p6
p7

�h
1þ expð0:036T6 � 54:4Þ�

Air cooler ZAC ¼ 24;202� A0:4162
AC

Pump Zpump ¼ 705:48� _W
0:71
pump

�
1þ 0:2

1�hpump

�
Ice storage tank ZST ¼ 8:67� 10½2:9211expð0:1416�log VSTÞ�

Evaporator ZEV ¼ 16;648:3� A0:6123
EV

Refrigeration compressor ZC2 ¼ 10; 089:9� _W
0:46
C2

Expansion valve ZEX ¼ 114:5� _mr

Condenser ZCond ¼ ð516:621� ACondÞ þ 268:45
Cooling tower ZCT ¼ 746:749� ð _mCTÞ0:79ðDTCTÞ0:57ðTin;CT � TWT;outÞ�0:9924ð0:022TWB;out þ 0:39Þ2:447
based on the interest rate (i) and the system life time (n), is ob-
tained using the following relation [31]:

CRF ¼ ið1þ iÞn
ð1þ iÞn � 1

(52)

Furthermore, the operational cost associated with the electricity
and fuel consumption of the system ð _CopÞ can be calculated as

_Cop ¼ _Celecþ _Cf ¼
��

_WC2þ _Wpump;CTþ _W fan;CT

�
�celec;off�peak

3600

	

þ
��

_W fan;ACþ _Wpump;dc

�
�celec;on�peak

3600

	

þ
�
cf �

�
LHV
1000

�
� _mf

	
(53)

where celec,off-peak, celec,on-peak are the unit costs of electricity for off-
peak and on-peak hours respectively, while cf is the unit cost of fuel.
3.3.2. The payback period
The payback period is the time required for recovering the initial

investment costs of a system from the net received revenue of the
system [31]. Using an ITES system for inlet air cooling of gas turbine
cycle imposes additional expenses which consist of investment,
maintenance and operational costs of installing the ITES system.
These additional costs can be compensated over time with the
addition income received from the more improved system.

Assuming EC is the sum of capital cost of ITES system (including
the air cooler, refrigeration system and storage tank), its corre-
sponding electricity consumption cost, and the cost associated with
fuel consumption, the worth of this investment in the pth year of
operation of the plant (EC,p) is estimated by

EC;p ¼
X
k

Zk

!
ð1þ iÞp þ

Xp
m¼1

_Celec � N � 3600ð1þ iÞp�m

�
Xp
m¼1

cf �
�
LHV
1000

�
� D _mf ð1þ iÞp�m

(54)

At the same time, the worth of net income received from selling
the augmented generated electricity due to inlet air cooling in the
pth year is calculated as
Ep ¼
Xp
m¼1

D _W � N � celecð1þ iÞp�m (55)

where celec is the unit cost of electricity for selling. Utilizing Eqs.
(54) and (55) and the NewtoneRaphson numerical method, the
payback period of the ITES system (p) can be obtained.

3.4. Environmental analysis

Recently, environmental impact has been one of the major con-
cerns in analysis of energy systems. Accordingly, the present study
accounts for carbon monoxide (CO), nitrogen monoxide (NOx), and
carbon dioxide (CO2) emissions in the total cost rate of the system.

The amounts of CO and NOx production within the combustion
chamber, based on the residence time in the combustion zone (s)
and the primary zone combustion temperature (Tpz) can be deter-
mined by Ref. [38]:

mCO ¼
0:179� 109 � exp

�
7800
Tpz

�
p2s
�
Dp
p

�0:5 (56)

mNOx
¼

0:15� 1016 � s0:5exp
�
�71;100

Tpz

�
p0:05

�
Dp
p

�0:5 (57)

while the emission amount is found in terms of grams per kilogram
of fuel and Dp/p indicates the non-dimensional pressure drop in the
combustion chamber. Detailed relations for determining the s and
Tpz are given in Refs. [38,39].

It is noteworthy that based on combustion equation (Eq. (15)) in
the combustion chamber, the amount of CO2 emission is
determined.

4. System optimization

4.1. Definition of the objective functions

Multi-objective optimization is a realistic model for many real-
world problems dealing with conflicting objectives. The advantage
of this process is that it can simultaneously optimize any number of
conflicting objectives with several equality and inequality con-
straints. Apparently, the optimum solution for multi-objective
optimization is not unique. Hence, a logical solution to a multi-



objective problem is to investigate a set of non-dominated solu-
tions, each of which satisfies the objectives at an acceptable level
[40,41]. After determining the set of solutions, the ‘Pareto optimal
set’, a decision-maker must decide which of the achieved design
vectors is suitable for the specific project [42,43]. Considering k
objectives to be optimized, a multi-objective optimization problem
can be defined as follows:

minimize or maximize ½f1ðxÞ; f2ðxÞ;.; fkðxÞ�T

gðxÞ � 0

hðxÞ ¼ 0

xl � x � xu

where fk is the kth objective function, g and h stand for the
inequality and equality constraints, and x denotes the design
parameters.

In the present work, the exergetic efficiency and the total cost
rate of the system are considered as the objective functions of the
multi-objective optimization procedure, which should be maxi-
mized and minimized, respectively. These objective functions can
be expressed using the following relations:
4.1.1. Exergetic efficiency (objective function I)
jtot ¼
_Eout
_Ein

¼
0
@ _Wnet

_W fan;AC þ _Wpump;dc þ _WC2 þ _Wpump;CT þ _W fan;CT þ _mfeCHf

1
A

¼ 1�
0
@ _ED;tot

_W fan;AC þ _Wpump;dc þ _WC2 þ _Wpump;CT þ _W fan;CT þ _mfeCHf

1
A (58)
where _ED;tot is the sum of exergy destruction rate of system
components.
4.1.2. Total cost rate (objective function II)

_Ctot ¼
X
k

_Zk þ _Cop þ _Cenv (59)

where

_Cenv ¼ cCO _mCO þ cNOx
_mNOx

þ cCO2
_mCO2

(60)

In Eq. (60), _mCO, _mNOx
, and _mCO2

are the exhaust mass flow rates
of carbon monoxide, nitrogen monoxide, and carbon dioxide
respectively, while cCO, cNOx

, and cCO2
are their corresponding

damage unit costs.
4.2. Design parameters and constraints

The following design parameters are chosen for optimization of
the modeled system: the air compressor pressure ratio (rp,C1), the
isentropic efficiencies of air compressor (hC1) and gas turbine (hGT),
the gas turbine inlet temperature (TIT), the storage temperature
inside the storage tank (TST), the refrigerant saturation temperature
at evaporator (TEV) and condenser (TCond).

The aforementioned design parameters and their range of
variation as well as the system constraints are listed in Table 3.
4.3. Genetic algorithm

The genetic algorithm (GA) method is a semi-stochastic method
based on an analogy with Darwin’s laws of natural selection [44]. In
this algorithm, a solution vector (design parameters vector) is
called a chromosome and is made of discrete units called genes.
These genes control features of the chromosomes. GAs are well-
suited to solve multi-objective optimization problems [44]. This
algorithm has been widely employed for optimization of thermal
systems to date [7,45e48].

New generations of solutions are generated from existing ones
through two operators, crossover and mutation. As the search
evolves, the population converges, and eventually is dominated by
a set of solutions called the Pareto optimal set.

In the present work, the genetic algorithm method is
employed to optimize the objective functions presented in Eqs.
(58) and (59).

5. Case study

In the present study, the ITES system, for inlet air cooling pur-
poses, is considered to be installed in the Fars gas turbine power
plant in Shiraz, a city in the southern part of Iran. This plant consists
of a Siemens/Westinghouse gas turbine unit model V64.3 with
62.3MWnominal power output and 35.2% thermal efficiency at ISO
conditions. The input parameters listed in Table 4 are taken into
consideration for simulation of the GT cycle with inlet air cooling
via ITES system. Figs. 3 and 4 illustrate the profiles of minimum and
maximum values of ambient temperature and relative humidity
over a year in Shiraz [49].

In the present study, the inlet air cooling process is conducted
from March to November in the Fars power plant. The average
required cooling load is calculated for each month based on Eq. (1),
which is shown in Fig. 5. The maximum required cooling load is
6805.8 kW in July and its minimumvalue is 352.2 kW inMarch. It is
assumed that the charging cycle operates during off-peak hours
(from 12 AM to 8 AM (8 h)) and the discharging cycle operates
during on-peak hours (from 8 AM to 5 PM (9 h)).

The thermodynamic properties of refrigerant used in the
modeling of vapor compression refrigeration cycle (R134a) are
obtained from an in-house developed software according to
ASHARE Handbook [25], and thermodynamic and chemical prop-
erties of other working fluids are derived from JANAF tables [50].
For the exergy calculation, the atmospheric condition is consid-
ered as the dead state. Thus, T0 is equal to ambient temperature
(varying according to Fig. 3) and P0 is the ambient pressure. The
corresponding unit costs of generated electricity (celec) and the
fuel (cf) are 0.06 US$ kWh�1 and 0.004 US$ MJ�1 (0.12 US$ m�3),
respectively [23]. Moreover, the electricity unit costs of on-peak
and off-peak hours are 0.09 US$ kWh�1 and 0.06 US$ kWh�1,
respectively [7]. The unit damage costs associated with CO ðcCOÞ,
NOx ðcNOx

Þ, and CO2 ðcCO2
Þ are considered to be 0.02086 US$ kg�1

CO, 6.853 US$ kg�1 NOx, and 0.0224 US$ kg�1 CO2, respectively
[51,52].



Fig. 3. Variation of the minimum and maximum values of ambient temperature in
Shiraz over a typical year [49].

Table 3
List of constraints for system optimization and the range of variation of design
parameters.

Constraints Reason

2 < rp,C1 < 16 Typical technology and commercial
availability

0.6 < hC1 < 0.9 Typical technology and commercial
availability

0.6 < hGT < 0.95 Typical technology and commercial
availability

900 K < TIT < 1550 K The material limit of available technology
�10 �C < TST < 0 �C Typical data for refrigeration systems
�30 �C < TEV < 0 �C Minimum and maximum refrigerant

saturation temperature in the evaporator
for a wide range of applications

(TWB,out þ 5) �C < TCond < 60 �C Minimum and maximum refrigerant
saturation temperature in the condenser
for a wide range of applications

T8 > 400 K To avoid formation of sulfuric acid in
exhaust gases

T7 > T8 For heat exchange between hot and cold
streams in the recuperator

T7 > T4 For heat exchange between hot and cold
streams in the recuperator

T8 > T3 For heat exchange between hot and cold
streams in the recuperator

TEV < TST For heat transfer between the evaporator
and the storage tank

TFP,Glycol < TST To avoid icing water/glycol solution in the
discharging cycle
To determine the CRF (Eq. (52)), the approximate life time of the
system (n), the maintenance factor (F), and the annual interest rate
(i) are considered as 20 years, 1.06, and 14% [53]. The annual
operational hours of the gas turbine, ITES charging and discharging
cycles are 8640 h, 2160 h, and 2430 h.
Table 4
Input parameters used for simulation of GT cycle with inlet air cooling via ITES
system.

Parameter Value

GTeITES cycle
Recuperator effectiveness ( 3) 0.88
Combustion chamber efficiency (hCC) 0.98
Chilled water temperature at air

cooler inlet (T9, �C)
5

Chilled water temperature at air
cooler outlet (T10, �C)

12

Air temperature at air compressor
inlet (T2, �C)

15

Relative humidity at air compressor
inlet (%)

100

Storage tank thermal resistance
(Rth, m2 K kW�1)

1980

Refrigeration compressor isentropic
efficiency (hC2)

0.88

Pump efficiency (hpump) 0.83

Pressure losses
Recuperator (%) 4
Air cooler (%) 4
Condenser (%) 4
Combustion chamber (%) 5

Fuel (natural gas) properties [27]
Composition (percent by volume) CH4 (95%), C2H6 (2.5%),

CO2 (1%), N2 (1.5%)
LHV (kJ/kg) 45,100
Specific chemical exergy (kJ kg�1) 46,713
Molar weight (kg kmol�1) 16.85

Air properties [27]
Composition (% by volume) N2 (78.09%), O2 (20.95%),

Ar (0.93%), CO2 (0.03%)
Molar weight (kg kmol�1) 28.97
6. Results and discussion

6.1. Model verification

In order to validate the modeling results of gas turbine cycle, the
main performance parameters of GT system including the thermal
efficiency (hth), the fuel mass flow rate ð _mf Þ, and air mass flow rate
ð _maÞ obtained from the developed model are compared with the
corresponding values given in Ref. [54]. As shown in Table 5, the
mean difference value was less than 1.8%, which verifies the suffi-
cient accuracy of the developed simulation code to model the
thermal performance of the gas turbine system.

Furthermore, the basic parameters of the ITES system including
the refrigerant mass flow rate ð _mrÞ, the refrigeration compressor
power consumption ð _WC2Þ, and the coefficient of performance
(COP) are obtained from the modeling results and compared with
the corresponding values reported in Ref. [55] to ensure the accu-
racy of modeling. In this comparison, the relative difference is less
Fig. 4. Variation of the minimum and maximum values of relative humidity in Shiraz
over a typical year [49].



Table 7
The tuning parameters of the optimization program.

Tuning parameters Value

Population size 300
Maximum number of generations 200
Minimum function tolerance 10�5

Probability of crossover 90%
Probability of mutation 1%
Number of crossover point 2
Selection process Tournament
Tournament size 2

Fig. 5. The average cooling load required for each month of inlet air cooling for GT
cycle in Shiraz.
than 1.5% (as shown in Table 6), which was deemed to be an
acceptable value.
6.2. Optimization results

In the optimization procedure of the present study, 6 design
parameters have been taken into account. Table 3 demonstrates the
considered design parameters and their corresponding range of
variations.

The tuning parameters for the genetic algorithm optimization
procedure employed for optimization of the modeled system are
presented in Table 7.

Fig. 6 demonstrates the Pareto optimal solutions achieved by
applying the optimization procedure. The trend of the Pareto front
evidently shows the previously mentioned conflict between the
considered objective functions. Each point on the Pareto curve in
Fig. 6 shows the possible optimal solutions which satisfy the ob-
jectives at an acceptable level without being dominated by any
other solution. As shown in Fig. 6, the point A is the design leading
to the highest possible exergetic efficiency (and accordingly, the
highest cost). Point B is the design resulting in lowest possible
exergetic efficiency (and thus, the lowest possible cost). It should be
noted out that these represent lower and upper bounds for the
design parameters. Thus, exergetic efficiencies higher than design
point A or lower than point B cannot be achieved. Among the
Table 5
Comparison of computed values of system operating parameters obtained from
modeling of GT cycle system with the corresponding values reported in Ref. [54].

Parameter Unit Modeling Reported Difference (%)

Thermal efficiency (hth) e 35.8 35.2 1.7
Fuel mass flow rate ð _mf Þ kg s�1 4.17 4.1 1.7
Air mass flow rate ð _maÞ kg s�1 184.4 188 1.9

Table 6
Comparison of the computed values of system performance parameters including
the refrigerant mass flow rate ð _mrÞ, the refrigeration compressor power consump-
tion ð _WC2Þ, and the coefficient of performance (COP) obtained from modeling of
vapor compression refrigeration system desalination systemwith the corresponding
values reported in Ref. [55].

Input Output Modeling Reported Difference (%)

TEV (�C) �20 _mr (kg s�1) 0.2001 0.2 0.05
TCond (�C) 40 _WC2 (kW) 9.1102 9 1.22
_QEV (kW) 25.9 COP 2.8430 2.87 0.94
designs, the final chosen design point in the Pareto front is the one
leading to the lowest possible total cost rate. That is, for any specific
total cost rate, the chosen point of the Pareto front demonstrates
the design with the highest possible exergetic efficiency.

As can be observed in this figure, increasing the exergetic effi-
ciency up to about 33% does not significantly increase the total cost
rate of the system while increasing it from 33% to 34% results in a
moderate increase in the value of the other objective function. Any
attempt to increase the exergetic efficiency above 34% leads to a
severe increase in the total cost rate. This is due to the fact that as
the exergetic efficiency exceeds 34%, the optimal decision variables
(e.g. isentropic efficiencies of air compressor (hC1) and gas turbine
(hGT)) near their thermodynamic upper bounds, which results in a
dramatic increase in their corresponding capital costs. Further-
more, in order to decrease the rate of exergy destruction, the
temperature difference across the evaporator and condenser shift
to minimal values. This fact leads to a huge increase in heat transfer
surface areas and subsequently a significant jump in capital costs of
the evaporator, condenser, and the ice storage tank.

As demonstrated in Fig. 6, the design parameters of point A
results in reaching the highest exergetic efficiency (34.53%) while
leading to highest total cost rate (1.29964 US$ s�1) Apparently, in
case only the exergetic efficiency would be considered as the
objective function, this point should be selected as the optimum
design point. Conversely, in order to have theminimumvalue of the
total cost rate (1.01347 US$ s�1) of the system, the design point B
can be selected; although this choice results in the lowest exergetic
efficiency (29.87%). Accordingly, taking into account the total cost
rate as the only objective function, the design point B should be
selected as the optimal solution.

In a multi-criteria problem, a process of decision-making to
select the final optimal solution from existing results is required.
There are numerous approaches for decision-making process
which can be applied to choose the final optimal solution from the
Fig. 6. Pareto optimal frontier frommulti-objective optimization of the GT systemwith
inlet air cooling.



Fig. 7. The set of non-dimensional Pareto optimal solutions using the TOPSIS decision-
making method to specify the final optimal design point of the GT systemwith inlet air
cooling.

Table 9
Exergy destruction rate (in terms of MW) of various components in GTeITES system
at optimal points obtained from three methods of optimization.

Component Single-objective
optimization
(objective
function I)

Single-objective
optimization
(objective
function II)

Multi-objective
optimization
(objective
functions I and II)

Air compressor 3.454 3.871 3.503
Recuperator 5.748 6.537 5.836
Combustion

chamber
42.141 50.259 42.957

Gas turbine 5.321 6.008 5.413
Air cooler 0.821 0.923 0.839
Storage tank 0.427 0.485 0.433
Evaporator 1.475 1.696 1.498
Refrigeration

compressor
0.455 0.518 0.461

Expansion valve 0.0367 0.0421 0.0373
Condenser 0.878 1.007 0.892
Cooling tower 1.368 1.551 1.389
Pareto frontier. As the first step toward selecting the desired solu-
tion from available options, the values of objective functions should
be non-dimensionalized. The non-dimensionalization method
utilized in the present work is the Euclidian technique which was
applied in Ref. [24] e details of this approach can also be found in
Ref. [56]. After applying this method, all the non-dominated
optimal solutions are converted to a non-dimensional form,
which is demonstrated in Fig. 7.

After applying Euclidian non-dimensionalization to the objec-
tives, decision making is performed using the TOPSIS (Technique
for Order Preference by Similarity to an Ideal Solution) method to
choose the final optimum design point. An ideal point is the solu-
tion with the best value for each objective function, while the non-
ideal solution has the worst value for each objective among the
values available in Pareto frontier [7]. In TOPSIS decision-making
method, deviation of each solution from the ideal and non-ideal
points is evaluated and the solution with minimum distance from
the ideal point and maximum distance from the non-ideal solution
is selected as the final optimal point [57]. Employing the TOPSIS
decision-making method, a design point leading to exergetic effi-
ciency of 34.06% and total cost rate of 1.04551US$ s�1 is achieved as
the final optimum solution. Fig. 7 demonstrates the chosen final
optimal point while its corresponding optimal design parameters
are given in Table 8. This table also demonstrates the values of the
parameters of the design points which are achieved by performing
single-objective optimization taking into account each of the
considered objectives.

In order to demonstrate the location of exergy losses, the exergy
destruction rate of each component is given in Table 9. These values
are given for the optimal points achieved by the three methods of
optimization including multi-objective optimization (by utilizing
the explained selection method) and single-objective ones taking
Table 8
The optimal values of system design parameters obtained from the threemethods of
optimization.

Design
parameter

Single-objective
optimization
(objective
function I)

Single-objective
optimization
(objective
function II)

Multi-objective
optimization
(objective
functions I and II)

rp,C1 13.6 10.4 11.9
hC1 (%) 89.7 81.2 83.1
hGT (%) 90.9 81.0 84.7
TIT (K) 1317.9 1241.3 1279.5
TST (�C) �5.8 �3.7 �4.6
TEV (�C) �7.7 �5.9 �6.7
TCond (�C) 35.3 38.4 36.9
into account each objective function separately. According to this
table, the highest amount of exergy destruction rate takes place in
the combustion chamber (42.141 MW, 50.259 MW and 42.957 MW
for maximizing objective function I (exergetic efficiency), mini-
mizing objective function II (total cost rate), and multi-objective
optimization respectively). The next highest exergy destruction
rates occur at the recuperator, the gas turbine, and the air
compressor. The practical utility of performing the exergetic anal-
ysis is in determining the location and true magnitude of exergy
waste due to thermodynamic irreversibilities and inefficiencies.
Such information can be useful to show the room for improvement
and to identify specific components which limit the system. It was
demonstrated in this work that the highest exergy destruction
takes place in the combustion chamber e a relatively lower cost
component. Thus, this study indicates that this component war-
rants substantial future research and development (in terms of
fluid mechanics, materials science, and heat transfer) to improve its
design and performance to achieve fully optimized inlet air cooling
systems.

In order to have a better demonstration of the share of each
component in the total capital cost, the corresponding capital costs
are given in Fig. 8. Similar to Table 9, the values are given for three
different optimal designs achieved from the mentioned optimiza-
tion methods. As shown in this figure, the gas turbine requires the
highest capital cost (5.3263, 4.1645 and 4.2964 MUS$ for single-
objective I, II, and multi-objective optimization, respectively),
while the next most costly components are the air compressor, the
recuperator, the air cooler, and the refrigeration compressor,
respectively.

The performance indicators of the system in optimal design
points achieved using each of thementioned optimizationmethods
are listed in Table 10. The corresponding results of the single
objective optimizations were previously discussed. By applying
multi-objective optimization, a trade-off between the considered
objectives is obtained and the exergetic efficiency of 34.06% is
achieved.

In order to demonstrate the effect of fuel unit cost, the optimal
design parameters achieved considering different values of fuel
unit costs are reported in Table 11. Evidently, increasing the fuel
unit cost makes changes optimal design parameters to reach amore
thermodynamically efficient design. The same trend can also been
in Fig. 9 which demonstrates the effect of variation in the unit cost
of fuel on the achieved Pareto front. By increasing the unit cost of
fuel, the Pareto optimal solutions move leftward (higher exergetic
efficiency) and upward (higher total cost) simultaneously. It should



Fig. 8. Capital costs (in terms of MUS$) of various system components at optimal
points obtained from three methods of optimization.

Table 10
Performance-related results of GTeITES system at optimal points obtained from
three methods of optimization.

Parameter Single-objective
optimization
(objective
function I)

Single-objective
optimization
(objective
function II)

Multi-objective
optimization
(objective
functions I and II)

Net power
output (MW)

63.5 55.3 60.8

CO2 emission (kg y�1) 333.474 � 106 405.484 � 106 343.762 � 106

CO emission (kg y�1) 322.752 � 103 353.028 � 103 329.594 � 103

NOx emission (kg y�1) 8.083 � 103 9.014 � 103 8.382 � 103

Social cost of air
pollution
(MUS$ y�1)

7.5319 9.1520 7.7646

Refrigeration
system COP

4.441 4.279 4.367

Total exergy
efficiency (%)

34.53 29.87 34.06

Total annual
cost (MUS$)

35.6712 27.8167 28.6961

Table 11
The sensitivity analysis of change in the numerical values of optimal design pa-
rameters of GTeITES system with variation in fuel unit cost.

Change in the values
of design parameters

Variation in fuel unit cost

�50% �25% þ25% þ50%

Drp;C1=rp;C1 �3.94% �2.51% þ2.16% þ3.81%
DhC1=hC1 �4.86% �2.91% þ3.18% þ5.22%
DhGT=hGT �5.74% �3.01% þ2.74% þ5.12%
DðTITÞ=TIT þ2.04% þ1.14% �1.07% �1.84%
DTST=TST �3.87% �1.94% þ2.18% þ4.25%
DTEV=TEV �3.79% �1.83% þ2.09% þ4.17%
DTCond=TCond þ2.46% þ1.31% �1.09% �1.95%

Fig. 9. Sensitivity of Pareto optimal solutions to the fuel unit cost.
be noted that the he upward movement of the Pareto optimal so-
lutions is due to increases in the total cost rate of the system. It is
also noteworthy that the sensitivity of the optimal solutions to the
fuel cost is much higher at the points leading to lower exergetic
efficiencies than the ones with higher exergetic efficiencies.

The payback period for additional investment of the cycle (ITES
system) is a very important factor for assessment of the modeled
system. Thus, values of the payback period for gas turbines with
nominal power output of 25e150 MWare estimated and presented
in Fig. 10. According to Fig. 10, the estimated payback period for the
mentioned ranges of gas turbine power outputs changes from
about 2.31 to 7.04 years. For our case study, the value of payback
period is estimated to be 4.72 years. The payback period obtained
by Sanaye et al. [11] for a similar system was 6.5 years and the one
evaluated by Ameri et al. [58] was 5.55 e both are higher than the
present work. The difference is due to the fact these studies are
located in the cities which are considerably warmer than the pre-
sent study. Awarmer climate necessitates a higher cooling load and
cooling capacity, resulting in higher payback periods. Fig. 10 also
shows that the slope of increase in payback period decreases as the
net power output of gas turbine increases. It should be pointed out
that the trend obtained from our study is very close to the one
presented by Sanaye et al. [11]. Therefore, the additional invest-
ment cost imposed by the installation of ITES system can be
compensated in less than 5 years with the income received from
selling the extra power generated from inlet air cooling.



Fig. 10. Payback period of additional investment for the gas turbine system due to inlet
air cooling using ITES system.
7. Conclusions

In the present work, ITES system for GT cycle inlet air cooling
was mathematically modeled and analyzed from energetic, exer-
getic, economic, and environmental (emissions cost) framework.
Employing multi-objective genetic algorithm, the system was
optimized while considering exergetic efficiency and total cost rate
of the system as objectives. Consequently, a set of optimal solutions
is achieved and by employing a specific selection method, the final
optimal design point is chosen. The optimal parameters achieved
by utilizing the mentioned multi-objective method and also single
objective approach considering each of the objective functions are
compared. Single objective optimization of the system only in order
to maximize the exergetic efficiency leads to a designwhich results
in a total cost of 35.6712 MUS$ while reaching the exergetic effi-
ciency of 34.53%. Optimizing the system in order to minimize the
cost as the single objective results in the exergetic efficiency of
29.87% while leading to total cost of 27.8167MUS$. By performing
the multi objective optimization and the mentioned selection
method a design leading to exergetic efficiency of 34.06% and total
cost of 28.6961 MUS$ is achieved. The results demonstrate that the
multi-objective optimization has provided a reasonable trade-off
between the two objectives.

Finally, the optimization results showed that the ITES system
used for inlet air cooling increased the power output by 11.63% and
the exergetic efficiency of the system by 3.59%, while the extra costs
associated with using ITES system is compensated with the income
received from selling the increased generated electrical power in
4.72 years.
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