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Introduction

Ductile failure is microscopically caused by the nucleation and growth up to coalescence of voids
induced by large deformations. During a generic loading process, plastic deformations grow and a
situation can be reached where at the macroscopic level the material can be still considered as a
continuum, while at the microscale it consists of a matrix, inclusions, voids and cracks. Continuum
damage mechanics can effectively describe the inelastic behavior of metallic alloys due to the pres-
ence and the growth of voids in a ductile matrix (see, e.g. Bonora et al., 2005; Brunig, 2003; Lemaitre,
1985a,b; Saanouni and Chaboche, 2003; Saanouni et al., 1994). The changes of the
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mechanical properties, in particular of the elastic moduli, are indicative of material degradation and
their measurement can be used to determine appropriate damage indices.

As detailed in Lemaitre and Dufailly (1987), several direct and non-direct, or indirect methods can
be adopted to this purpose (see also, Abed et al., 2012). The direct measurement methodology is based
on micrographs taken after a cutting and polishing preparation of the samples. With this method-
ology, in Tinet et al. (2004), the damage in specimens, previously subject to tensile tests at high
temperature, was measured by observing the voids with an optical microscope. However, this tech-
nique has several drawbacks since the cutting and polishing phases can locally plasticize the material,
thus altering the damage distribution in the sample; furthermore, it allows to measure damage only at
a given cut. Indirect measurements of damage in metals are instead based on the elastic modulus
reduction under tensile tests with unloading and have been performed by various authors (see, e.g.
Alves, 2001; Celentano and Chaboche, 2007; Spitzig et al., 1988). This technique is hardly applicable
to testing conditions featuring very high temperatures, as strain gauges cannot be used in a furnace.
A non-destructive technique, based on ultrasonic laser excitation at high temperatures, was developed
in Nadal et al. (2009) to measure the shear modulus, but this technique is limited to the analysis of the
specimen surface. In Thuillier et al. (2012), X-ray micro-tomography was used to measure the void
volume fraction in notched aluminum alloy samples subject to tensile tests at room temperature.

In this work, we propose a comparative assessment of two alternative, indirect experimental
techniques: the X-ray micro-tomography and the ultrasonic wave propagation. Both techniques
are employed to determine the damage induced in the ferritic-martensitic steel ASTM A 335
grade P91 (hereinafter P91) by high temperature in either quasi-static or high strain rate tensile
tests. Typical industrial applications of the P91 steel are ultrasupercritical boilers for the production
of water steam and steam turbines for large-scale supply of electrical energy. In both cases, high
efficiency is obtained by raising the operating conditions, in terms of pressure and temperature, up to
about 300 bar and 600°C, respectively. During the industrial piercing and rolling processes, the
material is deformed at high temperature (1100-1250°C); the resulting large plastic deformation
can then produce plastic damage.

To investigate the material behavior in the harsh conditions mentioned here above, we performed
uniaxial tensile tests on notched specimen at 1100°C and either low or high strain rates. In these tests,
the void formation is accompanied by large viscoplastic strains and creep effects are present; in ductile
material at high temperature conditions, creep damage could also be obtained by the measure of the
tertiary strain rate in creep tests. In this work, to study the development of ductile damage, leading to
the final failure of the specimens, two series of tests were performed up to different maximum values of
nominal longitudinal strain. For all the tested specimens, the damage value, defined as the area of
voids over the initial area, was measured by the micro-tomographic technique. An independent meas-
urement of the mechanical properties degradation was then obtained by the ultrasonic wave propa-
gation technique; in this latter case, in order to obtain a damage value from the variation of
the longitudinal wave speed with respect to the virgin state, a micro-mechanical analysis was also
developed. The damage estimates obtained with the two approaches are here compared.

Experimental procedure
Material

The 9% Cr—1% Mo steel grade P91 has a very high resistance to corrosion at high temperature and
a low tendency to creep degradation. Its chemical composition, according to ASTM A335/A335M
(2011) is reported in Table 1.
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Table I. Chemical composition of P91 steel, according to ASTM A 335 (mass percent).

C Mn Si P S Cr Mo \ Nb N Ni
Min 0.08 0.3 0.2 - - 8.0 0.85 0.18 0.06 0.03 -
Max 0.12 0.6 0.5 0.02 0.01 9.5 1.05 0.25 0.1 0.07 04

The high percentage of chromium (about 9%) and molybdenum (about 1%) confers to the
material high strength and improves the behavior in aggressive corrosion environments. The
carbon content is low, as this element tends, during cooling, to lower the temperature corresponding
to the starting point of martensitic transformation; this could be in contrast to the requirement for
the final microstructure to be tempered martensite, even in the case of moderate cooling rates.
Moreover, a higher carbon percentage would induce the formation of coarse carbides, with a ten-
dency to decrease the creep resistance of the material. The presence of niobium and vanadium leads
to the formation of nitrides finely dispersed throughout the metallic matrix, which represent obs-
tacles to the dislocation motions and to the sliding of the grain boundaries, conferring to the
material its creep resistance property. The tempered martensitic microstructure is obtained by a
normalization heat treatment, to solubilize all the nitrides and carbides and to let the austenitic
grains to grow in size. The tempering is then performed, inducing all the carbides and nitrides to
homogeneously precipitate inside the metallic matrix.

The characteristic grain size changes with temperature and strain conditions. In order to correctly
interpret the tomographic and ultrasonic measurements performed after the tensile tests illustrated
in the following sections, one should estimate the grain size of the tested specimens. In the case of
steel, the standard way to measure the grain size is to polish the sample and etching it using an
appropriate acid solution able to react with the grain boundaries. Here, the polishing phase was
performed in several steps with diamond pastes of different granulometry, and each step was fol-
lowed by washing in a alcoholic cleaning solution. The etching of the polished surface was then
performed with a solution of picric acid, hydrochloric acid and ethanol (Vilella etch), in which the
samples were immersed for about a minute.

Figure 1 shows the image by light microscopy of a metallographic section where the material is
undeformed. An accurate measurement of the grain size was not possible, but a roughly estimate of
about 200 um can be obtained. Figure 2 shows instead a metallography of the plastically deformed
area in the central part of the specimen, where the deformation produced finer grains induced by the
hot deformation process. The estimated grain size exhibited in this region is about 20 pm.

High temperature notch tensile tests

Tensile tests were performed on notched specimens, using a general purpose MTS 810 Material
Testing System equipped with a MTS 653 furnace with three electrical resistances. A MTS 409.83
temperature controller was able to heat the specimens at a maximum nominal temperature of
1400°C. Three S-type thermocouples were adopted to measure the temperature in a closed loop
control system; the accuracy of this temperature control had been previously verified using a spe-
cimen instrumented with three S-type welded thermocouples, and the measured maximum difference
between the furnace and specimen thermocouples amounted to 1°C, within the error of the elec-
tronic chain of a single thermocouple. The furnace was sealed with standard kaowool. The target
temperature for testing of 1100°C was reached in about 30 min; 10 additional minutes were required
to homogenize the temperature in the furnace. During the heating stage, the specimen was clamped
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Figure 1. Microstructure of P91 specimen in an undeformed region (light microscopy).

Figure 2. Microstructure of P91 specimen after hot deformation (light microscopy of a highly deformed region).

on the upper head only, while the lower one was kept free in order not to introduce an initial stress
state due to thermal expansion.

The geometry of the notched specimen used for the tests is shown in Figure 3. The sample is
particularly long to allow clamping outside the furnace. This experimental setup thus completely
avoided all the difficulties caused by the deformation and loss of grip strength suffered by the
clamping devices, when designed to operate inside the furnace.

After the heating stage, the specimen was clamped at the bottom head, and the test started. Two
different velocities of the testing machine track were selected: 0.06 mm/s for the quasi-static tests and
S0mmy/s for the high strain rate ones. For each velocity, four tests were carried out up to different
values of the maximum imposed displacement of the moving track, and then interrupted in order to
induce different damage levels inside the material. After the mechanical test, the specimens were
immediately quenched in water. This operation took about 30s and assured that the microstructure
and the micro-voids formed at high temperature were correctly frozen.

The results obtained in terms of load versus displacement are shown in Figure 4 for the quasi-
static case and in Figure S5 for the high strain rate case. It is worth noting that the load carrying
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Figure 3. Geometry of the notched specimen (measures in mm).
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Figure 4. Quasi-static tensile tests, load vs. displacement curves.

capacity is more than doubled under high strain rate loading conditions. Despite the possible metal-
lurgical variability among the different specimens, the spread obtained for tests interrupted at dif-
ferent maximum imposed displacements is very limited within each set of tests. The damage
observed at the end of each test, even if experienced by different specimens, can be therefore con-
sidered as representative of the damage progressively developing in a single test up to failure.

Damage measurement
Micro-tomography

To measure the ductile damage cumulated in each specimen at the end of the tests, we first adopted
a non-destructive technique based on three-dimensional (3D) images obtained by X-ray micro-
tomography (micro-TAC). The measurements were performed in Grenoble (France) at the
Novitom, using a synchrotron as a source of high-intensity X-rays, able to penetrate the metallic
samples for tens of millimeters.
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Figure 5. High strain rate tensile tests, load vs. displacement curves.

Micro-tomography must be performed at room temperature; to freeze the damage created with
the high temperature testing, each specimen was rapidly quenched right after the end of the test, as
described in “High temperature notch tensile tests™ section. During this step, the lattice suffered an
allotropic phase transformation creating martensitic laths. In order to verify that the thermal cycle
did not induce micro-cracks, a specimen that underwent the thermal cycle only (including the final
quenching) was examined through micro-tomography. Figure 6 shows a cross-section image of the
specimen: no porosity or cracks were observed in all the sections, even when using the best possible
resolution of 5 um. It was then possible to conclude that the experimental protocol adopted for the
post-test cooling of the specimens did not introduce any spurious damage.

The imaged volumes were 10 to 15mm in diameter and 10 to 13 mm in height, taken from the
central part of the tested specimens (labeled 0.06-1, 0.06-2, 0.06-3, 0.06-4 as for the quasi-static
conditions and 50-1, 50-2, 50-3, 50-4 as for the high strain rate conditions). Images were taken every
0.01 mm along the sample longitudinal axes, showing the void content in the relevant cross sections;
a high performance software, developed by Navitom, then enabled the 3D reconstruction of the
entire sample from the slice images.

Figures 7 and 8 show the images in the necked regions of the samples tested under quasi-static
and high strain rate loadings, respectively: the black spots indicate the micro-voids inside the sample.
In the figures, the progressive necking of the region is accompanied by a decrease of the cross-section
diameter (snapshots are all to scale). One can observe an obvious increase of damage or porosity
with the maximum imposed displacement, and a significant localization in the central part of the
section where stress triaxiality is higher (Needleman and Tvergaard, 1984). Even accounting for such
localization of the porosity, under quasi-static loadings the induced voids keep rather dispersed in
the cross section; on the contrary, under high strain rate loadings, the coalescence of the voids led to
a macro-porosity formation clearly visible in Figure 8(d).

Figure 9 shows the 3D reconstruction of the sample 0.06-4. The micro-voids having an equivalent
diameter (thought as an isotropic measure of their volume) greater than 15 um are represented in
blue. Once again, the damage appears to be localized in the central part of the necked region of the
specimen.
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Figure 6. Micro-tomography of a P91 sample subjected to the thermal cycle only (maximum imposed displacement,
MID =0).

(a) MID = 6 mm (b) MID = 6.5 mm

(c) MID = 6.75 mm (d) MID = 7.5 mm

Figure 7. Quasi-static tensile tests, micro-tomographies of the necked cross sections of the specimens: (a) 0.06-1,
(b) 0.06-2, (c) 0.06-3 and (d) 0.06-4. MID: maximum imposed displacement in mm.
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(a) MID = 6 mm (b) MID = 6.5 mm

(c) MID = 6.75 mm (d) MID = 7.5 mm

Figure 8. High strain rate tensile tests, micro-tomographies of the necked cross sections of the specimens: (a) 50-1,
(b) 50-2, (c) 50-3 and (d) 50-4. MID: maximum imposed displacement in mm.

Figure 9. 3D reconstruction of sample 0.06-4, with microvoids represented in light blue.
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Figure 10. Quasi-static tensile tests, mean damage profiles along the axes of specimens (close-up of the central
part only).

From all the images collected along the sample axis every 0.01 mm, one can obtain the mean value
of damage over each cross section computed, according to classical damage mechanics, as the ratio
between the area of the voids and the total cross-sectional area, namely:

Avoids

D=
A

(M

Since the 3D reconstruction showed that damage is always located in the core of a specimen, to
avoid artifacts linked to the changing specimen diameter in the comparison with the outcomes of the
ultrasonic measurements on the subsequently machined samples (see section “Ultrasonic method”),
damage was computed through equation (1) using the area of the necked cross section as a
measure of A.

The profiles of such smeared or cross-sectional damage along the sample axis are
shown in Figures 10 and 11 for the quasi-static and high strain rate loadings, respectively.
One can observe that the damage is more localized and features a higher peak value in the
case of the high strain rate testing. Even though the damage values are here very low, one
should notice that they actually represent smeared values over the specimen cross section,
whose area is about 10mm?; locally, in the center of the specimen over a representative volume
element (RVE), values get much higher (see Figures 7 and 8). As discussed in ““Material’ section, the
grain size in the deformed region is of about 20 um; therefore, a reasonable RVE should feature
a side length of 0.2mm, so as the local value of damage can be computed over an area of
about (0.2mm)?,

Ultrasonic method

The ultrasonic wave propagation methodology represents another indirect way to measure the
decrease of the elastic properties.
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Figure 11. High strain rate tensile tests, mean damage profiles along the axes of specimens (close-up of the central

part only).

In an isotropic elastic material, the velocities of propagation of longitudinal and shear waves
respectively read:

E(1 —v)
p(14+v)(1 —2v)

vV = =
P
_n_ E
Vs‘ﬁ ~\20(1+ ) @

where A and p are the Lamé constants, E is the Young’s modulus, v is the Poisson’s ratio and p is the
material density. When damage occurs, the velocities of wave propagation decrease; from their
measurement with some simplifying hypotheses on the microstructure evolution (see section
“Micromechanical analysis’), one can compute the relevant damage levels.

Applications of this method, as available in the literature, are mainly devoted to quasi-brittle
materials (see, e.g. Berthaud, 1991; Ohtsu, 2011). Here, we employ this methodology to measure
ductile damage occurring in metals when tested at high temperature.

An important issue linked to the adopted ultrasonic wave speed technique is related to the
accuracy of time interval measurement. This is a key aspect, as micro-tomography measurements
reported very low damage values in the considered specimens; consequently, the expected variation
due to damage of the wave time-of-flight is very small as well. The accuracy required to detect a
given value of damage can be estimated using equation (2), and the ultrasonic wave reflection
measurement relation v, = % among the longitudinal wave velocity v;, the specimen thickness ¢
and the time-of-flight . Considering average elastic properties of the P91 steel (E=215GPa,
v =0.28), the time-of-flight v of a longitudinal wave in a 4-mm-thick specimen is 1.36 x 107¢ s.
The time shift corresponding to a damage value of 0.01 turns out to be of some nanoseconds. The
used ultrasound digital pulser/receiver USPR-100 from MaGyc S.r.I. satisfies this sampling require-
ment, as it can measure time intervals as smaller as 10~ s. This pulser was coupled with an Olympus
XMS-310 — 10 MHz longitudinal ultrasound probe featuring 3 mm of external diameter. The probe
is big enough to obtain a significant mean measurement, not affected by the grain boundaries; it is
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Figure 12. Location of points A, B and C along the longitudinal axis of any specimen tested with the ultrasonic
technique.

also small enough, at least for the less deformed specimens (this point will be further discussed at the
end of ““Data reduction and comparative interpretation’ section), in order not to introduce a strong
noise in the echo signals, due to the reflections from the lateral surfaces of the samples in the necked
area. A transverse probe Olympus V156 — 5MHz was used to measure the shear wave velocity vg
and maintain the same signal resolution.

To accurately measure vy, it is compulsory to minimize as much as possible the error of the
thickness measurement for each sample. To get a uniform thickness ¢ all over the region of interest,
each deformed axisymmetric specimen was carefully milled to remove the edge material in
the necked volume and obtain a flat sample with a thickness variation amounting to 0.01 mm
at most. Figure 12 shows one sample, deformed under quasi-static conditions and so prepared for
the ultrasonic measurements. To stabilize the sample temperature during the measurement
and avoid any thermal expansion, the specimens were laid on a slab of granite that acted as a
thermal reservoir at 20°C and stayed in contact with it for about 15 min before the test got started.
The thickness ¢ at any point of measurement was accurately determined with an error smaller than
1 pm; further to this, several repetitions of the test were done to reduce the error in the velocity
calculation.

An ultrasonic test consisted of a series of measurements at the three points A, B and C along
the specimen longitudinal axis, see Figure 12; at points A and C, the material is assumed to be
undamaged (as confirmed by the tomographic observations like the one reported in Figure 9),
while at point B in the necked region the material is surely damaged. A summary of the
measured longitudinal wave speeds is given in Table 2. Using the estimated errors in the thickness
and time-of-flight measurements, a standard error analysis provided a relative error on a single
velocity measurement of about 0.4%, which has been lowered to less than 0.1% through the meas-
urement repetitions.

The measurements in the undamaged regions (points A and C) gave longitudinal and shear
velocity values of v, = 5929 £ 15 m/s and vg = 3278 & 12 m/s. To assess the validity of the experi-
mental procedure, we started from these values of the wave speeds in the undamaged regions to
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Table 2. Measurements of the longitudinal wave speed v, (in m/s).

Maximum Undamaged region Damaged region
imposed -
displacement

Specimen (mm) Point A Point C Point B

0.06-1 6 5940.0 5950.6 5935.3

0.06-3 6.75 5937.2 5944.7 5865.5

0.06-4 7.5 5937.6 5934.8 5848.4

50-1 6 5909.3 5911.5 5915.9

50-2 6.5 5937.3 5932.1 5909.8

50-3 6.75 5930.9 5929.1 5892.5

compute the Poisson’s ratio and the Young’s modulus of the virgin material, by exploiting equa-
tion (2) according to:

— M —0.28
2v%—2v§
1 1-2
E:p%\}i:2l6 GPa 3)

These values resulted to be in close agreement with those obtained by standard strain-gauge meas-
urements, which amounted to £=215GPa and v = 0.276. The agreement between these values and
those reported in equation (3) allows supporting the claim that the milling adopted to get flat
specimens did not affect the material microstructure and, therefore, did not introduce further
damage in the necked region.

To compute the damage value from the measure of the longitudinal wave speed in the
damaged region (point B) of each specimen, one should consider that the nucleation and
growth of the porosity reduce not only the elastic properties of the material, but also its density p.
The micromechanical analysis (see next section) provides a way to establish all the required
relations.

Micromechanical analysis

To assess the effects of damage on the speed of longitudinal waves in void-containing steel speci-
mens, a micromechanical study is reported here. As for the notation, we mainly refer to Li and
Wang (2008), where a thorough discussion on this topic is presented (see also, Nemat-Nasser and
Hori, 1993). Hence, over-barred quantities stand for the overall properties of the damaged material,
conceived as a two-phase (void and steel matrix) composite, whereas unbarred ones represent the
properties of the virgin steel.

Denoting by f the porosity or void volume fraction, the density of the damaged material can be
expressed by

p=p(l—f) 4)
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To provide an analytical relationship between porosity and the overall elastic moduli,
we frame the problem within the dilute dispersion approach, thereby neglecting any interaction
among neighboring voids. A representative sample of the material is therefore assumed
to consist of a spherical inhomogeneity, featuring null elastic stiffness, embedded into
the steel matrix. Accordingly, the Eshelby tensor allows linking the overall bulk K and shear
i elastic moduli to the relevant steel ones (K and w) and to the void volume fraction f
through:

K 2(1 )
T 151 —v) \ '
E-(1+552) =a g

R 30-v
K 21 —2v)/ = %k
i 151-v),
; 1—ﬁf=¢ﬂ (6)

in case of prescribed uniform strain boundary conditions. Such expressions are functions of
the void volume fraction f and of the steel Poisson’s ratio v only and provide rigorous
upper and lower bounds on the actual overall properties of the void-containing steel,
according to:

K* K

I
>
I

()

IA
IA

pe=p=p
Due to the assumed dilute dispersion of voids, estimates (5) and (6) do match up to the first order in
/. if a Taylor series expansion of gy and ¢ in (5) is computed.

We now aim to describe the effect of / on the overall Young’s modulus E, Poisson’s ratio v and
Lamé constant A (see equation 2). According to the notation introduced in equations (5) and (6), the
aforementioned elastic constants result to be bounded by:

CA=I <A <N =¢E ®)
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where coefficients ¢’ ¢! and ¢}, i=s or i=e, read:

(ﬂ;\— K 2 Pk ©)

To provide a further measure of the effects of f/ on the elastic moduli, we refer to the self-consistent
estimates of K and p which read (see Li and Wang, 2008):

IE’X*L’ 3(1 _ Dsﬂf) ' B
=l——“"f=¢©°
K 20— 25— =¥k 00
5= 15(1 — #°) _
=]l—-——“f=¢" ¢
" 7 — Sps—¢ f (pﬂ

If compared to the lower bounds (6), the above estimates differ because of the presence of the overall
Poisson’s ratio v* ¢ in place of the matrix one v. Equations (10) are claimed to provide a nonlinear,
implicit solution to the homogenization problem. Anyway, in the present case of a single spherical
1nclu510n embedded into the steel matrix, the problem can be solved analytically by considering the
ratio & P / K which turns out to be independent of the overall Young’s modulus:

Beeolepe 3099
D E 2(1 —2v57¢) (11
w1 =2v"¢ 15(1 —v'°)
% 1 —2v 7 — Svs—¢

The physically sound solution to the second-order equation (11) in v*~¢ is:

7— 6f+5v—6vf——\/( 14 + 12f — 100 + 120)% — 4(3f + 14v — 27vf)(10 — 15F + 15vf)
10 — 15/ + 15vf

‘7576'

(12)
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Figure 13. Effect of the void volume fraction f on the overall (a) bulk K and (b) shear /i moduli of the void-
containing steel.

v s—c

which provides %E(pv “. This solution then allows to analytically estimate K¢ and @+~
through equations (10). £*~¢ and A are instead obtained, in perfect analogy with the former
bounds, through:

K
Is—C 3—+1
E _ M (pv—c = ¢}
E K ¢ " E
3—+ s—c
n Pk
K 247
A= Y »
= =g (13
w 3

The effect of the void volume fraction f on the overall elastic moduli is now investigated in the case
v = 0.28, of interest for the P91 steel (see section “Ultrasonic method”). Figure 13 shows the vari-
ation of K and i with £ according to the assumption of dilute dispersion of voids, results are
reported only up to f=0.2, which proves sufficient for the present investigation (see ““Data reduction
and comparative interpretation” section). Plots testify that the self-consistent approach provides an
estimate for K close to the lower bound K¢, while the estimate for j is practically indistinguishable
from the lower bound. As a further term of comparison, Figure 13(a) also reports the periodic
solution:

kP 3(1—v) p
?_1_2(1—2v)+(1+v) = ox (1

which is coincident with the Hashin—Shtrikman upper bound, see (Nemat-Nasser and Hori, 1993).

Results relevant to the overall E, v and A are instead reported in Figure 14. Figure 14(b) shows
that the effect of fon v is marginal: even for f=0.2, the overall Poisson’s ratio gets reduced by about
10% only. Such reduction amounts to 2% at most, if f'is within the range of interest for the data
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Figure 14. Effect of the void volume fraction f on the overall (a) Young’s modulus E, (b) Poisson’s ratio i and
(c) Lamé constant A of the void-containing steel.

reported in “Data reduction and comparative interpretation” section, i.e. if /< 0.05. Since the
solutions provided by bound (6) and by (12) are also very close to each other, the relevant descrip-
tions of the effect of fon E practically match too. These outcomes provide a basis for the simplifying
assumption, commonly done in damage mechanics, that ductile damage is isotropic and can be
described by the single damage variable D, so that the current elastic properties of the damaged
material can be given as:

E=E(1—D)
v (15)

<
I

Finally, as far as E is concerned, Figure 14(a) also shows the empirical interpolation provided in
Kendall et al. (1983), on the basis of a former analysis given in Hansen (1965), which reads:

EKendall

5 — (l _f)3 = (p]éendall (16)
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assumed the Poisson’s ratio to be independent of D.
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in black.

Even if sometime adopted to describe the impact of porosity on the overall Young’s modulus
(Comi et al., 2009; Heukamp et al., 2001), equation (16) overestimates the reduction of E for the
range of f'values of interest in the present work. Moreover, it is not compliant with the lower bound
furnished by (6), (8) and (9); hence, it will not be considered in the comparative assessment of the
two experimental techniques, to be provided next.
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Figure 17. Comparison among cross-sectional damage profiles (orange continuous lines) and overall damage levels
(orange dashed lines) given by micro-tomography, and overall damage levels (black dot-dashed lines) given by ultra-
sonic measurements. Left column: quasi-static tests; right column: high strain rate tests. From bottom to top, results
are reported at increasing values of the maximum imposed track displacement on specimens: (a) 0.06-4, (b) 50-3,
(c) 0.06-3, (d) 50-2, (e) 0.06-1 and (f) 50-1I.

Data reduction and comparative interpretation

By assuming that damage does not (or does negligibly) affect the material Poisson’s ratio, i.e. that
v = v (see equation 15), equation (2); can be exploited to link the longitudinal wave velocities v; and
v, in the undamaged and damaged regions through:

n_Elp

= 17
=5, (17)

Using equations (8) and (4), relation (17) provizdes upper and lower bounds on the porosity
fin the damaged region based on the measured L—L ratio. Recalling that damage is related to the

Young’s modulus reduction by D =1 — %, see agaiﬁ equation (15), one can finally obtain upper and
lower bounds for D. Note that, as shown in Figure 15, for the range of values of porosity of interest
here, the upper and lower bounds look much tight.
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For each tested specimen, the value of v;, i.e. of the wave speed at point B, was taken from the
measurements reported in Table 2; v, was instead kept as the average value over all the tests, already
reported in “Ultrasonic method” section. Damage values so obtained are shown in Figure 16 (dia-
mond symbols) as a function of the maximum imposed track displacement. Here results are shown
for the quasi-static case (orange symbols) and for the high strain rate case (black symbols); due to
the small values of the cross-sectional damage, the upper and lower bounds are practically super-
posed within the chosen scale. As already noted, the measurements on specimens tested at the same
displacement rate and up to different maximum imposed displacement values can be intended to
provide an evolution of damage at increasing track displacement in a single tensile test.

The damage values in Figure 16 that are related to micro-tomography (square symbols) were
computed from the profiles reported in Figures 10 and 11 as a weighted mean value over the central
specimen region corresponding to the area of the ultrasonic probe. The values relevant to the
ultrasonic wave propagation technique (diamond symbols) were instead obtained at point B,
namely at the central necked cross section, through the data reduction procedure described here
above. To get deeper insights into the proposed comparison, Figure 17 provides a close-up of the
aforementioned damage profiles along the longitudinal axes of the specimens, with a focus on the
region across the necked cross section (x =0) of size 3mm equal to the probe diameter. In these
graphs, the profiles are plotted as orange continuous lines, while the dashed orange lines stand for
the weighted averages in the region, which are not to be interpreted as homogeneous values along x
but instead as overall D values to be compared with those furnished by the ultrasonic technique,
represented by the black dot-dashed lines.

Despite some scattering, one can observe that the agreement between the two overall damage
estimations is reasonably good, except for the sample 0.06-1. In such a case, the ultrasonic meas-
urement of v, at point B provided a value almost indistinguishable from that of the virgin material,
once the experimental errors discussed in section “Ultrasonic method” are taken in due account;
hence, we reported a null estimation of D in Figure 17(e).

Results relevant to sample 50-4 are not reported as well. The ultrasonic technique gave in this case
a value of damage unrealistically low, when compared to the relevant micro-tomographic estimation
and to the evolution suggested by samples 50-1, 50-2 and 50-3. This underestimation was due to the
fact that the size of the adopted probe was too big in comparison with the diameter of the necked
cross section of this specimen (see Figure 8(d)), thus providing an unreliable measurement of D.
Such issue ought to be carefully considered whenever the ultrasonic wave propagation technique
were adopted.

Discussion and conclusions

In this paper, we have presented an experimental assessment of ductile damage in P91 steel tested at
high temperature (specifically, at 1100°C) and under quasi-static or high strain rate loading
conditions.

To have a picture of damage evolution at increasing elongation of the specimens subject to tensile
tests, for each deformation rate a set of tests was conceived at increasing displacement of the testing
machine track. Even if not relevant to the same specimen, all the tests in a single set provided overall
responses well matching with each other, with a scattering induced only by micromechanical, or
metallurgical features; hence, results obtained through a set of tests have been considered as repre-
sentative of what would happen to a single specimen if it got loaded up to failure.

To assess the overall damage at the end of each test, two methodologies were adopted: micro-
tomography, with a synchrotron used as a source of high-intensity X-rays able to penetrate the
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cylindrical specimens; ultrasonic measurements of wave speeds in machined samples, obtained from
the same specimens previously tested through micro-tomography. While micro-tomography pro-
vided images of void distribution in the necking region and a cross sectional measure of damage,
data from the ultrasonic apparatus needed to be reduced to directly link the overall damage level
under the ultrasonic probe with the shift of the longitudinal wave speed relative to the virgin
material. A micromechanical analysis has been therefore given as well, to provide bounds and
also a self-consistent estimate on the effect of porosity (in terms of spherical voids dilutely dispersed
in a metallic matrix) on the elastic moduli of P91. We have shown that the Poisson’s ratio gets
marginally affected by the porosity so as, according to a standard assumption in continuum damage
mechanics, it can be assumed independent of damage. By assuming instead the Young’s modulus to
linearly scale with damage, a link between damage and porosity (that, we recall, do have different
micromechanical definitions) has been obtained, along with an expression for the speed of longitu-
dinal waves in the damaged region as a function of damage.

Outcomes of micro-tomographic images and of the ultrasonic wave speed shifts have been com-
pared. Even if the presented results are to be considered as preliminary, the two alternative
approaches have been shown to agree quite well in all the cases but two. In a first case, the overall
damage level in the area under the probe was too low, the shift of the wave speed got comparable
with the setup accuracy and the instrumental noise (depending also on the coupling medium between
specimen and ultrasonic probe) did not allow to obtain any estimation of the damage level. The
other way around, in a second case, the severe necking in the region under the probe produced
artifacts, as waves got reflected not only at the rear surface of the specimen but also along its lateral
surfaces; hence, the damage was wrongly estimated to be too low in comparison with the other tests.
The use of bigger specimens would reduce this effect.

By comparing the two experimental methodologies, it can be stated that micro-tomography
provided accurate pictures of the void or damage distribution in each cross section of the specimen,
and also a cross sectional measure of its intensity. Ultrasonic measurements provided instead an
overall measure of damage, relevant to the whole area of the specimen in contact with the
probe. Hence, the resolution of the second methodology looks rather poor, if compared to micro-
tomography; nevertheless, it is also to be considered that ultrasonic equipments can be easily used,
and their cost is by far smaller than what required to generate high-intensity X-rays with a
synchrotron.
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