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1. Introduction

Imaging devices have been intensively studied as dis-
placement transducers in the last 20 years. There are many
advantages in using such devices. First, the measurement
is remote, contactless and dense, which means that it is
possible to perform a multipoint measurement with one
single camera, where each pixel of the sensor matrix is like
a single transducer. Secondly, the measurement set up is
really easy and flexible to manage, since only one camera,
some targets and a personal computer are needed [1–3].

The use of imaging devices as displacement transducers
was firstly proposed in almost-static applications, where
the acquired object moves slowly with respect the acquisi-
tion parameters of the camera and therefore the target dis-
placement during the exposure time can be neglected.
Thanks to technology improvements, the applications of
vision-based measurement to dynamic applications have
been increasing in the last 10 years [4–7]. The available
image resolutions and the high grabbing frequencies allow
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to acquire high-speed moving object with a good scaling
factor and to perform dynamic analysis of vibrating items.
Currently, a basic imaging device can easily acquires 1
Megapixel images with a 25 fps grabbing frequency, which
means that it is possible to perform a dynamic analysis up
to 12.5 Hz at full resolution, but there are also top level
cameras able to acquire 2–3 Megapixel images with more
than 2 kHz grabbing frequency. One of the most common
application of vision-based techniques to dynamic analysis
is the structural health monitoring (SHM), where vision-
based measurements are used to identify displacements
and vibrations of whole civil structures and their compo-
nents [8–12].

Since imaging devices are used as transducers, some
assessments about their measurement uncertainty should
be done. Uncertainty of vision-based measurement is af-
fected by several factors which define the image quality,
such as image resolution, scaling factor (px/mm ratio or
vice versa), focusing quality, lighting conditions, and image
contrast, aberration. Their effects on measurement uncer-
tainty are not easily quantifiable. For example, Cantatore
et al. [13] and Shimizu and Okutomi [14] demonstrated
that a moderate blurring may reduce the measurement
uncertainty. Moreover, these image properties might be
obtained adjusting several camera acquisition parameters,
which could depend on each other. For example, different
combinations of exposure time and diaphragm aperture
could produce the same image luminance or contrast.
However, this might be achieved with different side ef-
fects: reducing the diaphragm aperture decreases the im-
age luminance, but it increases the depth of view; on the
other hand, reducing the exposure time may obtain the
same results on the image luminance, together with a
decreasing of the amount of noise.

Since the quantification of the measurement uncer-
tainty depends on several parameters, it is comprehensi-
ble how could be useful the definition of some synthetic
indexes, in order to define the image quality and conse-
quently the measurement uncertainty in static and dy-
namic conditions. The quantification of the
measurement uncertainty when imaging devices are used
in dynamic conditions becomes more challenging and
important, since in this case other factors, in addition to
those listed before, are fundamental to define the mea-
surement performance, such as the camera-object relative
motion in terms of instantaneous velocity and accelera-
tion. The good displacement estimation will indeed de-
pend on the dynamic camera parameters, such as
grabbing frequency, but, most of all, the exposure time
that must be settled to a proper value in order to avoid
motion blurring.

In this work some indexes, based on exposure time and
Spatial Frequency Response function (SFR), will be pro-
posed and qualified. The indexes proposed in this work
are suitable to define the measurement uncertainty both
in static and dynamic condition and it will be showed
how their behavior is linked to the measurement uncer-
tainty. The results proving this statement are obtained by
several tests, where a target is moved with a harmonic
law in controlled conditions (varying its frequency and
amplitude) and fixing different acquisition characteristics
in terms of lighting conditions, diaphragm aperture, expo-
sure time, etc.

In the next section, some concepts about the estimation
of the image quality by means of the Spatial Frequency Re-
sponse (SFR) will be fixed. The results performed in static
conditions are the basic point to start the analysis in dy-
namic conditions. Then, in Section 3 the dynamic qualifica-
tion are provided and in Sections 3.4-3.6 three indexes for
the image quality estimation in the case of dynamic acqui-
sition conditions will be proposed and applied. The advan-
tages and the limits of these indexes will be shown and it
will be proven how they can be applied to uncertainty
measurement qualification.
2. Static qualification

The performance of cameras applied to dynamic mea-
surement depends on several parameters; some of them
can be evaluated in static condition, such as focus, lighting
conditions, lens distortions, and image contrast. All these
parameters work together to define the image quality.
For these reasons, before performing an analysis focused
on the dynamic performance, this section deals with some
considerations about the imaging device behavior for
acquisition in static condition. Some results about the im-
age quality estimation will be presented with attention to
image focus and diaphragm opening, which are parameters
strictly linked to static acquisition, but also testing the
influence of the shutter time value, which is linked both
to static and dynamic acquisition. Shutter value, indeed,
defines the amount of light impacting on the sensor but,
most of all, the grabbing velocity of the acquired frames
of the moving object. In this way, it will be possible to di-
vide the contribution of static parameters from those of the
dynamic parameters in the image quality definition, under
dynamic grabbing condition.
2.1. SFR function

In static condition the image quality rendered by an
imaging system can be evaluated by the Spatial Frequency
Response (SFR), defined in ISO 12233 [15]. The SFR has
been widely used to characterize the spatial frequency re-
sponse of many kinds of imaging systems. It is defined as
the modulus of the Optical Transfer Function (OTF), which
is the Fourier Transform of the impulse response of the sys-
tem [16]. It defines the ability of an optical system to re-
solve a contrast at a given resolution (or spatial
frequency). Traditional methods for SFR measurements
were initially designed for analog cameras [17–19].

However, when digital cameras are considered, these
techniques can give misleading SFR results, because the
sampling of digital devices is not properly considered.
Additionally, SFR results estimated with the mentioned
traditional methods can depend on the chosen technique
(sine target or bar target utilization, slit or knife-edge tech-
nique). The ISO 12233 methodology has been established
in order to provide a fast SFR measurement method based
on one image only. In such a standardized way, the SFR



data (from various digital input devices) may be easily and
correctly compared.

In this paper the slanted-edge method proposed in ISO
12233 is used [15,16,20,21]. The technique consists in
imaging an edge slightly tilted with respect to the rows
(or the columns) of the detector, as shown in Fig. 1. There-
fore, a nearly vertical edge allows obtaining the horizontal
Spatial Frequency Response (SFR) of the imaging system,
while a nearly horizontal one can be used to estimate the
vertical SFR. The detailed description of the procedure for
the estimation of SFR is out of the scope of this work and
can be found in ISO 12233; the basic steps for SFR compu-
tation procedure are summarized in the following. If the
edge in nearly vertical, a region of interest (ROI) containing
the edge must be selected and each row of the ROI is an
estimate of the camera edge spread function (ESF) along
the horizontal direction. Each of these edge spread func-
tions is differentiated to form its discrete line spread func-
tion (LSF). The next step is the super-sampling and
averaging of all the edge spread functions to form an aver-
age estimation ESF that is more finely sampled than each
original ESF. The averaged, super-sampled ESF is then pro-
cessed by a point-spread function reconstruction algo-
rithm or by application of a Fourier transform-based
method. The obtained SFR characterizes the transfer of
spatial frequencies related to the observed objects.

The aim of this work is to apply the SFR estimation to
define some quality indexes of the camera performance
in case of dynamic target conditions. First, this section
shows some results about the SFR estimation in case of sta-
tic grabbing condition, in order to fix some concepts useful
to the comprehension of this work. The camera used for
the tests is a Marlin F131B camera, equipped with
16 mm and 25 mm focal length lens (to explore the varia-
tion of the results with this parameter). The static target
used to qualify the device is the one reported in ISO
12233 and shown in Fig. 1a. The SFR function is evaluated
in different conditions such as focal length, image focus,
diaphragm opening and exposure time, as it will be shown
in the following.

As known from literature, image defocus affects camera
performance in terms of SFR [22]. Fig. 2 shows two SFR
Fig. 1. (a) Target used for the tests and proposed by ISO 12233. The red square sp
digital sensor to a slanted-edge input.
curves obtained with the same acquisition hardware and
target, but with two focusing conditions. The SE value,
shown in the figure legend, is the sampling efficiency,
which is estimated by the Rayleigh criterion as the ratio
between the sampling resolution (cycle/pixel), where the
SFR is equal to 0.1 (expressed in terms of cycle/pixel ratio)
and the half sampling resolution 0.5 cycle/pixel (Nyquist
spatial resolution) [15]. It is clear how the defocused image
gives the worst results, for both the SE value and the 0.5
SFR point (SFR_50), i.e. the spatial frequency where SFR as-
sumes the value 0.5: the modulus decays very fast as the
spatial frequency increases, consequently the SFR_50 is
set in correspondence of 0.1 cycle/pixel ratio.

The influence of the diaphragm is more difficult to de-
fine with respect to the focus condition. The diaphragm
opening is related to two well-known distortion effects,
which concern vision devices: lens aberration and diffrac-
tion. When the diaphragm is open, the lens aberration is
evident, whereas the diffraction effect is lower. A compro-
mise condition should therefore be found. However, this
condition depends on the hardware characteristics. As for
the specific hardware configuration used in this work,
Fig. 3 shows the SFR curves obtained by different combina-
tions of shutter and diaphragm values in order to obtain
the same image contrast (a difference between black and
white of at least 200 grey levels). For example, the ana-
lyzed combinations show that the optimum (maximum
SFR modulus) for the 25 mm lens (Fig. 3(a)) seems to be
at the 5.6 f/stop value (SE = 100%), but good results are also
obtained for f/stop 2.8 and f/stop 4. Fig. 3(b) shows the
same analysis with a 16 mm focal length optic. The results
state that for the experimental conditions considered in
this work, the best performances are obtained with the
minimum diaphragm aperture (5.6 f/stop).

As previously described, Fig. 3a and b shows the com-
bined effect of reducing the diaphragm aperture (i.e.
increasing the f/stop value) and contemporarily increasing
the exposure time (shutter) to ensure a constant contrast
(200 grey levels) between dark and bright image regions.
On the contrary, Fig. 4 shows the SFR curves obtained
changing only one of these parameters at a time, in order
to analyze the effect of the diaphragm and shutter value
ecifies the portion used to evaluate the SFR curve and (b) the response of a



Fig. 2. SFR of focused and defocused images grabbed by a camera equipping a 16 mm focal length lens, with a 2.8 diaphragm and a 20 ms shutter.
separately. In these tests, the light intensity was tuned to
ensure again a contrast of 200 grey levels between dark
and bright regions of the image.

In Fig. 4 the SFR curve, referred to diaphragm 2 and
shutter 16 ms, and one, referred to diaphragm 2.8 and
shutter 32 ms (the light has half passage area and the shut-
ter is two times longer), have the same SE value equal to
80%. However, the SFR curve with diaphragm 2.8 shows
higher values for cycle/pixel range between 0 and 0.45,
which means that the SFR curve quality mainly depends
on the f/stop value. Moreover, Fig. 4 shows that SFR curves
assume larger values with lower exposure times (which
corresponds to higher illumination intensity to ensure a
constant contrast level) when f/stop value is fixed. This last
result is reasonable because, reducing the exposure time,
the noise level of the image tends to reduce accordingly.

In conclusion, these tests state that the image quality
increases in static conditions as the f/stop is high, the shut-
ter time is low and the image is well focused. The results
obtained in terms of SFR curves are known in literature,
but they are necessary to introduce the next section about
the dynamic qualification of cameras, since it is based on
the application of SFR curves.
3. Dynamic qualification

The previous section briefly describes in terms SFR
curve the conditions that affect the image quality, when
the target is static with respect to the camera. This section
describes the dynamic tests performed to evaluate the per-
formances of a camera sensor acquiring a target moving
with a harmonic law. The tests aim to find a connection be-
tween the target sinusoidal displacement parameters (i.e.
the amplitude and the frequency of the motion), the cam-
era acquisition parameters and the measurement uncer-
tainty. The camera acquisition parameters, which are
considered significant, are the image acquisition frequency
and the shutter value, which are the variables the dynamic
measurement depends on, plus those which can affect the
static measurement: for example the resolution quality,
expressed in terms of mm/px ratio, the image focus or
the lens distortions.

3.1. Measurement setup

The experimental tests are done in controlled condi-
tions in order to perform a meaningful dynamic perfor-
mance qualification, trying to keep constant all the
uncertainty sources and the camera-target relative motion.
A proper measurement setup is designed to guarantee the
control on the tests, as shown in Fig. 5. A planar black and
white target is placed on a rigid aluminum support to pre-
vent appreciable deformation of the pattern itself during
the tests. The target displacement is imposed by an elec-
trodynamic actuator, equipped with a closed loop control
system to guarantee stability and accuracy to the imposed
harmonic displacement. A laser doppler vibrometer, model
Polytec Scanning Vibrometer PSV300 (2.56 lm resolution)
is also used as a reference for the target displacement and
velocity measurement, along the vertical direction.

The moving target acquisition is made by a Marlyn
F131B camera, equipped with a 16 mm focal length lens,
a 1280 � 1024 pixel CMOS sensor (cell size 6.7 lm �
6.7 lm), maximum acquisition frequency 25 fps, settable
exposure time with 20 ls resolution. The camera is placed
in front of the target in order to have the optical axis nor-
mal to the planar target surface, which is necessary to
measure only the vertical displacement. Finally, the light-
ing test conditions are guaranteed by two led lights placed
near the camera, with their pointing direction at 45� with
respect to the camera optical axis.

Thanks to a unique trigger signal for interferometer and
camera, the two measurements are synchronized. The
maximum delay between the trigger signal and the begin-
ning of the exposure time is negligible in most of the com-
mercial cameras and therefore this uncertainty source can
often be neglected for the application in mechanical



Fig. 3. SFR curves for different values of diaphragm and shutter: (a) 25 mm focal length optics and (b) 16 mm focal length optics.
vibration measurements. For instance, the delay of a F131B
Marlin camera used in this work is below 25 ns.

The above measurement setup is considered suitable to
ensure a complete control on the tests, which need to be
performed with several target displacement characteristics
in terms of amplitude, frequency and, at the same time,
several acquisition parameters in terms of grabbing fre-
quency, exposure time and lighting conditions.
3.2. Dynamic test conditions

As previously stated, the test parameters may be chosen
at two levels:
� Motion parameters: amplitude and frequency
displacement.
� Acquisition parameters: grabbing frequency, shutter

value (i.e. exposure time) and lighting levels.

The parameters values are chosen in order to have the
most complete description of the dynamic camera perfor-
mance, paying attention to the instrumentation practical
limits. The target is moved according to mono-harmonic
displacements in order to study simple case, which can
be easily verified and repeated.

It should be underlined that, almost mono-harmonic
displacements are quite common in the practice of
mechanics, since vibration components at higher frequen-



Fig. 4. SFR curves for two diaphragm values and two shutter levels (16 mm focal length optics).

Fig. 5. Measurement setup.
cies are usually linked to smaller displacements and there-
fore can often be neglected if compared to the low fre-
quency one. In the case of acceleration measurements
high frequency are of course highlighted by x2 term but,
since the camera measures displacements, the assumption
of mono-harmonic signal is often acceptable in practice.
Moreover, the acquisition frequency of medium price cam-
eras are often limited to a few tenth of Hertz if a resolution
of at least 1 Megapixel is needed, and therefore cameras
have sometimes to be used in controlled aliasing condition,
which is a solution effectively applicable if almost mono-
harmonic vibration has to be measured.
The test are designed combining four frequency levels
(5 Hz, 10 Hz, 15 Hz and 20 Hz) with five displacement
amplitude levels (0.5 mm, 1.5 mm, 3 mm, 5 mm and
7 mm) for a total of 20 motion conditions. For each of these
conditions, tests with 5 different exposure shutter time
(4 ms, 5 ms, 10 ms, 15 ms and 20 ms) were done. Since
there is a data transmission restriction from the camera
to the PC, the imaging device used for the tests has a max-
imum grabbing frequency of 25 Hz in full resolution condi-
tion (1280 � 1024 px). In order to perform the tests with a
target vibrating at frequencies higher than 12.5 Hz, the
sampling theorem would require an out of range grabbing
frequency. Therefore, all the tests with a frequency dis-
placement greater than half the maximum grabbing fre-
quency (25 Hz) are acquired in controlled aliasing
condition.

All the images are grabbed with a nominal scaling factor
of 3 pixel/mm and the 2D-camera calibration is done be-
fore each test sessions to estimate the actual scaling factor.
Moreover, a f/4 diaphragm value is chosen as good com-
promise between the SFR curve and the image luminance.
All the tests are performed with a 16 mm focal length lens.
Table 1 summarizes the tests conditions in terms of fre-
quency displacement, amplitude displacement (both in
millimetres and in pixels) and camera parameters: all the
possible combinations define one hundred different test
conditions.

Once the videos of the moving target (see Fig. 5) are ac-
quired, each frame is analyzed by a pattern matching tech-
nique to detect the position of the object inside the camera
field of view, in order to estimate its displacement. Among
the several image processing techniques this is one of the
most used for displacement estimation, since it requires
simple algorithms and guarantees good measurement
uncertainty [2,3]. In the next section, some indexes will
be proposed to qualify the measurement performance of
the pattern matching technique applied to the several test
conditions of Table 1.



Table 1
Levels of the test parameters (frequency and amplitude displacement,
camera shutter value) for a total of 100 combinations.

Frequency (Hz) Amplitude (mm) Amplitude (px) Shutter (ms)

5 0.5 1.5 4
10 1.5 4.5 5
15 3 9 10
20 5 15 15

7 21 20

Fig. 6. Test f = 15 Hz, amp = 5 mm, shutter = 10 ms (a) time histories of
the camera and laser downsampled at the same frequency of the camera
and (b) difference between camera and laser data.
3.3. Discrepancies

One of the simplest way to compare the displacement
imposed by the actuator with the one estimated by the
camera is the discrepancy evaluation between these two
quantities. The value of the displacement measured by
the laser doppler can be considered as reference, since this
transducer has an uncertainty negligible with respect to
the pattern matching technique.

Before doing the comparison, it is useful to fix some
concept about the exposure time. Since the exposure time
is non-zero in dynamic conditions a problem might arise:
which is the exact instant of time to whom the image
can be apportioned to? We analyzed the effect of the expo-
sure time comparing the time history measured by the
interferometer with the one acquired by the camera, and
we found that minimum discrepancy is obtained when
the positions measured by the camera are considered re-
lated to an instant of time in the middle of the exposure
time. This result is valid for all the considered conditions
(different exposure times and target motion parameters)
and we concluded that the effect of the exposure time in
dynamic measurement is to create a constant time delay
depending on the exposure time value. Due to this reason,
for all the results shown in the following, the delay due to
the exposure time will be compensated.

In Fig. 6(a) the comparison in time domain between
camera and laser is shown in the case of a test with
f = 15 Hz, amp = 5 mm, shutter = 10 ms, and the time shift
equal to the half of the exposure time was compensated;
thanks to this operation, time shift between camera and la-
ser is no longer present. Since the tests were done in con-
trolled aliasing conditions, in order to compare the laser
and the camera data it is necessary to down sample the la-
ser data. In Fig. 6 the camera data and down sampled laser
data are shown together with the point-by-point differ-
ence between the camera and laser signal.

In Fig. 6(b) it can be seen that the over/under-estima-
tion of the camera has a periodic trend with period equal
to the period of the signal (Fig. 6(a)).

Since the discrepancy is a function of the instantaneous
position, it is possible to assess the uncertainty on the
amplitude estimation, whereas the uncertainty on the
instantaneous position depends on the motion condition
(i.e. it is not constant in time). It is of course possible to ex-
press the maximum uncertainty on instantaneous position
(0.15 mm in the example of Fig. 6(b)) but in the case of
mono-harmonic motion law, the amplitude information
is in our opinion more significant.

The same point-by-point comparison were done for dif-
ferent combinations of shutter time, motion amplitude and
motion frequency values and very similar behavior is
found in all the cases.

Thanks to the comments above, from now on the anal-
ysis will be focused on amplitude estimation uncertainty.

The discrepancy between the displacement amplitude
estimated by the laser doppler and the one estimated by
the pattern matching technique is evaluated for each of
the twenty motion configurations described in Section 3.2
and for each of the five considered shutter times. The total
of the tests condition combinations are one hundred and
are repeated two times in order to verify the test repeat-
ability. Once the displacement amplitude is estimated in
the frequency domain by Fourier transform, the percentage
discrepancy is calculated as follows:

e ¼ AL � AC

AL � 100; ð1Þ

where AL is the displacement amplitude measured by the
doppler laser and AC is the estimated one by means of
the pattern-matching algorithm. The discrepancy estima-
tion is performed in the frequency domain on a integer
number of cycles of the signal in order to avoid the leakage
error and other advantages: the dynamic analysis usually
works with frequency component amplitudes, the har-
monic amplitude is a synthetic index, and the discrepancy



evaluation in correspondence of one harmonic component
may filter the negative effect of the noise spreads on the
others frequencies.

Fig. 7 shows the results of the discrepancies obtained
with a shutter time fixed at 4 ms. The distribution of the
data as a function of the harmonic frequency reveals that
there is not any evident trend of the discrepancy, with
the considered shutter time and motion parameters. The
discrepancy values are lower than 5% for almost all the
cases.

However, when the exposure time is longer, for exam-
ple 20 ms, the discrepancies show an increasing trend as
the frequency of the motion increase, as shown in Fig. 8.
This increasing trend is almost negligible with displace-
ment amplitude of 1.5 px, whereas it becomes more and
more relevant for the higher amplitudes.

The above results seem to point out that the discrep-
ancy increases as both the exposure time and the motion
amplitude increase. The question seems to be very simple
from a mechanical point of view, but the uncertainty quan-
tification of the detectable displacement is a central task
for the application of cameras as displacement transducers.
For this reason, the next sections will be focused on the
definition of non-dimensional indexes useful to predict
Fig. 7. Discrepancy vs. signal frequ

Fig. 8. Discrepancy vs. signal freque
the uncertainty level as a function of the motion and ac-
quired parameters.

3.4. E2PR

In the previous section, the results show that measure-
ment error depends on the exposure time and the fre-
quency of the object motion. Now it is proposed to
merge these two variables in one single index, which could
be named exposure to period ratio (E2PR), and it is defined
as:

E2PR ¼ texp

Td
; ð2Þ

where texp is the exposure time and Td is the period of the
target harmonic displacement. An E2PR value of 0.15 rep-
resents for example an exposure corresponding to 15% of
the target motion period. This index is defined on a dis-
placement law that should be almost mono-harmonic.

Fig. 9 shows the discrepancy values measured for all the
tests listed in Table 1 and plotted as a function of the E2PR
value. The data distribution identifies two separate situa-
tions. When E2PR is below the value 0.1, the discrepancies
do not show any evident trend and the data are uniformly
ency with shutter time 4 ms.

ncy with shutter time 20 ms.



distributed between the minimum value �0.5 px and the
maximum value 0.5 px. In this condition, the measurement
could be considered static and the discrepancy values are
only due to the uncertainty of the pattern matching tech-
nique. On the other hand, when the E2PR value is larger
than 0.1, the discrepancy distribution shows an increasing
trend with a slope that becomes larger as the target ampli-
tude increases.

Since the discrepancy e is defined by Eq. (1) as the
amplitude measured by the laser minus the amplitude
measured by the camera, the positive discrepancy values
shown in Fig. 9 mean the camera tends to underestimate
the motion amplitude and this becomes more evident
when the E2PR and the target vibration amplitude in-
crease. This statement can be explained looking at
Fig. 10, where the grey sinusoid represents the vertical dis-
placement of a target as function of time. If the exposure
time is non-negligible, when the target moves from point
A to point B along the grey line, the camera does not detect
the exact object position, but a sort of mean value of all the
Fig. 9. Discrepanc

Fig. 10. Amplitude estimation wh
positions occupied by the target during the transition from
A to B. Then, the amplitude is underestimated.

It must be noticed that the same conclusions were ob-
tained from the analysis of different ROI of the target im-
age, which means the camera performances do not
depend on the chosen pattern.

3.5. Dynamic SFR

The previous section shows how the exposure time is a
key parameter for the correct acquisition of moving tar-
gets. When the exposure time is set to a value that ensures
E2PR 6 0.1, the test is performed in an almost-static condi-
tion and the estimated amplitude is not affected by any
appreciable bias. In this section it is described a further
analysis on the detection of moving targets based on the
evaluation of the SFR curves in correspondence of each
frame of the moving object videos. The aim is to find an in-
dex to quantify the motion effect on the image quality (and
therefore on the accuracy of the detected target position)
y vs. E2PR.

en shutter value is too high.



Fig. 11. Data measured in tests conditions A: amplitude 0.5 mm, frequency 15 Hz, shutter 4 ms, camera in controlled aliasing.

Fig. 12. (a) Sample image of the ROI used for SFR estimation and (b) correspondent SFR functions in test condition A.
that does not require any a priori knowledge of the target
motion parameters, but only based on the analysis of the
acquired images.

The proposed index is based on this observation: when
the instantaneous velocity of the target grows, the motion
blurring effect, registered by the camera during the expo-
sure time, becomes more evident. The analysis with the
E2PR parameters shown that, as the motion effect in-
creases, the uncertainty of the measured motion becomes
more relevant. It is possible to infer that the motion effect
worsen the measurement accuracy, as it is reasonable to be
expected. Therefore, an index capable to express quantita-
tively the motion effect on the measurement uncertainty
would be very desirable. It is proposed here to use the var-
iability of the SFR values, evaluated for different frames ac-
quired during the motion of the target, as an index of the
motion effect perceived by the camera. This index will be
named dynamic SFR (SFR_r).
In the next sections, two sample test conditions will be
analyzed to describe the principle of the proposed proce-
dure to estimate the SFR_r index; whereas, in the second
part, the dynamic SFR analysis will be applied to all the
tests previously analyzed with the E2PR parameter and
summarized in Table 1.
3.5.1. Dynamic SFR computation
It was shown in Section 2 that the SFR function is af-

fected by the focusing of the image; moreover, the motion
effect was also shown to have a blurring-like effect that
leads to a spread of SFR functions associated to different
frames of the movie of a moving target (Fig. 13). The basic
idea of the SFR_r index proposed here is to quantify the
spread of the SFR function among the frames and use this
as an index of the motion effect on the acquired images
quality.



To implement the procedure the target should include a
nearly vertical edge (tilted of 5�, as recommended in ISO
12233) for the SFR_r estimation. Since SFR function was
designed to analyze the response of the optics to an ideal
edge input, it is assumed in SFR computation that the line
spread function (LSF) is a smooth bell-shaped function
(similar to a Gaussian function). Due to this assumption
in the SFR_r estimation procedure proposed in this work,
a slanted edge nearly parallel to the motion direction is
considered (region R2 in Fig. 14), because, if the region
R1 is used, the obtained LSF functions would not be smooth
and bell-shaped due to a too strong motion blurring effect,
not allowing to obtain a meaningful SFR estimation.

In order to explain the estimation technique for the pro-
posed SFR_r index, two sample tests – described below –
will be used. For each of the two tests, the analysis is ap-
plied to a portion of the video: the frames in correspon-
dence of one period of the displacement acquired by the
camera in aliasing condition. Among these frames, some
of them considered significant for the analysis are chosen
for this example: the maximum displacement, the mini-
mum, the zeroes and the transitions (mid points between
the limits and the zeroes). Fig. 11 shows the displacement
of the target measured by the laser (grey signal) and the
displacement detected by the camera (black signal) in
the case of a test with 0.5 mm amplitude and 15 Hz fre-
quency with a 16 Hz grabbing frequency and shutter value
4 ms. These test conditions will be referred to as ‘‘test con-
ditions A’’ in the following. Obviously, the two signals have
different frequencies because the acquisition is performed
in controlled aliasing condition. The arrows point to the
frames chosen for the analysis. The obtained SFR curves
(estimated analyzing the region of interest (ROI) high-
lighted in Fig. 12a) are shown in Fig. 12b), one for each of
the selected frames and it can be seen that they are well
superimposed. Even the SFR-50 and SE values are almost
the same for all the curves.

As can be seen in Fig. 12 the SFR curves do not show any
evident change among the frames. This evidence shows
Fig. 13. Data measured in test conditions B: amplitude 5 mm, freq
that the motion effect is almost negligible in this case.
On the contrary, if a different test condition is considered
(referred to as ‘‘test condition B’’, see Fig. 13), with target
displacement of 5 mm, motion frequency of 20 Hz and
shutter time of 15 ms, a larger spread of the SFR curves
for different frames is obtained (see Fig. 14). In this case,
the MTF curves are evidently scattered and the SRF_50 val-
ues show a significant variation among the curves.

The SFR curves behavior can be explained by a wrong
selection of the acquisition parameters, especially the
exposure time. Indeed, analyzing the frames selected in
Fig. 11 (test condition A), it is possible to see in Fig. 15 that
they are perfectly clear and no motion blurring is present,
but the frames selected in Fig. 13 (test condition B) are fuz-
zy, especially in correspondence of the points where the
target has the maximum velocity (frames ‘‘zero’’ and ‘‘tran-
sition’’ in Fig. 15). Since the SFR curves’ spreading is corre-
lated to the quality of the dynamic acquisition, the
standard deviation of these curves can be used to define
a new index, as shown in Section 3.5.2.

3.5.2. Dynamic SFR applied to full test movies
As explained in the previous section, the SFR curves dis-

persion can be related to the dynamic measurement per-
formance of an imaging device. This index is based on
the standard deviation of the SFR curves measured in cor-
respondence of each frame of a video, grabbing a moving
target, which is expressed by the following function:

SFR r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1
r2

i ðcycle=pixelÞ
r

; ð3Þ

where ri is standard deviation among the curves (each
curve corresponding to a frame) at a fixed value of cycle/
pixel and N is the total amount of spatial frequencies con-
sidered in the SFR (from 0 to 0.5 cycle/pixel).

Fig. 16 shows the SFR_r values as a function of E2PR.
The index is evaluated for each one of the tests of Table 1.
As it happens for the discrepancy, when E2PR is below 0.1,
the SFR_r takes values always in the same range and
uency 20 Hz, shutter 15 ms (camera in controlled aliasing).



Fig. 14. SFR functions obtained in the test condition B.

Fig. 15. Frames at positions zero, max, min, transition.
below 0.015. On the contrary, for E2PR values larger than
0.1, the SFR_r shows an increasing trend, with a slope that
strongly depends on the target vibration amplitude. How-
ever, in some cases, SFR_r takes values below 0.015 even if
the E2PR is upper to 0.1, especially when the target dis-
placement is very low (i.e. A 6 3.5 px).

It can be noticed that E2PR at 0.1 can be considered a
threshold to discriminate static conditions only if the dis-
placement amplitude is higher than 3.5 pixels. Fig. 17 in-
deed shows the percentage discrepancy (with respect to
the imposed displacement) as a function of E2PR for all
the data shown in Fig. 16 with a SFR_r value below
0.015, which means their acquisitions should be consid-
ered almost static, relying on the SFR_r parameter. When
the displacement is 63.5 pixel, there are indeed SFR_r val-
ues below 0.01, even in correspondence of tests where
E2PR is higher than 0.1 (squared box in Fig. 17). This means
that, even if the acquisition condition cannot be considered
almost static, SFR_r could have values below 0.015 when
the amplitude displacement is too low. In conclusion,
SFR_r is a good estimator of the almost static acquisition
conditions only when the displacement is >3.5 px, but it
has the advantage of being based only on the quality of
the image and no further information about the displace-
ment are needed, since it is not necessary to know the
grabbing frequency and the vibration frequency of the ob-
ject, which are needed to estimate the E2PR value.
3.5.3. Blur influence
The purpose of this section is to evaluate the blur effect

on the SFR_r performances. Figs. 18 and 19 show a com-
parison among SFR_r and discrepancy values obtained in
different focus condition (good focus, moderate blurring,



Fig. 16. SFR_r values as function of E2PR value.

Fig. 17. Percentage discrepancy as function of E2PR value only for the data with SFR_r around 0.01.
and strong blurring). As it was underlined in the Section 2,
larger SFR values correspond to better focused images.

The results of Fig. 18 show that the discrepancy has
similar trends for all the three defocusing levels. Defocus-
ing seems indeed to be helpful in static condition
(E2PR < 0.1), since the discrepancy takes lower values. This
behavior is similar to that observed by Cantatore et al. [13]
where the algorithm of edge detection shown improve-
ment in case of defocused target.

In Fig. 19 the SFR_r data show increasing values accord-
ing to E2PR ratio when the image has a good focus,
whereas the defocused tests present a lower increasing
trend. Indeed, the gradient is as lower as the defocus is
marked. This could be explained as the SFR_r depends on
the data variability but the image defocusing masks the
dynamic effect and then the variability too. In the end,
the SFR_r is significant when the tests are performed in
good focusing conditions.

3.6. Mean integral

It was underlined in the previous sections that larger
values of the SFR curve correspond to higher image quality
(see for example Fig. 2). Starting from this statement, an-
other index based on SFR curves is proposed in addition
to the SFR_r index: the mean integral index (MI). The
mean curve SFR is evaluated from all the SFR curves of
the video (one curve for each frame), and then the integral
underlying by the curve is estimated. The integral is calcu-
lated in the cycle/pixel range from 0 to 0.5, because for cy-
cle/pixel larger than 0.5 the value of the curve tends to zero
and only noise contribution is present.

The MI could reveal information about the whole qual-
ity of the test and if it is reliable or not. Fig. 20 shows the
value of the mean integral as a function of the E2PR value
obtained from the tests conditions summarized in Table 1.

The trend of the MI confirms that tests with exposure
time lower than 10% of the target motion period
(E2PR < 0.1) can be considered almost stationary. When
E2PR is lower than 0.1, the mean integral is stable around
the values 0.26 and 0.28, whereas for E2PR higher than 0.1
the mean integral increases linearly due to the dynamic
which affects the image quality. This effect is much clearer
when the displacement amplitude is high. However, the MI
strongly depends on the image contrast and consequently
it cannot be an absolute index. If an image of the fixed tar-
get is available, it is possible to estimate the MI in static
condition and use this value as a reference for MI values
during dynamic tests. If the MI in dynamic tests assumed
values higher than the 90% of one estimated in the static
case, the effect of the target dynamics on its displacement
measurement is limited, whereas the effect of dynamics



Fig. 18. Pixel discrepancy as function of E2PR for three blur levels.

Fig. 19. SFR_r as function of E2PR for three blur levels.

Fig. 20. MI values as function of E2PR.
becomes more and more important for the MI decrease un-
der 90%.

4. Conclusion

Imaging devices used as displacement and vibration
transducers are affected by measurement uncertainty as
every common sensor. The uncertainty sources are difficult
to quantify by a traditional calibration procedure, since
camera performances are strictly linked to several param-
eters; some of them can be set before the acquisition, as
diaphragm aperture and exposure time, but others depend
on the environment conditions, like image contrast, and
the target motion parameters.



In this work, a performance analysis of an imaging de-
vice applied to dynamic measurements is proposed. The
analysis aims to qualify the measurement uncertainty by
some indexes, proposed in this work and capable to esti-
mate the effect of the target motion on the measuring
results.

The E2PR index shows that the most important param-
eter for dynamic tests is the exposure time, because it im-
pacts on the level of motion effect in the images. If the
E2PR value is less than 0.1 the acquisition conditions can
be considered almost-static and no appreciable motion
blurring affects the acquired images.

The SFR_r index allows qualifying the measurement
uncertainty in the cases when no a priori information is
available about the acquisition conditions. The index is ob-
tained by the standard deviation of the SFR curves mea-
sured in correspondence of each clip frame. SFR_r index
is a good estimator of the almost static acquisition condi-
tions only when the displacement are >3.5 px.

In the end, the MI index is proposed. It identifies a
threshold value that confirms that the tests with exposure
time lower than 10% of the target motion period can be
considered almost stationary.
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