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INTRODUCTION

There is increasing recognition of the potential offered by 
experimental and computational models to address clini-
cal problems and investigate complex hemodynamics in 
congenital heart disease. Such models can provide out-
put data that can be difficult to acquire in vivo because 
the data can be challenging to measure (e.g., coronary 
blood flow) or restricted by patient conditions (e.g., im-
mediately post-operative). Compared to in vivo analyses, 
both experimental and computational modeling method-
ologies have the advantage of creating reproducible and 
controllable environments in which data can be system-
atically acquired and parametric studies performed (1-3). 
In vitro models are valuable for device fatigue testing (4), 
and as teaching and practice tools (5), allowing for device 
implantation and physical manipulations, naturally taking 
into account fluid-structure interaction phenomena. On the 
other hand, in silico models can provide full fields of local 
fluid dynamics quantities, such as wall shear stress (6, 7), 
and the boundary conditions and model parameters can 
be conveniently set as constant (8, 9). Importantly, once 
a computational model has been shown to behave accu-
rately, new cases (involving new patients or new devices) 
can be easily implemented without the time burden associ-
ated with dismantling and re-mounting an experimental rig, 
offering a great degree of flexibility. However, it is crucial to 
demonstrate the reliability of the computational model by 
means of a suitable validation study.
Validation is a process whereby results from the compu-
tational method are verified against those physically ob-
served (10-13); in vitro measurements can be a valuable 
source of validation data for this process. Once the model 
is thoroughly validated, the study can be taken forward  
in silico with confidence. Additionally, a synergy of the two 
approaches may not only overcome some of the respective 
limitations, but also provide complimentary understanding 
of the processes involved.
One physiologically challenging scenario to which this 
modeling paradigm can be beneficially applied is palliated 
hypoplastic left heart syndrome (HLHS). Newborns with 
HLHS follow a complex, staged surgical pathway (14), and 
may present additional complications such as aortic co-
arctation (15, 16). First-stage palliation of HLHS, that is, 
the Norwood procedure (17), and aortic coarctation have 
been studied both experimentally and computationally 
(18, 19), using either idealized (20, 21) or patient-specific 

models (1, 7, 8, 22), including multi-scale – also known as 
multi-domain (23) – studies (8, 22, 24). The Norwood pro-
cedure (or stage 1 surgery) is performed just a few days 
after birth, as HLHS can now be diagnosed in utero (25). It 
aims to provide a source of pulmonary blood flow follow-
ing the natural closure of the ductus arteriosus, while also 
improving systemic blood flow through the otherwise hy-
poplastic ascending aorta. The aorta is typically enlarged 
during surgery by means of a patch while pulmonary blood 
flow is sourced via a shunt. Three main shunt types can be 
used during stage 1, depending on the surgeon’s expertise 
and center preference: a) modified Blalock-Taussig from 
the innominate artery to the right pulmonary artery (26); b) 
conduit from the right ventricle to the pulmonary artery or 
Sano shunt (27); c) central shunt from the ascending aorta 
to the pulmonary artery (28).
The usefulness of a modeling approach in this context is 
multifaceted. For instance, different virtual procedures can 
be performed on a case-by-case basis to provide patient-
specific data regarding which approach would be the most 
beneficial, also highlighting potential hemodynamic dif-
ferences inherent to different surgical strategies (18, 29). 
Also, less invasive approaches can be simulated, as in the 
case of computational models of the hybrid Norwood pro-
cedure (20, 30). Focusing on coarctation, cases have been 
reported in which a non-invasive measurement alone is un-
able to diagnose the severity of the narrowing, due to sig-
nificant disagreement between a catheter gradient and a 
Doppler-derived gradient. For example, the former may be 
very mild or null while the latter reports >50 mmHg for the 
same patient (31). Additional hemodynamic insight in such 
cases could be precious and could be gained by using an 
appropriate engineering model.
However, a validated Norwood model is currently lacking. 
Hence, this study aims to construct a multi-scale model 
of Stage 1 circulation, including aortic coarctation, and to 
validate it against in vitro data.

MATERIALS AND METHODS

Patient selection

A patient with HLHS (3 months old, male) was selected. The 
patient was diagnosed with aortic and mitral atresia and the 
ascending aorta was hypoplastic. A Norwood procedure 
was performed. At 3 months following this operation, exam-



ination with magnetic resonance (MR) imaging (1.5 T Avanto 
scanner; Siemens AG, Erlangen, Germany) and catheteriza-
tion was performed. The patient had aortic coarctation with 
a coarctation index of 0.5; the index is defined as the ratio 
of the isthmus diameter and the diameter of the descending 
aorta (32). The local Research Ethics Committee approved 
the use of imaging data for research purposes. The parents 
gave informed consent for use of the data.

Anatomical model

A patient-specific anatomical model of the aortic arch 
was created from the available MR data (Fig. 1-1) using 
commercial software (Mimics®; Materialise NV, Leuven,  
Belgium) (24, 33). The whole heart sequence was used to 
reconstruct the patient’s anatomy. The images were ob-
tained in a sagittal orientation by using a magnetization-pre-
pared, three-dimensional (3D) balanced, steady-state, free 
precession sequence (slice thickness = 1 mm, TR = 258.9, 

TE = 1.8, flip angle = 90°, acquisition matrix = 256 x 152, 
voxel size = 0.5 x 0.5 x 0.5 mm, pixel bandwith = 590 Hz).  
Once a 3D volume was obtained and suitably modi-
fied for connection and measurements in a mock circuit  
(Fig. 1-2a), the model was rapid prototyped (Fig. 1-3a) us-
ing a robust transparent resin (Watershed® 11122; DSM 
Somos, Elgin, IL, USA) with an arbitrary uniform wall thick-
ness of 1.5 mm to guarantee the model’s robustness. The 
printer used for printing the model (Viper si2 SLA System 
3D Printer, 3D Systems Corp., Rock Hill, SC, USA) has a 
resolution of 16 µm, in accordance with PolyJet technol-
ogy (34). The accuracy of printing in relation to the resolu-
tion of the image-derived 3D models has been discussed 
in a separate publication (33).
The model has one inlet (ascending aorta), five outlets (three 
brachiocephalic vessels, descending aorta and modified 
Blalock-Taussig, mBT, shunt) and three ports (highlighted 
in yellow in Fig. 1-2a and 3a) on the aortic wall to allow for 
pressure measurements at the following locations: a) arch 
(Parch); b) just after the coarctation (PCoA); c) about 10 isthmus 
diameters downstream from the coarctation, accounting for 
pressure recovery (PDAo). The inlet of the model had an inter-
nal diameter of 9 mm, the isthmus diameter was 2.7 mm, 
and the diameter of the descending aorta was 5.7 mm. The 
pressure ports were sized for a 5 F catheter.

Experimental study

The phantom was inserted into a mock circulatory system 
(Fig. 2), described in detail in a separate publication (24). 
The system was filled with a solution of 33.5% glycerine 
in water by weight, accepted in the literature as a suitable 
blood analogue (24). Three lumped impedances (resistive R  
and compliant C elements) were used as downstream 
boundary conditions for the upper body (UB, merging 
the brachiocephalic outlets), lower body (LB, connected 
to the descending aorta) and pulmonary circulation (P, 
connected to the mBT shunt equivalent conduit). The C 
elements were Windkessel chambers of adjustable air  
volume, implementing C of 0.10, 0.57, and 0.54 ml mmHg-1,  
for UB, LB, and P, respectively. The R elements were me-
tered, needle-pinch valves. Two different valve closure 
settings were adopted to implement appropriate resis-
tances for the systemic and pulmonary vascular beds. 
Preliminary measurements at different steady flow rates 
clearly indicated a non-linear behavior (Fig. 3) that can be 
expressed as ΔPi ≈ αi Qi

2 + βi Qi, with i = UB, LB or P,  

Fig. 1 - Patient-specific aortic model: magnetic resonance imaging 
data, showing the coarctation of the aorta (1); 3D volume recon-
structed from the imaging data, with added arbitrary wall thick-
ness (2a), for rapid prototyping; rapid prototyped model for in vitro 
measurements (3a); same 3D model for computational simulations 
(2b) and mesh (3b) showing, in red, the cross-sections for pres-
sure calculations (corresponding to the pressure ports highlighted 
in yellow in 2a and 3a). The coarctation region is zoomed in 3b, to 
show the finer meshing.



ΔPi = pressure drop and Qi = flow across the component 
i. Coefficient values were: αUB = αLB = 32.7 mmHg min2 l-2,
αP = 2.46 mmHg min2 l-2, βUB = βLB = 4.17 mmHg min l-1  
and βP = 0.236 mmHg min l-1. The outlets were con-
nected to a reservoir open to the atmosphere, provid-
ing a constant pressure of 16 mmHg and feeding back 
to the ventricle. Hydrodynamic data were acquired dur-
ing pulsatile flow. Pressure was measured using a facto-
ry-precalibrated, fiber-optic sensor (Preclin 420; Samba 

Sensors, Västra Frölunda, Sweden) inserted via the three 
pressure ports on the 3D model. Flow was measured with 
ultrasonic flow probes (9PXL; Transonic, Ithaca, NY, USA) 
snugly fitted at each outlet. Data were recorded at 250 Hz  
(AcqKnowledge; Biopac Systems, Goleta, CA, USA). The 
settings (heart rate HR = 125 bpm, stroke volume = 16.3 
mL and diastolic time fraction = 50%) were representative 
for a Norwood patient (2).
Fluid temperature was monitored during the experiments 
(22.8 ± 0.2°C). Viscosity was not directly measured, and 
this uncertainty was accounted for in the computational 
study. The water-glycerine solution used in vitro was  
assumed as an incompressible Newtonian fluid with den-
sity (ρ) of 1060 kg m-3 and viscosity (μ) of 3.6 cP (24).

Computational study

The same geometry used for the rapid prototyping pro-
cess represented the 3D rigid-walled element of the  
in silico multi-scale system (Fig. 1-2b). The anatomical  
model included elements strictly related to the in vitro 
tests, such as the fanning outlets that were specifically 
designed for connecting the model into the mock cir-
cuit in order to ensure the goodness of the match. The 
only difference was the absence of the pressure ports. 
Pressure was instead monitored at three cross-sections  
(Fig. 1-3b in red), corresponding to the same locations as 
the pressure ports. The 3D model was meshed with an un-
structured grid (Fig. 1-3b) of around 380  000 tetrahedral  
elements with a global maximum edge size of 0.001 m, 
in particular not exceeding 2e-4 m at the coarctation site, 
and 4e-4 m at the shunt anastomosis (Gambit 2.3.16- Flu-
ent, ANSYS, Canonsburg, PA, USA). This mesh was cho-
sen after carrying out a sensitivity analysis: the grid was  
progressively adapted according to pressure and velocity 
gradients (based on preliminary simulation results), approxi-
mately doubling the number of elements and ensuring that 
the pressure drops across the model did not change more 
than 2%. This procedure enabled the final number of ele-
ments to be limited by using a refined grid only in proxim-
ity of the most critical hemodynamic regions, i.e. the aortic 
coarctation (Fig. 1-3b, zoom) and the shunt anastomosis.
The lumped parameter network (LPN) attached to the 3D 
geometry, including non-linear R and constant C elements, 
was set according to the in vitro model, with a downstream 
pressure of 16 mmHg. On top of these impedances, a non-
linear resistance was added upstream of the UB compliance, 

Fig. 3 - Pressure drop - flow curves (ΔP ≈ αQ2 + βQ) characterizing 
the needle-pinch valves that implement resistances in the mock 
circuit. The curve with open circles (α = 32.7 mmHg min2 l-2, β = 4.17  
mmHg min l-1) represents RUB and RLB; the curve with full circles  
(α = 2.46 mmHg min2 l-2, β = 0.236 mmHg min l-1) represents RP.

Fig. 2 - 3D aortic model inserted in the mock circulatory system. 
Each lumped outlet (UB = upper body, LB = lower body, P = pulmo-
nary) is represented by a compliance (C) and a resistance (R) con-
nected to a reservoir (Res) providing constant head pressure and 
feeding back to the Berlin Heart. A proximal compliance chamber 
(Cprox) simulates aortic arch compliance. In the red box: detail of 
the arrangement of non-linear R describing the physical connection 
between UB outlets by means of a manifold.



to account for a manifold merging the brachiocephalic out-
lets in the in vitro setting. Based on the manifold geometry 
and on the hydraulics formula (35) for multiple perpendicu-
lar connections, the pressure drops across the manifold  
(ΔPm = km QUB

2) were estimated using a constant parameter 
km = 30 mmHg min2 l-2. The parameter was split in three non-
linear resistances, equal to 90 mmHg min2 l-2, attached to 
the UB outlets and merged upstream CUB (Fig. 2, red box). In 
other words, a parallel of the UB branches equivalent to km 
was hypothesized, considering (Parch – PUB) as representative 
of manifold dissipations.
The inflow boundary condition was assigned as the Fou-
rier series of the velocity waveform derived from the sum 
of the three outflows (QUB, QLB and QP) measured in vitro  
(Fig. 5, left) since measurement of a Q signal at the inlet of 
the experimental aortic model was not feasible.

Flow regime and multi-scale simulations

Starting from the multi-scale model described above, a 
number of pulsatile simulations were carried out using 
commercial software (Fluent 12.1.4; ANSYS, Canonsburg, 
PA, USA). A multi-scale coupling approach (36) was adopt-
ed imposing time-varying uniform pressures, calculated by 
the LPN, at each outlet of the 3D domain. Time-varying 
flow rates averaged over the boundary sections were the 
forcing terms of the LPN. The LPN description resulted in 
a non-linear algebraic-differential equations system with 
a variable number of equations, according to the simula-
tion features. The implicit Euler method was used as the 
time integration technique for solving Navier-Stokes equa-
tions in the 3D domain, while the explicit Euler method was 
used for solving the LPN system. The time step was fixed 
at 5·10-5 s and four consecutive cycles were considered  
sufficient to reach a stable solution. The average time to 
complete one cardiac cycle was ~ 20 h, using an Intel® 
Core™ i7 (3 GHz) personal computer.
A complex hemodynamic arrangement like the Norwood 
circulation with coarctation may develop turbulence, and 
some phenomena occurring in vitro may not be captured 
depending on the in silico flow regime assumption. Ac-
cording to the peak flow rates (Qpk) measured in vitro (i.e. 
Qpk through the coarctation = 0.85 L min-1 and Qpk through 
the shunt = 1.17 L min-1), the vessel sizes D (coarctation di-
ameter = 2.7 mm and shunt diameter = 2.6 mm), and HR =  
125 bpm, peak Reynolds number (Re = 4*ρ*Qpk*(π*D*μ)-1) 
and Womersley number (Wo = D*(ρ*π*HR*(2*μ)-1)0.5) were 1 

967 and 2.6 in the coarctation, and 2 812 and 2.5 in the 
proximal shunt, respectively.
The stand-alone 3D model was first used for a set of simu-
lations (A1-A4) to define the best flow regime description, 
which was then verified in a multi-scale arrangement (A5).
• �Simulation A1: laminar flow;
• �Simulation A2: k-ε turbulence model, as suggested by

Qian et al (7); turbulent kinetic energy = 1 m2/s2, turbulent
dissipation rate = 1 m2/s3;

• �Simulation A3: k-ω SST turbulence model as suggested
by Varghese et al (37); turbulent kinetic energy = 1 m2/s2,
specific dissipation rate = 1 s-1;

• �Simulation A4: LES turbulence model using a finer mesh
(650 000 elements), as suggested by Varghese et al (37),
and the “No perturbations” fluctuating velocity algorithm

In simulations A1-A4 the experimental flow tracings were 
imposed at the UB and P model outlets, while a reference 
pressure was set at the LB outlet. The best flow regime 
model was assessed by comparing all the pressure drops 
obtained across the coarctation (Parch - PDAo) with the mea-
sured data. Having opted for the most appropriate flow 
regime, the multi-scale simulation (A5) was performed for 
comparison with in vitro data.
The effect of possible changes of fluid properties was also 
investigated. The viscosity of aqueous-glycerine solutions 
is highly sensitive to temperature variations and glycerine 
content (38), and a rigorous control of viscosity during dif-
ferent in vitro test sessions cannot be guaranteed. Hence, 
an additional multi-scale simulation (B5) was performed 
imposing lower fluid viscosity (=2.7 cP).

Fig. 4 - Pressure drop (Parch-PDAo) across the coarctation resulting 
from simulations A1 (black), A2 (dashed black), A3 (red), and A4 
(blue), compared with the in vitro measured signal (orange).



RESULTS

Figure 4 reports the comparison of the A1-A4 results with 
the experimental data in terms of pressure drop across the 
coarctation (Parch - PDAo). Results indicated that all the nu-
merical models underestimated the actual pressure drop, 
particularly at peak systole. Overall, flow regime models 
produced very similar findings (mean error of ~12%), ex-
cept for the k-ε model, which was less accurate (18% 
mean error). More specifically, the LES approach yielded 
a slightly more accurate agreement than traditional tur-
bulence models (11% mean error), but at the expense of 
a greater computational cost (37), approximately 6 times 
longer. Since k-ω and laminar flow regime models were 
comparable both in terms of results and computational 
expense, it was ultimately decided to test both of them 
in a multi-scale fashion by repeating simulation A5 twice 
(indicated as simulations A5a and A5b for laminar and k-ω 
models, respectively).
Overall, predicted flows resulting from both simulations 
A5a and A5b presented satisfactory agreement with the 
experimental data (Fig. 5). In vitro flow signals were all well 
reproduced, both qualitatively in terms of time tracings  
as well as quantitatively in terms of their mean values. 
Flow distribution as % inlet flow was in good agreement 

(Tab. I). Q
LB was in excellent agreement (28.0% in silico 

vs. 28.4% in vitro, 1.4% difference), albeit qualitatively 
the computed tracing presented slightly more accentu-
ated pulsatility. However, QP was somewhat underesti-
mated in silico (33.0% vs. 37.6%) to the advantage of the 
UB outlet. Mean pressure was also in satisfactory agree-
ment at all three measurement locations (Tab. I), with a 
maximum difference of 4% in the aotic arch (65.1 vs. 62.3 
mmHg) and a difference as low as 1% at the coracta-
tion port (27.8 vs. 28.9 mmHg). Qualitatively, the oscil-
lations in the aortic arch and the lack of pulsatility in the 
descending aorta were both captured, although pressure 
pulse in the aortic arch was accentuated in silico (still with 

Fig. 5 - Comparison of multi-scale simulation results (A5a and A5b) with in vitro data, showing flow tracings at the three outlets (on the left) 
and pressure signals measured at three locations along the aorta (on the right).

TABLE I - �COMPARISON BETWEEN MULTI-SCALE SIMU-
LATION (A5a) AND IN VITRO RESULTS 

Model Flows (% Qin) Pressures (mmHg)

QUB QLB QP Parch PCoA PDAo

In silico 39.0 28.0 33.0 62.3 28.9 32.3

In vitro 34.0 28.4 37.6 65.1 27.8 31.6

Values of flow distribution (as % inlet flow qin) at the upper body (ub), lower 
body (lb), and pulmonary (p) outlets, and values of mean aortic pressure at 
the three measurement sites (arch, coarctation, coa, and descending aorta, 
dao).



Fig. 6 - Comparison of multi-scale 
simulations with higher (3.6 cP) and 
lower (2.7 cP) viscosity (A5a and B5, 
respectively), showing the nearly neg-
ligible effect of such change on both 
pressure (top) and velocity (bottom) 
maps.

close agreement of the mean values). The A5a and A5b 
simulations confirmed good performance of both flow re-
gimes in reproducing experimental data, with comparable 
computational costs. Since a laminar flow model requires 
fewer assumptions about numerical parameters than a 
turbulence model (because in a k-ω model two additional 
differential equations need to be solved besides the Navi-
er-Stokes equations), simulation B5 was performed using 
a laminar flow regime.
Figure 6 shows pressure and velocity maps obtained with 
simulation B5 compared with the A5a results, highlighting 
the fact that a substantial variation in fluid viscosity does 
not affect the hemodynamics in this specific scenario. 
Pressure and flow tracings for this comparison are shown 
in Figure 7.

DISCUSSION

This study presents a multi-domain model of the circulation 
following Stage 1 palliation of HLHS. The same anatomi-
cal model, reconstructed from MR data, was used as the 
3D element for both in vitro and in silico simulations. The 
comparison of the two models allowed validation of the  
in silico approach and definition of the appropriate flow re-
gime assumption for additional computer simulations.
In order for the multi-domain model to achieve good per-
formance values, it had to include not only the 3D model 
and LPN used in vitro, but also a resistive component ac-
counting for additional pressure drops produced by the UB 
manifold. Based on the A1-A4 results, both the laminar and 
turbulent k-ω flow assumptions were applied to the same 



multi-scale model (simulations A5a and A5b), set accord-
ing to experimental data. An overall satisfactory agreement 
was achieved with respect to the in vitro model in terms of 
the time tracings and the mean values from both the A5a 
and A5b simulations. This suggests that, although the shunt 
and the coarctation were characterized by transition to tur-
bulence, this fluid dynamic condition did not influence the 
flow regime in the other regions of the 3D model. Therefore, 
simulation B5, investigating the effect of varying viscosity, 
was performed using a laminar assumption. A possible so-
lution to avoid the choice of flow regime is the use of di-
rect numerical simulations, so that no assumptions must 
be made about the nature of the flow (37). However, this 
would require the use of finer meshes compared to those 
used with turbulence models in order to achieve an accurate 
solution of the fluid dynamic problem, thus increasing the 
computational cost. Further improvement may be achieved 
by refining the mesh’s region adjacent to the wall, according 
to the y+ value required by the turbulence model.
The computational multi-scale approach was also ap-
plied to evaluate the effect of modifications in fluid vis-
cosity (simulation B5) in order to account for possible 
uncertainties related to temperature variations during the 
experiments. The results suggested that even large (25%) 

variations in viscosity do not significantly influence the  
hemodynamics of the multi-scale model. Therefore, the 
difficulty of rigorously controlling the viscosity of the aque-
ous glycerine solution during different in vitro tests would 
not play a major role in the accuracy of the data. This may 
be explained by the fact that the main factors responsible 
for energy dissipation in the investigated anatomy are the 
aortic coarctation and the shunt. Moreover, needle-pinch 
valves – additional terms of localized energy dissipations 
that are thus not very sensitive to viscous effects – were 
used as the physical components mimicking peripheral 
vascular R. From a methodological perspective, in vitro 
alternatives that would better replicate the fact that micro-
vasculature resistance is independent of the flow rate are 
offered by porous media (39) or bundles of small diameter 
tubes (1). Using these components, fluid viscosity would 
play a more important role in determining energy losses, 
however, this kind of lumped resistance is often cumber-
some to construct and more difficult to regulate.
Despite the overall agreement, a few incongruities be-
tween experimental and computational results remained. 
These are likely due to the fact that the model disregards 
the physical presence of mock circuit components such 
as pipes, which may induce inertial effects to the fluid  

Fig. 7 - Comparison of multi-scale simulations with higher (3.6 cP) and lower (2.7 cP) viscosity (A5a and B5, respectively) with in vitro data, 
showing flow tracings at the three outlets (on the left) and pressure signals measured at three locations along the aorta (on the right).



motion, and pipe junctions other than the UB manifold, 
which potentially cause further non-negligible, non-linear 
energy dissipation. It is also important to assess the clini-
cal relevance of such incongruities. For instance, while 
QLB was very accurately reproduced computationally, the 
distribution between QP and QUB was somewhat unbal-
anced, with QP being underestimated in silico (33% of inlet 
flow vs. 37.6% in vitro) to the advantage of QUB. Looking 
at the clinically relevant ratio between QP and systemic Q 
(QS = QUB + QLB), these two scenarios result in QP:QS = 0.5  
in vitro and QP:QS = 0.6 in silico. The computational model 
is thus capturing the same physiological condition (“the 
same patient”) since this difference in QP:QS is not particu-
larly meaningful clinically. This value of QP:QS, although still 
within a physiological range reported in the literature (40), 
is admittedly quite low. This is due to the setting of the  
in vitro model, as discussed elsewhere (24), which repre-
sented the real world data that the computational model 
should have captured, if validated.
The good agreement between experimental and multi-
scale computational results allows additional information 
to be gathered on the local fluid dynamics (pressure maps, 
velocity maps, wall shear stress maps), which is outputted 
by the in silico model. An example of local fluid dynamics 
data can be appreciated in Figure 6.

Limitations

This model, including both the experimental phantom and 
its computational counterpart, does not take into account 
the distensible nature of blood vessels. This is a limita-
tion of the study. Implementing compliance by means 
of Windkessel chambers allows for simulating lumped 
compliance, but using an altogether compliant phan-
tom would be more realistic from a clinical point of view. 
Compliant models can be manufactured, and materials 
that are compatible with PolyJet technology and imple-
ment suitable distensibility are being investigated (41). If a 
compliant model was tested in vitro, then a fluid structure 
interaction (FSI) approach would be mandatorily used for 
the computational simulations.
The model accounts for a patient-specific anatomy of 
post-Stage 1 palliation single ventricle physiology, includ-
ing aortic coarctation. However, the model is not set to pa-
tient-specific values, as the clinical data were not sufficient 
to calculate systemic and pulmonary vascular resistances 
and hence to set the model at a patient-specific level.  

The in vitro model is, nevertheless, representative of a  
Norwood physiology, with systolic, diastolic, and mean 
pressure as well as flow distribution comparable to in vivo 
data from the literature (2, 24, 40, 42). This does not im-
pinge on the validation process, whereby the computa-
tional model replicates the experimental data.
One limitation of the computational model is that although 
it did reproduce trends and mean variations in pressure 
and flow overall, it did not accurately capture peak systolic 
pressure. This limitation should be improved in the future, 
as this value is clinically relevant for the assessment of aor-
tic coarctation.

CONCLUSIONS

This study highlights the importance of using experimen-
tal data when choosing the appropriate mesh and flow re-
gime assumptions to preliminarily set up a computational 
model. A multi-scale model of the circulation following 
Stage 1 palliation of HLHS, including aortic coarctation, 
was constructed both in vitro and in silico, showing sat-
isfactory agreement between the results – provided that 
the non-linear fluid dynamic phenomena occurring in vitro 
are properly described. This good agreement proved that 
the computational model is reliable. The multi-domain ap-
proach was then useful to investigate the hemodynamics 
in a complex anatomy with several outlets and sources of 
localized energy dissipations (coarctation and shunt). This 
approach may next be used to explore the effects of vary-
ing coarctation and/or shunt diameter as well as different 
options for treating coarctation, such as resection, stent-
ing, and ballooning.
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