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1. Introduction

Over the recent years, optical full field measurement methods
have been widely used in experimental mechanics. The main
techniques are photoelasticity, moiré, holographic and speckle
interferometry, grid method and digital image correlation (DIC)
[1–6]. Digital image correlation [7,8] is a powerful technique,
which has been mostly used in static applications. A group of
articles have focused on quantification of performances of this
method [9–36]. They perform the uncertainty assessment by
analyzing either the deformed images acquired experimentally
or the synthetic images obtained numerically. These studies are
conducted in static conditions.

More recently, in some researches, DIC has been implemented
also in dynamic applications such as mode shape recognition and
vibration analysis [40–47]. Although some of these studies have
performed an uncertainty analysis of the measurement in that
particular application [37–47], there seems to be an absolute need
of further investigations of DIC performances, to analyze the
measuring uncertainty in generic dynamic conditions. The perfor-
mances of DIC technique, depends on a set of static and dynamic

parameters; the former include: image resolution and blurring,
lighting conditions and processing parameters. As for the
dynamics, the motion parameters (mainly the instantaneous
velocity) and the shutter time are usually considered relevant in
image-base measurement uncertainty assessment [9,10].

In dynamics, dealing with a moving target, causes a motion
effect (i.e. blurring) on the acquired images. This motion effect
would not exist, if the acquisition was instantaneous but in reality
it is not a valid assumption to be made. The so called exposure
time or the effective duration that a camera0s shutter is open, is
usually not negligible in respect to the velocity of the target. This
means that the target slightly displaces during the exposure time
which makes a single dot on the target to appear as a stripe on the
acquired image. This factor is an important source of uncertainty
that needs to be quantified. Therefore, the present study aims to
perform a systematic uncertainty assessment of DIC method in
general dynamic applications. The study focuses on 2D DIC. In the
case of 3D DIC similar problems will arise and therefore, a
complete understanding of two dimensional conditions will be
of great help to further studies which deal with 3D conditions.

To analyze the effect of dynamics on the DIC uncertainty a
numerical and experimental approach is proposed in this work.
The use of a numerical technique, capable to simulate the effect of
the motion on acquired images, allows us to keep all the other
uncertainty sources under control and to explore the effect of
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dynamics. With this model and a given image of the target, it is
possible to simulate the dynamic test and create a set of images
that simulate the ones that would be obtained from a real test,
with a known imposed vibration law. Analyzing the simulated
image set by means of a digital image algorithm and comparing
the obtained results with the known imposed motion law, the
motion induced uncertainty can be easily quantified.

Moreover, set of experimental tests were conducted aiming
first to validate the results obtained from the introduced numer-
ical simulation procedure and second to perform an experimental
uncertainty assessment. Results of this part show good agreement
between the experiments and the simulations, proving the intro-
duced technique to be an effective method for motion induced
uncertainty estimation.

2. State of the art

Studying the uncertainty of DIC in static applications started
early on and remarkable advances have been made in this area
especially in the recent years. Schreier et al. analyzed the
systematic error that arises from the use of under matched shape
function, i.e. shape functions of lower order than the actual
displacement field. They showed that, under certain conditions,
the shape functions used can be approximated by a Savitzky–
Golay low-pass filter applied to the displacement functions,
permitting a convenient error analysis. They also claimed that,
this analysis is not limited to the displacements, but also extends
to strain0s systematic errors associated with an under matched
shape function [11].

The sensitivity of displacement evaluation to the image acqui-
sition noise (e.g. digitization, read-out noise, black current noise,
photon noise [12]) were analyzed for the first time in Refs. [13,14].
Their analysis was based on corrupting reference image by
different levels of zero mean Gaussian noise and without super-
imposing any displacement field on the image. They demonstrated
that the standard deviation of the displacement error is propor-
tional to the standard deviation of the image noise, and inversely
proportional to the average of the squared grey level gradients and
to the subset size. These results were also approved later on Refs.
[15,16,17]. Wang et al. proposed a method to estimate the DIC
error caused by intensity pattern noise [15] and reached to the
same conclusion as in Refs. [13,14]. Later, Wang et al. quantified
the expectation (bias) and variance in image motions in the
presence of uncorrelated Gaussian intensity noise for each pixel
location as a function of: interpolation method, sub-pixel motion,
intensity noise, contrast, level of uniaxial normal strain and subset
size. Their theoretical results in both cases of 1D and 2D showed
that the expectations for the local parameters are biased and a
function of: the interpolation difference between the translated
and reference images, the magnitude of white noise, the decimal
part of the motion and the intensity pattern gradients. They
demonstrated that adding noise increases the systematic error
amplitude [16,17].

Several studies performed an experimental uncertainty assess-
ment and highlighted the influence of hardware, acquisition
system, experimental condition and set up on DIC accuracy and
precision. Um et al. experimentally obtained the correlation error
distributions around the hole in a paper tensile specimen at three
different load levels [18]. In the same year, Siebert et al. investi-
gated the impact of facet (sub-image) size and camera noise on
correlation error. They demonstrated that decreasing camera noise
or increasing the facet size will reduce the correlation error [19].
In the same year, Tiwari et al. obtained the effect of image
distortions type on variability and accuracy of ultra high speed
and moderate speed image acquisition. They demonstrated that

image correlation measurements using high speed imaging sys-
tems are unbiased and consistent with independent deformation
measurements over the same length scale, with point-to-point
strain variations that are similar to results obtained from transla-
tion experiments [20]. A year later, Haddadi et al. proposed
numerical and experimental tests, based on rigid-body motion in
order to quickly assess the errors related to lighting, the optical
lens (distortion), the CCD sensor, the out-of-plane displacement,
the speckle pattern, the grid pitch, the size of the subset and the
correlation algorithm [21]. More recently, Lava et al. and Pan et al.
investigated the impact of lens distortion on the uncertainty of DIC
measurement [22,23].

Some efforts have been made to theoretically estimate the DIC
uncertainty. Reu et al. quantitatively calculated the errors which
will result from any given set of real images obtained in an
experiment and concluded that the bias errors can be minimized
by selecting higher ordered shape functions, increasing image
contrast, and selecting a subset with adequate information content
and suggested that the variance parameter can be minimized by
decreasing intensity noise in the images which can be accom-
plished either through better imaging equipment, improved illu-
mination, lower camera gain, or by averaging multiple images at
each step. They showed that increasing the subset size up to a
given threshold decreases the displacement bias error [24]. In the
same year, Pan et al. investigated the influence of the speckle
patterns on the accuracy and precision of displacement measure-
ment. They derived a concise theoretical model, which indicates
that the speckle pattern does not introduce systematic error but
introduce random error in the measured displacement. Their
Numerical experiments allowed them to conclude that the stan-
dard deviation error of measured displacement is closely related to
the speckle patterns [25]. In a more recent study, Crammond et al.
investigated the effect of speckle size and density on the uncer-
tainty of measurement [26].

Group of studies investigated DIC uncertainty by creating set of
synthetic images. In Refs. [27,28] the displacement error assess-
ment was studied by generating synthetic speckle images, assum-
ing a sinusoidal displacement field with various frequencies and
amplitudes. Their results showed the general trends, rather
independent of the implementations but strongly correlated with
the assumptions of the underlying algorithms. They discussed
various error regimes caused by parameters such as subset size,
gray level interpolation, encoding image parameters or shape
functions. In another interesting approach, Lava et al. investigated
the impact of the adopted correlation function, the interpolation
order, the shape function and the subset size on the systematic
error mean and standard deviation. They analyzed numerically
deformed images obtained by imposing finite element displace-
ment field on an un-deformed image and proved that applying
Gaussian smoothing, significantly decreases the systematic error
amplitude [29]. In a study on the impact of a non-perpendicular
camera alignment to a planar sheet metal specimen0s surface, Lava
et al. estimated errors by numerically rotating deformed images
[30]. Other works [31,32] focused on errors that can be directly
attributed to the derivation of the strain fields, such as the strain-
window size and the strain-window interpolation order using the
same technique. Wang et al. by performing numerical 2D DIC tests
on the deformation of numerically deformed images, taken from
the real tensile specimens, found that the DIC accuracy and
precision decrease under highly heterogeneous strain states. They
also studied impacts of subset sizes, step sizes and strain window
sizes for an optimum correlation [32]. More recently, some efforts
have been done to reduce the estimation error in incremental DIC
by means of adaptive subset offset [33].

There are some which studies which focus on the uncertainty
estimation in 3D such as Refs. [34,35,36], but since the present



work only deals with two dimensional analysis they will not be
discussed here.

2.1. Implementing DIC in dynamic applications

Although, the above mentioned works mostly concerned static
cases, the implementation of DIC did not remain limited to static
applications. Schmidt et al. implemented digital image correlation
technique in two dynamic applications. The first application aimed
to utilize short-duration white light pulses for studying the
automobile tires on road and the second one was an initial work
with a pulsed laser to study a flywheel in a spin pit [37,38]. Later
on, Kirugulige at al. investigated the dynamic crack growth
behavior of a polymeric beam that was subjected to impact
loading using developed DIC methodology [39]. Recently, DIC have
been applied also to the problem of modal analysis and vibration
measurement. In this group of studies, the results of DIC measure-
ment have been compared with the results obtained from accel-
erometers, scanning laser vibrometer or a finite element model
[40–47].

To the best of our knowledge, no researches have focused on
systematic uncertainty assessment of digital image correlation
method in dynamic conditions, which is the aim of this work.

2.2. Simulation of images with sub-pixel translation

Part of the current work focuses on simulation of images with
motion effect acquired in a real dynamic test. The motion simula-
tion technique which is introduced here is based on simulating
images with pure translation; therefore a brief discussion on
available sub-pixel shifting methods seems to be essential.

In order to create sub-pixel shifted images different techniques
were introduced in the literature. Reu introduced an experimental
method to create sub-pixel shifted images using a high-resolution
camera and the pure decimation scheme [48]. In another work he
suggested to use numerical binning rather than a pure decimation
scheme in order to avoid aliasing and to more accurately replicate
the way a digital camera works [49]. The proposed method was
based on oversampling of un-deformed image and generation of
reference and deformed image by pixel binning. Wattrisse et al.
[50] and Zhou et al. [51] have proposed to define the analytic
speckle function as a sum of individual Gaussian-shaped speckles
for the purpose of testing their own DIC codes. This kind of
synthetic images has also been exploited more recently [52–54].
For example, Pan et al. created a function where the speckle size
and distribution can be controlled; this function can then be
sampled to create a speckle image with any translation or strain
[52]. Orteu proposed a simulation scheme which seeks to capture
the experimental aspects of the detector, including noise and
photo-diode fill factor [55]. Lava et al. created a method of
overlaying a speckle pattern onto deformations calculated via FE
software, again, for the evaluation of 2D correlation methods [29].
Fourier shifting is also one of the numerical methods that is
claimed to be the optimum sub pixel shifting technique by Reu
[49]. This technique will be discussed in details in Section 3.1.

3. Methods

In order to analyze the uncertainty of DIC in dynamic condi-
tions, a set of reference images of a target are required; the current
section describes the numerical and experimental approaches
which were applied to obtain this image set. At first, image sub
pixel translation by means of discrete Fourier transform (DFT)
phase shift [49] is recalled because this operation is required in the
introduced method to simulate the motion effect. Next, the

experimental procedure and tests’ set up are explained and finally
the implemented method for simulation of acquired images in a
vibration testis revealed.

3.1. Sub pixel shift using DFT

Simulation of pure translation is the first step towards simulating
the motion effect as will be explained in Section 3.2. As it was
mentioned in Section 2, in order to create sub-pixel shifted images
different methods were introduced in the literature. Fourier shifting is
one of them that is shown to be the best sub pixel shifting technique
by Reu [49].This technique is based on convolving the image with a
shifted impulse function and is composed of three simple steps. The
image is first transformed in to the frequency domain via discrete
Fourier transform (DFT). Then, a linear phase shift (i.e. with a phase
shift linearly proportional to the spatial frequency) is applied in the
complex plane. The amount of added phase determines the amount of
the spatial shift. Finally the image is transformed back to the spatial
domain via an inverse Fourier transform. The transforms are done via
1DDFT of one row or one column at a time [49].

It is important to emphasize on the fact that the convolution of
the image with a shifted impulse function in the spatial domain
would allow only the simulation of integer pixel displacements
and thus this shifting technique has been implemented in the
frequency domain by Reu [49].

The reference images used in this work, were composed of an
unfiltered and a filtered 2000�2000 pixel speckle pattern
designed to obtain the best possible performances in terms of
DIC uncertainty; relying on literature information (see additional
Refs. [51], [56] and [57]).While there are no universal mathema-
tical formulations to define effective speckle patterns, numerous
studies have highlighted important characteristics. It is known
that an average speckle diameter of a few pixels (e.g. 2–5 pixel
[51], 3 pixel [56], 5–7 pixel [57]) is needed to minimize aliasing
effects in the correlation analysis while ensuring a good spatial
resolution. In the current study in particular a mean speckle
diameter of 4.5 pixel and an average on-center spacing of 6 pixel
were selected. Moreover a high contrast image was produced, in
order to reduce as much as possible the expected uncertainty (see
Ref. [17]).

To generate the mentioned reference image, a 20,000�20,000
image was first created, with 45 pixel diameter circular dots
arranged in a regular grid with on-center spacing of 60 pixel.
Then, each of the two-dimensional orthogonal coordinates of the
centroid of each speckle is perturbed by adding an integer
displacement, thus avoiding image resampling. The integer value
is randomly extracted from a uniform distribution in the
725 pixel range to create a random pattern and to limit speckle
superposition. Finally, the 2000�2000 pixel reference image was
produced by low-pass anti-aliasing filtering and down sampling
by ten times the original high-resolution speckle pattern. Due to
this generation technique the frequency content of the non-
filtered reference image is limited by the anti-aliasing filter
applied prior to down-sampling.

Working on an unfiltered and a filtered reference image allows
analyzing the DIC behavior on both very well-focused images (i.e.
the basically theoretical images) and on slightly blurred ones (i.e.
images with a blurring level that can simulate real acquisition
conditions). Fig. 1 shows the reference images. The filtered image
is obtained after filtering the unfiltered one by a low pass Gaussian
filter with standard deviation of 0.75 pixel.

In order to check the performance of the DFT sub pixel shifting
method, the procedure explained above is performed on the
reference images shown in Fig. 1, numerically simulating a rigid
motion of the target from 0 to 1 pixel with a 0.1 pixel step. Fig. 2
represents the result of digital image correlation analysis



performed on the generated images. In the current study Vic-2D
software is used in order to perform the DIC analysis. The subset
size and step were set equal to 21 and 7 pixel, respectively [7,8]
(note that step of 7 pixel corresponds to an overlap of neighbor
subsets equal to 14 pixel).

In Fig. 2, the Bias error i.e. the difference between the displace-
ment estimated by DIC and the corresponding imposed shift value is
shown versus the imposed rigid displacement. The periodic beha-
vior of mean and standard deviation in the case of unfiltered image
(Fig. 1(a)) is previously noticed and recognized in the literature
[11,49,58] as it is a consequence of the 1 pixel periodicity of the
properties of the image discretization process (assuming pixels on
the sensor behave similarly) [58,59,60]. The amplitude of this
systematic effect depends on image blurring, noise and the shift
creating method itself. In this study, the chosen method for shifting
is the one that, according to Reu [49] produces the minimum sub-
pixel error, however image blurring and noise are still present.
According to Fig. 2, applying the current method for generating

shifted images introduces an uncertainty less than 0.001 pixel. The
shifting technique can therefore be used to develop the method to
simulation the motion effect as described in Section 3.2.

It should be noted that the non-filter reference image represent
a very particular case, which can be assumed as an almost ideal
image, while the filtered one can be assumed as representative of a
real acquired image, even if it is not affected by noise other than
the discretization one. Due to this reason in the following of the
paper the filtered reference image are used; only in Section 4.1
both the non-filtered and filtered images are considered for a
comparison. The effect of the noise on numerical results is
analyzed in the paper by adding Gaussian noise to the images, as
described in Sections 4.2 and 4.3.

The kind of speckle images used in this analysis differ from the
speckle pattern obtained with paint spray because the pattern was
optimized to reduce the uncertainty according to the literature
recommendations. In the case of spray-generated pattern the
results of this analysis should be verified.

Fig. 2. Evaluation of DFT sub pixel shifting method, Bias Error or simply u–u_ref (up) and standard deviation of estimated shift (down).

Fig. 1. Part of the reference image before filtering (left) and after filtering with a low pass Gaussian filter with standard deviation of 0.75 pixel (right).



3.2. Generation of images with motion effect

As it was already discussed in Section 3.1, convolving the image
with impulse function is a recognized method to simulate the sub
pixel shifting, considering that the position of the impulse peek
determines the value of imposed shift. In the case of dynamic
conditions, the motion of the target during the exposure time is
often not negligible. This phenomenon causes a motion effect (i.e.
blurring) on the acquired images. In this paper we propose to
apply an innovative technique, capable to recreate on a given
speckle pattern, both the displacement and the blurring effect due
to the motion of the measurement surface. The generated images
will be used to test the performances of DIC in dynamic conditions.

Fig. 3 explains the approach using a simple example. A target is
translating along the x axis and a frame is grabbed when the
displacement is equal to 1 pixel. Under assumption of instanta-
neous acquisition, the acquired image would be just the same as
the reference image but with a 1 pixel shift to the right and it can
be simulated by convolving the reference image with the impulse
function in Fig. 3(a). In this figure the impulse function is
represented by G(x). Considering now the scene recorded by
means of a real camera, a given time is required for the camera
to grab the frame. In this example, the target displaces half of a
pixel during this exposure time. In order to simulate the acquired
image in this case we suppose to generate several instantaneously
acquired images during the exposure time and average them
(Fig. 3(b)). If we increase the number of intermediate images up
to infinity, we would get a square pulse with a width equal to the
target0s displacement during the exposure time also called simply
as the stripe length (Fig. 3(c)). Based on this explanation, we
propose to apply a motion effect simulation technique, which
involves convolution of image with square pulse.

For explaining the motion effect simulation technique a brief
review over the characteristics of square pulse and its Fourier
transforms seems to be essential.

3.2.1. Motion effect simulation using square pulse
In scientific literature different methods are available to simu-

late the motion effect in digital images [61]; in this work a method
based on the convolution of the original image with a rectangular
pulse is implemented, applied and qualified to study the uncer-
tainty of DIC in dynamic applications.

The square (rectangular) pulse g(t), symmetric with respect to
the time t ¼ 0; can be defined as

gðtÞ ¼ rectðt=wÞ ¼
1 if jtjow=2
0 if jtj4w=2

(
ð1Þ

Index ‘w’ is the parameter which indicates the width of the
rectangle (i.e. the length of the stripe generated on the image).

The continuous Fourier transform of this function can be
written as below [62]

Gðf Þ ¼
Z 1

�1
rectðt=wÞe� j2πf tdt ¼w

sin ðwπf Þ
wπf

¼w sin cðwf Þ ð2Þ

In the case of dealing with a shifted square pulse (not centered)
the Fourier transform is calculated as below

FT ½gðt�aÞ� ¼ FT ½gðtÞ� � expð�2iπf aÞ ð3Þ

where ‘a’ represents the time shift of the square pulse.
According to Eq. (2), the continuous Fourier transform of a

square pulse is a sinc function. It is important to point out that,
discrete Fourier transform of this pulse is not a sinc function and
can be obtained starting from the discrete definition of the square
pulse in time domain x½n�

x½n� ¼ 1 0onrN

0 otherwise

�
ð4Þ

Fig. 3. Simulation of motion effect. Generation of a shifted image using a shifted impulse function (a), generation of several intermediate images using the corresponding
shifted impulse function (b), simulation of motion effect using a square pulse (c).



DFT of the discrete square pulse x n½ � in [62]:

xðejωÞ ¼ ∑
1

�1
x½n�e� jnω ¼ ∑

N�1

n ¼ 0
x½n�e� jnω

¼ 1�ðe�NjωÞ
1�ejω

¼ e� jωðN� 1Þ
2 � sin ðωN=2Þ

sin ðω=2Þ ð5Þ

Fig. 4, represents a square pulse signal with unitary width
(w¼1) and the corresponding discrete and continuous Fourier
transform. Discrete and continuous Fourier transform of the

square pulse will be used in the next subsections to simulate the
motion effect.

3.2.2. Numerical method for motion effect simulation using DFT
According to the convolution theorem, the convolution in space

domain is equivalent to multiplication in spatial frequency
domain. The introduced technique to simulate the motion effect
in horizontal direction is to calculate the DFT of each row of the
image and multiply it by DFT of square pulse and finally calculate
the inverse DFT of the product. Analogous procedure can be done

Fig. 4. A square pulse with w¼1 (a) and corresponding continues and discrete Fourier transforms (b).



operating with image columns to simulate a vertical motion effect.
We call this procedure, numerical method of motion effect
simulation. It should be mentioned that if we convolve the image
with shifted square pulse in space domain we will get a shifted
image with motion effect.

3.2.3. Analytical method for motion effect simulation using DFT
The limitation for using the numerical method is that the

square pulse length value can only accept the integer values but
there is a need to simulate the motion with sub-pixel accuracy.
Therefore the analytical method was proposed to be applied.
Analytical method is based on creating the Fourier transform of
the square pulse directly in frequency domain without the need to
work in space domain; this will allow handling also motion effect
with sub-pixel amplitude. The continuous Fourier transform of
square pulse (i.e. sinc function) is directly multiplied by the DFT of
each row of the reference image and the inverse DFT of the
product is computed. An important issue regarding implementa-
tion of this method is to correctly define the frequency domain
based on oddity or evenity of the signal length which has been
addressed previously by Reu [49].

3.3. Generation of images with rigid motion effect

In order to apply the square pulse method the only concern is to
obtain the equivalent shift and width of the square pulse correspond-
ing to the motion or in the other words, to define values of
parameters ‘w’ and ‘a’ in Eqs. (2) and (3). In the case of rigid motion,
parameter ‘a’ can be easily defined since it represents the net
displacement of the target with respect to the reference image.
On the other hand ‘w’, is the length of the path covered by the target
during an exposure time. For a given set of ‘w’ and ‘a’ parameters, the
procedure explained in Section 3.2.3, can be readily implemented.

3.4. Simulation of acquired images in a sinusoidal vibration

In this section the introduced motion effect simulation method
is implemented to simulate acquired images in the case of target
moving with the sinusoidal vibration. The chosen speckle patterns
are the ones previously presented in Fig. 1. Fig. 5 illustrates the
implemented method to simulate ith image. The acquisition of the

ith frame starts at t¼ti and ends at t¼tiþsh, being sh an imposed
shutter time of the camera. Assuming sh to be “small” with respect
to the period of the sinusoidal waveform, the velocity within sh
can be approximately considered constant. Under this hypothesis,
the displacement of the target can be expressed as

Target’s displacement : a¼ A sin
2π
T
ðtiþðsh=2ÞÞ

� �
ð6Þ

In which, A and T are respectively the amplitude (in milli-
meters) and the period of the displacement law (in seconds) and
‘a’ is the position of the target at t ¼ tiþsh=2 (position at the
middle of the exposure time), (Fig. 5). On the other hand the
displacement of the target during sh quantifies the width of the
square pulse (w) introduced in Section 3.2.1. It can be simply
written as

Equivalent width of square pulse :

w¼ A sin
2π
T
ðtiþshÞ

� �
� sin

2π
T
ti

� �� �
ð7Þ

Now before substituting the calculated value of ‘a’ and ‘w’ from
Eqs. (6) and (7) into Eqs. (2) and (3) these values should be
converted into pixels using the camera scale factor. (The aim of
this part was to implement Analytical method of motion effect
simulation; the reason of this choice has been already discussed in
Section 3.2.3).

It is worth to stress that the imposed displacement in the
simulated image is equal to ‘a’, i.e. the displacement of the target
at t ¼ tiþsh=2 (displacement at the middle of the exposure time).

Consequently, once the sampling frequency of the image
acquisition hardware and its shutter time are defined, it is
possible, for a given sinusoidal motion law, to numerically gen-
erate a sequence of frames as expected to be captured by the
camera starting from a single image of the speckle pattern
acquired in static condition.

The images generated with both rigid motion technique
(Section 3.3) and sinusoidal motion (Section 3.4) are available for
download at Ref. [63] for possible analysis of other authors.

3.5. Experiments

In the second part of the study, in order to validate the
developed simulation model, several experimental tests were
carried out on a vertically vibrating planar target with a speckle
pattern on it, in different frequencies and amplitudes using an LSD
shaker (V830-335TRUNNION, with maximum frequency of 3 kHz,
maximum mass of 12 kg and maximum sinusoidal speed of 2.0 m/s).
The frequency of motion was increased from 5 to 10, 15 and 20 Hz
and the amplitude of shaker was changed from 0.5 mm (1.5 pixel)
to 1.5 mm (4.5 pixel), 3 mm (9 pixel), 5 mm (15 pixel) and 7 mm
(21 pixel).

The speckle pattern was printed with high quality laser printer
and was stuck on a support that does not show the natural
frequencies in the frequency ranges interested by the test. Then,
it was being captured by a camera (AVT Marlin F131B, equipped
with a 280�1024 CMOS sensor and a lens with a nominal focal
length of 16 mm) with frame rate of 11, 16, 20 or 21 depending on
the specific test (due to the limited frame rate of the used camera
(25 fps at full resolution), the tests were done in controlled
aliasing condition). A laser interferometer (single point Polytec
Scanning Vibrometer PSV300laser interferometer with resolution
of 2.56 μm), was used as the reference values for target0s position.
Fig. 6 shows one cycle of the motion as acquired by the camera,
starting from the static position. The speckle pattern was square
shaped with size of 100 mm (300 pixel) and average grain size of

Fig. 5. Simulating the sinusoidal vibration test. Parameters ‘A’ and ‘T’ represent
amplitude and period of the sinusoidal displacement law. Acquisition starts at t¼ti
and ends ‘sh’ (exposure time) seconds later at t¼shþti. Parameters ‘a’ and ‘w’ are
considered as values of shift and motion effect index in generation of correspond-
ing simulated image.



4 pixel. The motion effect is more visible in neutral position where
the velocity is maximum (Fig. 6).

4. Results and discussion

This section starts with DIC analysis of numerically generated
images with motion effect. Then the effect of adding noise to this
group of images is investigated. Next, the acquired images of
sinusoidal vibration in few cases were simulated by the introduced
technique and the uncertainties of the measurements were
estimated using DIC analysis. In order to validate the model, the
results of experiments were compared with that of the simula-
tions. At last, further assessments of DIC uncertainty were per-
formed in the case of experimental tests.

4.1. DIC analysis of images with rigid motion effect

In the current study Vic-2D software is used in order to
perform the DIC analysis. The subset size and step were set equal
to 21 and 7 pixel, respectively [7,8]. Fig. 7 illustrates portions of the
generated images with an increasing motion effect w in the case of
rigid motion. The pattern degradation is quite evident; for a
quantitative analysis of pattern quality, the mean intensity gradi-
ent (MIG) was proposed by Pan et al. and proved to be closely
related to both mean bias error and standard deviation of the
measured displacement [64]. MIG is computed as the average of
the squared gray level gradients normalized by the size of the
image. As a first index of motion effect on DIC uncertainty the MIG
values of each image is computed and mentioned in Fig. 7. As can
be seen increasing w the MIG values drop, showing that the
expected uncertainty grows. This prediction is confirmed by the
DIC analysis described in the following.

By performing DIC analysis on the generated images with
respect to the original one the displacement and strain value of
every subset was obtained. These values have been computed over
the whole image and the result is reported in Fig. 8, in terms of
mean and standard deviation of the discrepancy between the
imposed and estimated motion. In Fig. 8 only the result for wr8,

is shown because the digital image correlation method is barely
able to detect the pixels in the generated image with w index
higher than 8.

At first (results shown in Fig. 8), the reference displacement has
been set equal to zero in both horizontal and vertical directions
and motion effect i.e. blurring, has been applied along the vertical
direction. The discrepancy standard deviation can be noticed to be
about one order of magnitude bigger than the discrepancy average
and it can consequently been considered a reliable estimation of
the measurement uncertainty. Therefore, it can be claimed that
the uncertainty is the meaningful quantity (not mean) that should
be taken into account. According to Fig. 8, in all cases it increases
faster as ‘w’ increases.

In order to investigate DIC performances in the case of rigid
motion when the net displacement is not equal to zero, sub pixel
shifting method, discussed in Section 3.1, is applied on the two
reference images shown in Fig. 1. Fig. 9, represents the results in
the case of shifting an image with an imposed motion effect of
w¼7 (to simulate a condition of a strong motion effect).

According to this figure, bias error and standard deviation of
the estimated shift both show an overall constant trend with small
fluctuations around their corresponding value obtained in the case
of zero displacement (Fig. 8). Moreover, the bias and the standard
deviation of the shift reported in Fig. 9 (the case of combined
imposed shift and imposed motion effect w¼7) are much larger
than the corresponding ones in Fig. 2 (the case of imposed shift
with zero imposed motion effect). This is due to the simulated
motion effect (w¼7) and can prove that the uncertainty of result
mainly depends on the motion effect while the imposed shifting
value has a negligible effect.

4.2. Effect of adding Gaussian noise to the generated images

In this section a Gaussian noise in two levels was added to the
generated images before applying the DIC analysis in order to
check if this changes the uncertainty in some way. Fig. 10 shows
the mean and standard deviation of displacement and strain after
adding noise to the images. Noise level1 and level2 are two zero

Fig. 6. A part of a typical image taken by the camera in one cycle of the motion starting and ending in static position. The red horizontal line is sketched to give better
understanding of the sinusoidal vibration. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Portions of the generated images with an increasing motion effect w in the case of rigid motion and the corresponding mean intensity gradient (MIG).



mean Gaussian noises with standard deviation of 5 and 10 Gy
levels, respectively (8 bit images are considered in this work). The
reference displacement is equal to zero in both horizontal and
vertical directions but the motion effect (stripe) is simulated in
vertical direction. Note that the mean and standard deviation
curves of both displacement and strain are very similar in Fig. 8
(no noise) and Fig. 10, where the images are corrupted by noise.
This proves that, although adding Gaussian noise to the image
affects the bias and random error, the blurring due to motion
increases the uncertainty much more than the noise and therefore
the results are nearly independent by the noise level.

4.3. Simulation of sinusoidal vibration and experimental validation

In this section, the introduced simulation technique was
implemented on the planar target with sinusoidal vibration. The
procedure of image generation is already revealed in Section 3.4.
As the next step, the simulated image set is analyzed with the DIC
technique and the discrepancy between the imposed and the
estimated time histories is utilized to estimate the uncertainty.
Table 1 represents the specifications of the simulated sinusoidal
vibration cases. The last column is the ‘maximum nominal stripe
length’ which can be defined as is the length that the target

Fig. 9. DIC results in the case of rigid motion with w¼7and non-zero displacement.

Fig. 8. Mean and standard deviation of displacement and strain in the case of rigid motion with zero displacement (V and eyy are respectively the displacement and strain in
the direction of Motion. U and exx are displacement and strain in the opposite direction).



displaces during an exposure time (or simply the stripe length) if it
has the maximum speed the whole interval. It is calculated as
below:

Max Nominal Stripe Length¼ Max speed� sh¼ 2πf A� sh ð8Þ

In which, ‘f’ and ‘A’ are respectively the nominal frequency (in
hertz) and amplitude (in millimeters) of the specific test and ‘sh’ is
the exposure time (shutter time in seconds).

It should be emphasized that this motion effect simulation
method works under the hypothesis of constant target velocity
during the camera exposure time. Due to this reason, as the ratio
between the exposure time and the target motion period
increases, an increasing approximation is introduced in the gen-
erated images (see Fig. 5). Therefore, the parameters of the

simulated cases where designed in a way that this ratio does not
exceed 7.5% (Test number 4 in Table 1). Aiming to recreate the
conditions of real tests some levels of noise was added to the
images.

In order to validate the results of simulations, the simulated
cases were also experimentally tested. The specifications of the
experimental set up are already explained in Section 3.5. In this
case, DIC estimated displacements were compared with the
corresponding values measured by the laser interferometer. The
result is reported in terms of discrepancy which has been defined
as the difference between time histories of the displacement
estimated by DIC and reference displacement (measured by laser
interferometer) (Fig. 11). Note that the discrepancy calculated here
is a point-by-point difference; since the interferometer and
camera had different reference systems, before comparing the

Fig. 10. Mean and standard deviation of displacement in the case of rigid motion with zero displacement after adding noise with level one (a) and with level two (b) (V and
eyy are respectively the displacement and strain in the direction of Motion. U and exx are displacement and strain in the opposite direction).



two time histories the mean of the two signals were set to zero.
Therefore, the mean value of the discrepancy is zero by definition
and is not reported here. Fig. 11 represents the standard deviation
of discrepancy.

In Fig. 11, the simulated result obtained after adding noise to
the images is also plotted. The noise was a zero mean Gaussian
noise with standard deviation of 2.5. This level of noise was a
reasonable value considering the acquisitions in the real tests.

The discrepancies between numerical simulation and experi-
mental tests can be due the fact that the synthetic speckle of the
target in the simulated images was generated without reproducing
the behavior of a real optics and image sensor combination, while
the actual images acquired with the camera are corrupted by the
fill factor of the sensor and possible brightness and contrast
variation due to experimental conditions. Nevertheless Fig. 11
shows a good agreement between the simulations and the
experiments.

4.4. Experimental uncertainty in estimation of the vibration

Further experimental tests were conducted aiming to assess
the uncertainty of DIC in the estimation of the instantaneous

position of the target during harmonic motion. The results again
are reported in terms of the standard deviation of discrepancy
reminding that the mean of discrepancy is zero by definition. In
Fig. 12, the results of more than 40 cases of harmonic vibration
tests are reported.

Fig. 12 represents a quadratic polynomial fit for the test results.
The value of vertical axis offset is equivalent to the DIC displace-
ment uncertainty in static condition. This value has been reported
in Ref. [65], to be equal to 0.006 pixel (circular marker). This graph
proves that, our estimated trend is in a great agreement also with
the results of that study.

5. Conclusion

Dealing with a moving target in dynamic conditions, causes a
motion effect (i.e. blurring) on the acquired images. This factor is
an important source of uncertainty that needs to be quantified. In
the present study systematic uncertainty assessment of DIC
method in general dynamic applications was done.

In the first part of the work, a method to simulate the motion
effect on a reference image was proposed to be applied. This
method allows us to simulate the acquired images in a real
dynamic test and estimate the measurement uncertainty caused
by the motion effect in fully controlled conditions. Using this
technique, the uncertainty of DIC measurement was estimated.
The images generated with the technique proposed in this work
are available for download at [63].

The second part of the study validated the simulation techni-
que by experimentally reconstructing the simulated cases. There-
fore, the corresponding harmonic motion was imposed to a target,
while it was captured by a camera and it is position was measured
by a laser interferometer. The results show good agreement
between the experiments and the simulations. After conducting
further experimental tests, the DIC uncertainty in estimation of
the amplitude of the sinusoidal vibration was also assessed.

Providing known testing condition (in particular the relation
between target velocity and camera shutter time), the presented
method can consequently be exploited to quantify the motion
induced uncertainty in dynamic DIC measurements simply start-
ing from a reference unblurred image of the measurement surface.

DIC can also be used to estimate the strain over a certain gauge
length, for example in the case of cyclic fatigue tests; in these cases
the uncertainty associated to the mean strain value is of interest.
Considering for example a gauge test of 50 pixel, an uncertainty of
0.2 pixel on the displacement estimation (corresponding to w¼7,
see Fig. 8) leads a maximum uncertainty in strain of 0.8%, which is
usually not acceptable. This is however a very critical condition of
7 pixel motion during exposure time; by reducing the exposure
time of a factor of 2 the stripe length becomes w¼3.5 pixel (still
representing a non-negligible blurring effect) and the correspond-
ing uncertainty becomes 0.02 pixel. The uncertainty on the strain
becomes accordingly 0.08%.

Fig. 11. Simulation of few sinusoidal vibration tests and the corresponding
experimental validation. The vertical axis is the standard deviation of discrepancy.

Fig. 12. Standard deviation of discrepancy with respect to max nominal stripe
length in real tests.

Table 1
Specifications of simulated tests.

Test
number

Amplitude (pixel) Frequency (Hz) Exposure time (ms) Frame rate (frame/s) Exposure time(s)/
period(s)

Max nominal strip
length (pixel)

1 1.5 5 4 20 0.02 0.1881
2 9 5 5 20 0.025 1.4104
3 9 5 20 20 0.05 5.6417
4 15 5 15 20 0.075 7.0521
5 21 15 4 16 0.06 7.8983
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