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. Introduction

In real components the possibility to have a pre-existing crack is
enerally not neglectable; the crack tip is characterized by a plastic
one with a very high gradient of strain. If such conditions have to
e replicated by means of numerical models, that simulate ductile
ailure using damage criterion based on the accumulation of plas-
ic strain, the attainment of reliable results is not straightforward.
n the present research, an experimental campaign using cracked
pecimen has been carried out and simulated by means of a high
delity numerical simulation (finite element model) in an explicit

ramework. C(T) specimens aimed to assess fracture toughness
ave been used. Fracture toughness is a quantitative parameter,
hich is related to the resistance of a material that has an inside

rack. It is a property of the material and it can be obtained fol-
owing the international standard (ASTM, 2013). The availability of
uch a standard allows a well-defined test and procedure.

Numerical models of C(T) specimens have been created and
nalyzed to replicate standard tests. These simulations exploit the
ao-Wierzbicki (BW) ductile damage criterion (Bao and Wierzbicki,
004) previously calibrated using standard tensile tests on smooth

nd notched specimens and multiaxial tests (Gilioli et al., 2010).
his kind of criterion is based on a phenomenological approach and
ts most important part regards the definition of a fracture locus: a

∗ Corresponding author. Tel.: +39 02 2399 8630; fax: +39 02 2399 8263.
E-mail address: andrea.gilioli@mail.polimi.it (A. Gilioli).
relation between the plastic strain at failure and the triaxiality. The
aim of the present research is therefore to verify, in a virtual test
environment, the material calibration of Al6061-T6, obtained from
Gilioli et al. (2010) in a different scenario (geometrical transfer-
ability). Thus a high fidelity numerical model of the C(T) specimens
has been built and loaded to reproduce the experimental tests. Such
investigation allows checking the geometrical transferability of the
calibrated BW criterion even in state of strain dominated by large
plasticity and a high strain gradient.

A further example of the calibration of a ductile damage cri-
terion for Al6061-T6 can be found in Beese et al. (2010). Similar
research publications regard the application of a BW model to
reproduce slant fracture (Giglio et al., 2012a; Viganò et al., 2012).
The authors have calibrated the mechanical behaviour of a tita-
nium alloy and have subsequently exploited the calibration for the
simulation of the slant fracture of a titanium helicopter main rotor
hub. A good correlation between the experimental and numerical
fracture shape, in particular regarding the first stage of the fracture
path, has been demonstrated.

A complete and in depth overview of ductile fractures is
reported in Li et al. (2011). Another inspiring paper is Xue and
Wierzbicki (2008) where the authors have studied crack initiation
and propagation in Al2024-T351 compact tension specimens and
in a three point bending test. They have also applied the damage

plasticity theory incorporating the pressure sensitivity and the Lode
angle dependence into a nonlinear damage rule.

As highlighted in the literature, the application of a macro-
scopic failure criterion (BW) in a scenario where the stress (strain)

http://crossmark.crossref.org/dialog/?doi=10.1016/j.mechrescom.2013.08.007&domain=pdf
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Table 1
Chemical composition of Al 6061-T6 section.
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Al [%] Mg [%] Si [%] Fe [%] Cu

98 0.8–1.2 0.4–0.8 0.7 0.1

radient is very high, thus involving material at grain size, is of
nterest. A fracture toughness test is a significant scenario suitable
or the investigation of this issue, being a very localized problem,
ue to the sharp crack defect. Aim of the present work is to analyze
uch effects with a discussion that includes also crystallographic
nalyses.

Mesh size dependence is a very interesting issue to investigate
n current research framework. In Li and Karr (2008), Li et al. (2007)
uthors have developed a close form expression of the mesh-size
nd material dependent strain to failure by using the concept of
train bifurcation and in Li and Wierzbicki (2009) the mesh size
ffect is analyzed from a non-local point of view in applications
ased on a semi-coupled plasticity/damage theory. Another inter-
sting work is Qian (2011), where the authors have studied crack
xtension using the Gurson-Tvergaard fracture approach in a com-
utation cell approach for a steel. They underline that the typical

n-plane length scale lies between 100 �m and 300 �m, and in the
hickness direction the element size has to be less than or equal to
he in-plane length scale, in order to predict a converged fracture
esistance and crack front extensions.

. Material Al6061-T6

The material that has been tested is an Al6061-T6 aluminium
lloy. Generally speaking aluminium alloys have good mechani-
al properties, high corrosion strength and low density. Nowadays
he fields of application of this kind of alloy are mainly the ones
n which weight reduction is a critical factor, such as in aerospace
pplications, and in the field of transport in general. Al 6061-T6
elongs to the aluminium series 6000 with silicon and magnesium
s the principal alloying components. The T6 suffix describes the
eat treatment applied to the alloy, T6 stands for a two phase treat-
ent. The entire process is based upon the precipitation hardening

henomenon and it results in a larger increment in strength with
nly a minimal reduction of the break elongation. Table 1 summa-
izes the main physical-chemical properties of Al 6061-T6 (Qian,
011).

. C(T) experimental tests

Fracture toughness experiments on compact test (C(T)) speci-
ens have been performed on a hydraulic MTS 810 machine with

load cell of 100KN. The same machine has been used to pre-crack

he specimens and all the tests have been carried out according to
ASTM, 2013). Complying with the standard, a specimen has been,
n a first stage properly pre-cracked by means of fatigue cycles, and

Fig. 1. Experimental C(T) specimen (a)
Mn [%] Cr [%] Zn [%] Ti [%]

0.15 0.04–0.35 0.25 0.15

subsequently an increasing displacement has been applied to break
it. To reach the desired pre-crack length, which is around 7.11 mm
(the average value of all the tested specimen), about 30,310 load
cycles and a maximum load of 22KN is needed. A drawing of the
C(T) specimens is shown in Fig. 1(a). Also the specimens with side
grooves, consisting of a cut with a triangular profile on each side,
have been considered. The side grooves opening angle is 61◦. The
thickness of both kinds of specimens is 25.4 mm. Load versus the
extensometer displacement curves have been acquired. For both
specimens the extensometer has been placed at the knife-edge
location. Two tests have been carried out for the C(T) plain shape
specimen geometry and 1 test for the C(T) specimen with side
grooves. The experimental load/displacement curves are shown
in Fig. 5. The Pmax/PQ ratio is around 1.30, which does not satisfy
the standard requirement to achieve the linear elastic plane strain
fracture toughness (ASTM, 2013). Nevertheless, this is not a rele-
vant issue in the present research because the main goal is not to
determine the linear elastic plane strain fracture toughness, KIC,
but rather to investigate the behaviour of the numerical model in
presence of both a relatively large plastic zone and high strain gra-
dients. The C(T) test is a very representative “environment” where
these conditions are dominant. Thus load displacement curves are
the main output from the experimental tests.

4. FE model

Finite element models of the fracture toughness experimen-
tal tests have been performed (both for the plain shaped and
side-grooved specimens). The models have been built using the
commercial software ABAQUS 6.12 in an explicit framework. The
Explicit solver allows the handling of the numerical analysis which
involves large plasticity and non-linearity. In order to reproduce
the real conditions two reference points have been created: one in
the centre of each hole. These reference points are connected to the
internal surface of the hole, using a coupling kinematic constraint.
For the upper hole a constrain has been chosen which allows
rotation, but among the various displacements, only vertical one
is allowed. For the lower hole a constrain which allows rotations
but keeps all the other displacements fixed, has been chosen, as
shown in Fig. 2a. In order to simulate the real load distribution
due to contact, only half of the inner surface of each hole has
been coupled with the corresponding reference point. Finally in

the upper hole a vertical displacement has been defined. Its value
reproduces the displacement applied to the specimens during the
experimental tests. The models have been developed using C3D8R,
3D solid elements with a reduced integration. The pre-crack has

plain shaped; (b) side-grooved.



Fig. 2. (a) Numerical model with constrains. (b) Numerical model with the resistance
(pre-cracked area) hatched. (For interpretation of the references to color in this figure leg

Table 2
Johnson-Cook material parameters.
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een reproduced using an ABAQUS feature called “seam” which
llows the creating of a cut inside a mesh, splitting nodes along a
ine (hatched area in Fig. 2b). The pre-crack length is identical to
he average experimental one and is around 7.11 mm long.

Analyses with different mesh sizes for the elements in the frac-
ure area (red region in Fig. 2b) have been investigated. The model
otal number of elements is: 706,656 for a 0.25 mm mesh, 174,050
or a 0.5 mm mesh and 49,790 for a 1 mm mesh. Proper mesh refine-

ents have been built in order to avoid severe variation of the mesh
ize in area subject to failure.

The material calibration has been carried out in previous
esearch (Gilioli et al., 2010) in which a characterization of the
echanical behaviour of Al6061-T6 was studied. The material con-

titutive law is a Johnson-Cook (neglecting the strain rate and the
emperature effect), see Eq. (1). In Table 2, the JC material parame-
ers are summarized: AJC is the onset of the yield while BJC and nJC
escribe the hardening slope.

= AJC + BJC(εpl)
nJC (1)

Regarding fracture, a Bao-Wierzbicki ductile damage criterion
as been adopted. This phenomenological approach has been cho-
en due to the fact that it allows the description of the failure onset
t different stress triaxiality with good accuracy and reduced com-
utational efforts. The ductile failure criterion adopted is assumed
o be uncoupled from the constitutive model. The core of the model
s the curve which describes strain at the failure as a function of
tress triaxiality (Bao and Wierzbicki, 2004). This curve has been
alibrated in Gilioli et al. (2010) by means of experimental tests on

imple specimens (with different loading conditions) replicated by
eans of numerical simulations in order to track the development

f stress and strain at the critical sites until fracture. The result is a
multi branch” strain at a failure function that fits the experimental

able 3
ao-Wierzbicki material parameters (Gilioli et al., 2010).

Stress triaxiality � �av < 0 0 < �av < 0.0223

Equation εf = A
�+1/3 − 3A + εflp εf = m · � + q

Coefficients A 0.428 m 20.85
εftp 0.474 q 0.474
area which fails due to the fracture toughness test highlighted (red) and seam
end, the reader is referred to the web version of the article.)

material damage behaviour (Bao and Wierzbicki, 2004). For nega-
tive triaxiality a vertical asymptote for a value of −1/3, the so called
cut-off value, is present. For this type of condition, there is no frac-
ture. There is a minimum of the fracture locus at zero triaxiality
(pure shear). The curve increases in the region from zero to around
1/3 and then decreases monotonically with a horizontal asymptote
around zero. All the parameters (for the several branches), taken
from Gilioli et al. (2010), are reported in Table 3.

5. Mesh size effect on fracture

Ductile damage criteria are based on the accumulation of plastic
strain. When the cumulative plastic strain for an element reaches
a critical value, the element suddenly fails and completely loses
its load-carrying capability (failed elements and related nodes are
therefore removed from the analysis). The accumulation of strain
is weighted by a function, the so called fracture locus, described in
the previous section. This curve for a BW fracture model describes
the relation between stress triaxiality and plastic strain at failure. It
is thus possible to define a damage variable D, see Eq. (2); when its
value reaches a conventional value (equal to 1) the corresponding
element is deleted.

D =
∫ ε̄f

0

dεpl

εf (�, ϑ̄, ε̇pl, T)
(2)

The denominator of Eq. (2) is the fracture locus function, which
potentially depends on a number of variables (such as triaxiality,
Lode angle, strain rate, and temperature). With D calculated for each
element, the mesh dependence in a fracture simulation becomes
evidently the key issue especially in the presence of high gradi-
ents in the stress and strain pattern. Finite element methods divide
the real material continuum in elements, evaluating only values of
the stress/strain condition (gradient) in each element with a well-
defined internal function. This means that if an element is not small

enough, the calculated strain fails to follow a high gradient and thus
fails to be representative of the real situation resulting in a numer-
ical tendency of the element to fail later because the evaluated
damage on the whole element is potentially less than expected.

0.0223 < �av < 0.0626 0.062 < �av < 0.37 �av > 0.37

εf = m · � + q εf = m · � + q εf = A
�

m −5.43 m −0.848 A 0.17
q 1.060 q 0.774
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ig. 3. Histogram representing the number of elements with a certain stress state (t
nd (b–d–f) 0.5 mm.

nstead, in a very refined mesh, failure happens earlier because it
s easier to find an element which is small enough to completely
nclude only a damaged zone. A severe strain gradient generated
t the crack tip, like in the C(T), is therefore an interesting test to
ssess the robustness of the criterion. In order to investigate such
ehaviour in detail, first of all two different analyses with different
esh sizes, but without considering damage (no crack is present),

ave been carried out. The idea is to evaluate the stress state at the
nset of the fracture using a different mesh size. Fig. 3(a) and (b)
escribes the stress state in terms of numbers of elements that have
certain value of Lode angle and triaxiality and it is thus a summary
ap of the load condition for the plane shape component. Lode

ngle and triaxiality are two parameters which can effectively sum-
arize the stress state. According to Beese et al. (2010) triaxiality, �,

an be calculated as Eq. (3) and the so called Lode angle parameter,
¯ as Eq. (4). Remembering that � (normalized third stress invariant)

an be calculated as Eq. (5):

= �h

�VM
(3)
ity, Lode angle) at the onset of the fracture for different mesh sizes (a–c–e) 0.25 mm

ϑ̄ = 1 − arccos
�

�
(4)

� =
(

r

q

)3
(5)

where r is the third invariant and q is the second one (of the stress
tensor).

The base size of each column section in Fig. 3 is about the size
of the adopted mesh element, therefore in Fig. 3(a) the base size
is about 0.25 mm and in Fig. 3(b) it is about 0.5 mm. The most
important conclusion can be drawn from Fig. 3, which shows that
there is no relevant difference in the stress distribution over the
entire surface regardless of the mesh size. It is clear that moving
to a coarser mesh the height of the columns and their number
decrease because there are in total less elements but the general

distribution of triaxiality and Lode angle over the mesh grid is very
similar. The analysis of Fig. 3(c)–(f) clearly indicates the overall
similarity in the two cases. In these figures the 3d histogram is
plotted showing the trend of triaxiality and Lode angle separately.



Table 4
Mean and variance for the triaxiality data for two different mesh sizes.

Mesh 0.25 mm Mesh 0.5 mm Perceptual difference

Triaxiality: mean
0.337 0.328 2.7
Triaxiality: variance
0.455 0.45 1.1

Table 5
Mean and variance for the Lode angle data for two different mesh sizes.

Mesh 0.25 mm Mesh 0.5 mm Perceptual difference

Lode angle: mean
−0.311 −0.318 2.2
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Lode angle: variance
0.315 0.295 6.7

gain the similarity for both meshes is evident. A final quantitative
omparison is described in Tables 4 and 5. The mean and the vari-
nce of the Lode angle and triaxiality data have been elaborated.
omparing these datasets regarding the two different meshes the
erceptual difference is always less than 7% demonstrating again
he similarity of the two cases.

Fig. 3 gives an overview of the stress state in all of the fracture
urfaces and provides an overall knowledge of the load condi-
ion, whereas Fig. 4 provides a detailed analysis of the stress/strain
ondition around the crack tip (thus considering the crack in the
odel). For the BW ductile damage fracture the two most impor-

ant parameters to evaluate are stress triaxiality and the equivalent

lastic strain (PEEQ). Fig. 4(a) and (c) show triaxiality and the PEEQ
long the crack profile at the onset of failure referring to the numer-
cal analysis with a 0.25 mm mesh size, instead Fig. 4(b) and (d) refer
o a 0.5 mm mesh. Not only the results along the crack border are

ig. 4. Triaxiality, (a–b), and equivalent plastic strain, (c–d), along a path through the sp
b–d) mesh 0.5 mm.
plotted, but also triaxiality and the PEEQ are evaluated even at a
distance of 0.25 mm and 0.5 mm from the pre-crack tip. In case of a
0.5 mm mesh, only a distance of 0.5 mm ahead of the crack tip has
been evaluated. A comparison of the results of the two different
meshes, shown in Fig. 4, leads to relevant conclusions. First of all
the triaxiality appears unaffected in a significant way by mesh size.
There is a slight effect along the crack border, but at a distance of
0.5 mm from the crack tip, the triaxiality value has no significant
variation. However, the evaluation of the PEEQ, which is the real
driving parameter of fracture, is of greater importance. Far from the
crack tip (0.5 mm) there is an almost reduced plastic strain for both
the refined and coarse mesh. Instead, along the crack tip border
in case of a mesh of 0.25 mm, plastic strain is much higher (about
twice as high) than in the case of the coarse mesh. In both cases, the
numerical models show a reasonable trend for plastic strain, which
is higher in the centre of the specimen (plane strain) rather than at
its external sides. The similarity of the results at just 0.5 mm from
the crack tip indicates that the failure of pre-cracked C(T) specimen
is very localized and hence is largely prone to mesh effect issues.

Fig. 5 shows the effect of the mesh size on the numerical
load–displacement curves. It is evident that reducing the mesh size
results in failure at lower displacement but without an asymptotic
value at which the results converge. A continuous decrease of the
mesh size leads to a diverging of the results after a certain element
dimension. The mesh size, which provides the highest similarity
between the numerical model and the experimental results, lies
between the lower limit of 0.1 mm and the upper limit of 0.25 mm.
The same conclusion can be drawn for the C(T) specimen with side
grooves, see Fig. 5(b). The numerical model is able to reproduce
global stiffness of the specimens and their behaviour prior to failure
are concerned. It is interesting to remark that the mesh size effect
regards only the peak load estimation and not the model stiffness.

ecimen thickness at various distances from the crack front – (a–c) mesh 0.25 mm;
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ized light. In Fig. 7, the Al6061-T6 microstructure is reported. The
black points are the corrosion pits caused by the excessive exposure
to the chemical etching agent. The grain size and shape analysis are
of particular interest. The shape analysis shows that the grains are
Fig. 5. Comparison between the load–displacement curve for

ndependent of the mesh size is adopted, the undamaged estimated
tiffness of the specimen is always the same and this value is very
lose to the experimental one.

In Table 6, a quantitative estimation of the error on the evalua-
ion of the peak load between the numerical model and the average
alue form the experimental curves is summarized (the 1 mm mesh
s neglected due to the lack of a reasonable maximum load value
chieved in the simulated displacement range).

The effect of the mesh size has been further analyzed in a differ-
nt scenario, which is the tensile test on round smooth specimen.
description of the experimental set up can be found in (Gilioli

t al., 2010) where the authors carried out a study in order to cali-
rate the mechanical behaviour of an Al6061-T6 aluminium alloy.

n the present paper a high fidelity numerical approach has been
ollowed to numerically reproduce the experimental tensile test on
ound specimen exploiting the experimental data from Gilioli et al.
2010). In particular the effect of different mesh sizes on the results
as been focused on. Fig. 6 shows the mesh effect on the tensile test.

t is important to underline that decreasing the mesh size results in
reduction of the displacement at failure, but with a much lower

ffect compared with the fracture toughness test. The other rele-
ant aspect regards the optimal mesh size that in this case seems to
e higher than 0.75 mm. Actually due to the calibration, procedure
dopted from Gilioli et al. (2010) the fracture toughness simula-
ion test and the tensile test cannot be directly compared. Indeed
he latter has been used for the calibration while the first one has

een used for the validation. The only conclusion that can be drawn,

ooking at Fig. 6, regards the suitability of the fracture model that
s largely verified and the reduction of the displacement at failure
ue to the decrease of the mesh size. The different load scenarios

ig. 6. Comparison between the numerical and experimental load/displacement
urve for the tension test of a round smooth specimen.
ic C(T) specimen (a) and for a specimen with side grooves (b).

in terms of loading condition between the fracture toughness and
tensile test are important factors to consider.

6. Aluminium 6061-T6 microstructure

In order to find a possible connection between the optimal mesh
size and some physical material aspects, the microstructure of
Al6061-T6 has been analyzed following the procedure suggested in
ASM (1992) which was previously used by the same authors (Giglio
et al., 2012b; Mapelli et al., 2011). First of all a small specimen of the
dimension of about 20 mm × 20 mm × 10 mm is cut from a tested
C(T) specimen. The surface of the new specimen is then accurately
mirror polished to make it suitable for the subsequent electrolytic
etching. The procedure is based on the different tendency of mate-
rial crystal components to corrode and thus the electrolytic etching
can highlight the microstructure. In the electrolytic etching, the
tested specimen acts as the anode while a steel bar is the cath-
ode. In order to complete the electrolytic cell a Barker’s reagent
is needed. This composed of 4–5 mL HBF4 (48%) and 200 mL of
H2O. To avoid over-etching of the surface, the electrolytic etching
is carried out in following steps of 100 s each. After the etching, the
microstructure is analyzed using an optical microscope with polar-
Fig. 7. Al6061-T6 microstructure, obtained after electrochemical polishing.



Table 6
Error on the peak load estimation.

C(T) specimen C(T) specimen with side grooves

Mesh size [mm] Error on peak load [%] Mesh size [mm] Error on peak load [%]

s
o
g
v
g
l
0
w
r
o
s

s
f

F
o

0.5 20.4
0.25 7.3
0.1 −11.7

lightly stretched in the rolling direction demonstrating that the
riginal thick plate, from which the specimen have been cut, was
ently rolled to reduce its thickness. Fig. 7 shows that the grains
ary in shape and size but exhibit an overall approximate rectan-
ular shape. The horizontal dimension, according with Fig. 7, is the
ongest one and its average length lies between around 0.2 mm and
.6 mm, whereas the vertical dimension is always the shortest one
ith values ranging from 0.05 mm to 0.2 mm. The interval, rep-

esenting the smallest size of elements, is almost identical to the
ptimal mesh (0.1–0.25 mm) demonstrating that the best mesh size

hould be chosen according to the microstructure of the material.

Scanning electron microscopic images have been taken, as
hown in Fig. 8, to provide a detailed analysis of the fracture sur-
ace. As expected the fracture surface is very different between

ig. 8. SEM pictures of the fracture surface. (a) 50× comparison between the pre-cracked
f pre-cracked region but inside the failure section, (d–e) 150–1000× area far from the bo
0.5 41.5
0.25 28.2
0.1 −13.6

the pre-cracked area and the final surface after failure, due to the
different failure behaviour, see Fig. 8(a): crack propagation in the
pre-cracked region (hatched area in Fig. 3(b)) and the slant frac-
ture for the remaining area, red area in Fig. 3(b)). Two different
points have been analyzed in the failure region caused by the
fracture toughness test. One point is close to the border with the
pre-cracked area (the region inside the static failure section), see
Fig. 8(b)–(c)) and one point lies around the centre of the static
failure region, see Fig. 7(d) and (e)). For both points, two magni-
fications of 150× and 1000× have been used. The failure is clearly

ductile due to the presence of many evident dimples but at the
same time many several brittle areas are present. The point far
from the border exhibits less dimples with an apparent reduction
of ductility.

area (lower part) and the final failed area, (b–c) 150–1000× area close to the border
rder of pre-cracked region inside the fracture.
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. Conclusion

The main goal of the present paper is to exploit the calibra-
ion of a phenomenological ductile damage criterion (BW) in a
ifferent scenario in order to check the geometrical transferabil-

ty even in state of strain dominated by a high strain gradient.
hen a substantial strain gradient is present, mesh size can be

n issue for the damage criterion, which is based on the accumula-
ion of the PEEQ. The material calibration of Al6061-T6 aluminium
lloy has been obtained in previous research based on the applica-
ion of the reverse method to reproduce uni and multi-axial tests.
xploiting this calibration, a Johnson-Cook constitutive law and a
ao-Wierzbicki ductile fracture criterion have been adopted in the
resent research to investigate the possibility to reproduce with
ood similarity a fracture toughness test with C(T) specimen. Such
pecimens and test procedures have been chosen because they are
ot only well-defined test procedures but are moreover represen-
ative of the state of strain dominated by a high strain gradient.

ithin this framework relevant and critical aspects of the prob-
em have been studied. In particular the mesh size effect has been
hown to play a crucial role into the reproduction of failure. The size
f the elements strongly affects the estimation of the critical max-
mum load but it has almost no effect prior the fracture onset. The
eveloped numerical model is able to reproduce the initial elastic
ehaviour of the specimen well, independent of the element size
hat has been adopted. Only when the plastic strain becomes rel-
vant (approaching fracture) the mesh size plays a very important
ole. A reduction of the mesh size results in failure at lower displace-
ent (load) but without an asymptotic value at which the results

onverge. A continuous decrement of the mesh size leads to diverg-
ng results. The two quantities, which control failure according to
he phenomenological ductile damage criterion investigated are:
riaxiality and the equivalent plastic strain (PEEQ). Their behaviour
epending on mesh size has also been investigated. Triaxiality is
lmost unaffected by the element size but the PEEQ increases sig-
ificantly in a small area along the crack tip border adopting a
efined mesh rather than a coarse one. In order to find a possible
hysical explanation of the mesh size effect, a combined approach

etween the study of the microstructure of the material and para-
etric numerical analysis with different mesh dimensions has been

eveloped. Results show that there is an optimal element dimen-
ion, which leads to the best similarity between the numerical and
the experimental load-displacement curves. This dimension has
been found to be very close to the grain dimension of the 6061-
T6 measured by means of microstructure investigations. Thus the
present research highlights the need for a physical choice of the
right mesh dimension (related to the dimension of the material
grain) when a severe strain gradient is present. The drawn conclu-
sions are valid for both the two different geometries of the C(T)
specimen: with and without side grooves. The element size seems
to affect in the same way the numerical load/displacement curves
for both configurations.
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