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1. Introduction

According to the U.S. energy information administration (EIA), the
electrical energy demand is expected to rise by 22% from current levels
by 2035 [1]. If this growth is met by conventional technology, it could
create negative environmental ramifications. At the same time, increas-
ing demand for rapidly diminishing freshwater resources has become a
global challenge [2]. Cogeneration is defined as the combined produc-
tion of electricity with other useful forms of energy. By getting more
from the same primary energy source, cogeneration results in higher
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exergetic efficiency, lower pollutant emissions, and lower operational
and maintenance costs [3,4].

Fuel cell systems are interesting alternatives (albeit commercially
underdeveloped) to conventional power generation systems owing to
their high efficiency and low emissions [5]. Among the various types of
fuel cells available, solid oxide fuel cells (SOFCs) are key candidates for
integration with gas turbines (GTs), owing to their high operating tem-
perature (between 600 °C and 1000 °C). The resulting hybrid SOFC–GT
system is a highly efficient power generation unit with the overall elec-
trical conversion efficiency approaching 65% [6]. Adding a heat recovery
exchanger also facilitates the possibility of integration of this unit with
other thermal systems [7–11]. Accordingly, numerous studies have
been carried out on modeling of hybrid SOFC cycles [12–15].

Potable water production is a major untapped application of these
hybrid systems—particularly in areas (like the Middle East) which are
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Nomenclature

A area (m2)
celec electricity unit cost (USD/kWh)
cf fuel unit cost (USD/MJ)
cp specific heat at constant pressure (kJ/kg K)
CRF capital recovery factor
cw distillate product unit cost (USD/m3)
Ċ env social cost of air pollution (USD/s)
Ċ tot total cost rate (USD/s)
e specific exergy (kJ/kg)
˙E exergy flow rate (kW)

e specific exergy (kJ/kmol)
h specific enthalpy (kJ/kg)
Hb brine pool height (m)
i current density (A/m2), interest rate (%)
k specific heat ratio
LHV low heating value (kJ/kg)
ṁ mass flow rate (kg/s)
N operational hours in a year
n number of desalination stages, system life time (year)
p pressure (kpa, bar), payback period (year)
PR thermal performance ratio
Q̇ the time rate of heat transfer (kW)
R Universal gas constant (kJ/kmol K)
rp pressure ratio
s specific entropy (kJ/kg K)
S/C steam to carbon ratio
T temperature (K or °C)
TBT top brine temperature (°C)
TIT turbine inlet temperature (K)
Tn brine temperature in the last stage (°C)
Ts inlet motive steam temperature (°C)
TTD terminal temperature difference (°C)
U overall heat transfer coefficient (kW/m2 K)
Ua air utilization factor
Uf fuel utilization factor
V voltage (V)
Vv vapor velocity (m/s)
Ẇ mechanical work (kW)
X salt concentration (ppm)
x molar fraction
Xb blow-down brine salt concentration (ppm)
Xf intake seawater salt concentration (ppm)
Xr recycle brine salt concentration (ppm)
Z capital cost (USD)
˙Z capital cost rate (USD/s)

Greek symbols
η efficiency
λ specific latent heat (kJ/kg)
ρ density (kg/m3)
Φ maintenance factor
ψ exergetic efficiency

Subscripts
AC air compressor
ap approach point
aux auxiliary
b brine
BH brine heater
C condenser
CC combustion chamber

CH chemical
cv control volume
cw cooling water
D destruction
d distillate product
dc discharge
ec economizer
ev evaporator
f fuel
FC fuel compressor
G electric generator
g gas
GT gas turbine
HR heat recovery
HRSG heat recovery steam generator
HJ heat rejection
i inlet
LMTD Logarithmic Mean Temperature Difference
MSF multi stage flash
o outlet
PH physical
pp pinch point
PT power turbine
REC recuperator
s steam
st stage
suc suction
sw seawater
T turbine
t tube
tot total
v vapor
w water
facing water scarcity. Since desalination is relatively expensive and re-
quires considerable energy input, cogeneration represents a promising
way to lower these barriers to technological uptake [16]. Thermal desa-
lination systems, such as multi stage flash distillation (MSF) and the
multi effect distillation (MED), can potentially be coupled with heat re-
covery steamgenerators for integrationwith thermal power plants [17].
Of the two, MSF is a more commonly used desalination technology due
to its simple layout and reliable performance. This is especially true in
theMiddle East where the temperature, salt content, biological activity,
and pollution level of the raw water are all relatively high [18].

Accordingly, we propose that for these climates an SOFC–GT plant
integrated with an MSF desalination unit can be an appropriate design
configuration. To accomplish this, a heat recovery steam generator
(HRSG) is utilized to recover the heat wasted from the SOFC–GT system
to produce the required motive saturated steam for the MSF unit.

A limited number of studies have investigated the feasibility of inte-
grating fuel cells and desalination units in the past ten years. Hallaj
et al. [19], in a conceptual study, demonstrated that the fuel cell based
combined heat and power (CHP) systems can be efficiently integrated
with reverse osmosis (RO) and MSF desalination units. Their configura-
tion utilized a dual-purpose plant consisting of a molten carbonate fuel
cell integrated with an MSF desalination plant. This plant design showed
an improvement of 5.61% in global system efficiency. Lisbona et al. [20]
investigated different configurations of fuel cell systems integrated with
RO andMSF desalination units from energetic and economic viewpoints.
In their estimated future scenario, the recovery period of the hybrid RO
systems integrated with both MCFC and SOFC was found to be 9 years.

Several studies have also been dedicated to energetic analysis of inte-
grated systems composed of desalination units and conventional power
generation systems. These include humidification–dehumidification



desalination unit integrated with a gas turbine [21], MSF andMED desa-
lination systems coupled to gas and steam turbines [16,22–24], and desa-
lination units integrated with combined cooling, heating and power
(CCHP) systems [25–27].

In the preceding studies, only first law analysis was employed to in-
vestigate the performance of the plant. Exergy analysis, based on both
the first and second laws, is more informative since it serves to identify
the source and magnitude of thermodynamic inefficiencies in a given
process [28]. Hosseini et al. [29] proposed an SOFC andmicro GT system
integrated with an MED unit and modeled the proposed system based
on both energy and exergy analyses. The results showed that fuel cell
stack pressure has a significant influence on the integrated system ca-
pacity and also increases the system energy efficiency. Several studies
have also carried out exergy analyses of SOFC–GT cycles and different
desalination technologies. Akkaya et al. [13] developed a thermody-
namic model of an SOFC–GT CHP plant and analyzed the exergetic per-
formance of the system to obtain a more efficient design by the
determining thermodynamic irreversibilities. The results revealed that
a design based on the maximum exergetic performance coefficient
(EPC) has the lowest entropy generation rate for a given total exergy
output. Wang et al. [14] proposed a new integrated power generation
system driven by an SOFC unit using the Kalina cycle to recover the
waste heat of exhaust from the SOFC–GT cycle. In their study, an exergy
analysis was conducted to identify the sources of thermodynamic inef-
ficiencies in each system component. The results demonstrated that the
largest exergy destruction occurs in the SOFC unit followed by the after-
burner, thewaste heat boiler, and the gas turbine. Kahraman and Cengel
[30] developed a thermodynamic model of a large MSF desalination
plant and analyzed the system from an exergy standpoint. The results
showed that the highest exergy destruction rate occurs in the MSF
unit, and the second law efficiency of the system was 4.2%. Al-
Weshahi et al. [31] carried out a similar study on a 3800 m3/h MSF de-
salination plant and concluded that the exergetic efficiency of the sys-
tem can be improved from 5.8% to 14% by recovering the hot distillate
water from heat recovery stages.

Economic considerations should also be taken into account as this
determines whether or not it makes sense to actually build a cogenera-
tion plant. Thus, the thermodynamics and economics are inexorably
linked and proposed systems must be considered from both points of
view. Only a few studies have approached SOFC–GT systems with this
framework. Cheddie conducted a thermo-economic analysis of an indi-
rectly coupled SOFC–GT system [32]. In their work, the SOFC stack was
proposed to be coupled with an existing GT power plant at full load op-
erating conditions to improve the system performance. The results re-
vealed that the second law efficiency of the system can be improved
from 28.9% for the standard plant to 46.7% for the hybrid system,
while the electricity generation cost can be reduced from 5.46 to
4.54¢ kWh−1 as a result of the coupling. Moreover, a thermo-
economic analysis of a combined power and MSF desalination plant
was presented byHosseini et al. [33]. The economicmodel of the system
was developed based on the Total Revenue Requirement (TRR)method
and the obtained levelized costs (including capital, maintenance, and
operational costs) were used as input data for thermo-economic analy-
sis of the system. They obtained a total exergetic efficiency of 27% and
total capital cost of $115,696,000while the cost rate ofwater production
was determined to be 1.886 $ m−3. Ansari et al. [34] performed a
thermo-economic optimization of a pressurized water reactor power
plant coupled to an MED desalination system with thermo-vapor
compressor (TVC) for simultaneous production of power and fresh
water. The cost of the system product (including the cost of generated
electricity and fresh water) was defined as objective function and min-
imized through genetic algorithm. The results obtained from thermo-
economic optimization showed that the capital investment, the cost of
exergy destruction, the cost of electric power generation and the cost
of fresh water production were respectively reduced by 4.4%, 0.5%,
13.4% and 27.5% compared to the base case system.
Themulti-objective optimizationmethod is an efficient approach for
dealing with conflicting objectives (e.g. cost vs. efficiency) [35,36]. A
multi-objective thermo-economic optimization of an SOFC–GT hybrid
systemwas conducted by Autissier et al. [37] in which different optimal
designs with costs from 2400 $ kW−1 to 6700 $ kW−1 (leading to 44%
and 70% efficiency, respectively) were obtained. A similar study on a
planar SOFC system was also carried out by Palazzi et al.—optimal de-
signs were found with efficiencies ranging from 34% to 44% [38].

Besides the thermal efficiency and the cost of the power generation
system, emission effects of these plants have also been taken into ac-
count in the recent studies. Sayyadi et al. [39] conducted a multi-
objective exergoeconomic and environmental optimization on a bench-
mark cogeneration plant and obtained a Pareto front with cost rates
ranging from 0.83 to 2.7 $s−1 and exergetic efficiencies ranging from
48% to 55%. Raluy et al. [40] analyzed the environmental impacts of var-
ious commercially available desalination technologies integrated with
different energy production systems. The results revealed that the envi-
ronmental load of MSF and MED desalination technologies can be
brought down by 75% when they are properly coupled with hybrid
plant based on a combined cycle. In previous paper of the co-authors
[41], a multi-objective optimization was applied to an SOFC–GT system
where the total cost rate of system, including the social cost of emis-
sions, was considered for a fully optimized system.

Furthermore, a similar approach has also been utilized in recent
multi-objective optimization of desalination systems integrated with
conventional power generation systems. Hosseini et al. [42] conducted
a multi-objective optimization on a combined GT and MSF desalination
plant in which a thermo-environmental objective function and the total
exergetic efficiency of the systemwere taken into account as optimiza-
tion objectives. The results showed that the cost of products and envi-
ronmental cost impact are reduced by 13.4% and 53.4% respectively,
while a 14.8% rise is obtained in total exergetic efficiency. Sanaye and
Asgari [43] also employed a similar method to optimize combined
cycle power plants integrated with an MSF desalination unit. Their
study resulted in a Pareto front with designs leading to total an exergy
destruction ranging from 465 to 484 MWs, while requiring total annual
costs of 192 to 214 million USD per year.

To the authors' knowledge, no thorough exergetic and economic
study has been conducted on an integrated SOFC–GT–MSF system
thus far. Furthermore, the above literature summary reveals that the
published literature rarely includes an environmental (emissions cost)
analysis as part of a multi-objective optimization.

Motivated by this research gap, the present work presents thermal
(energy and exergy), economic, and environmental (emissions cost)
analyses as well as multi-objective optimization for an IRSOFC–GT hy-
brid power generation system coupled to an MSF desalination plant
with brine recirculation. First, the whole system is modeled analytically
and then themulti-objective optimization is performed to achieve opti-
mal design parameters. The considered objective functions are the
exergetic efficiency (to be maximized) and the total cost rate (to be
minimized). The later includes the capital and maintenance cost of the
plant, the fuel cost and cost of the environmental impact. Finally, the
payback period of the system is evaluated to determine the required
time for recovering the investment cost of the plant.
2. System description

A promising alternative for utilizing the waste heat generated by
high temperature fuel cells is integrating these units with thermal desa-
lination systems [19]. Accordingly, a logical configuration for such a hy-
brid system is to produce steam in a heat recovery steam generator by
utilizing the waste heat of the flue gases from the SOFC–GT system;
the steam which is subsequently utilized in the MSF desalination unit.
Fig. 1 illustrates the schematic diagram of an integrated SOFC–GT–MSF
system for simultaneous generation of the electricity and fresh water.
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Fig. 1. Schematic diagram of IRSOFC–GT hybrid cycle coupled to MSF desalination system with brine recirculation.
The power generation cycle (which is fed by natural gas) consists of
an air compressor (AC), a fuel compressor (FC), an internal reforming
solid oxide fuel cell (IRSOFC) stack, a DC/AC inverter, air and fuel
recuperators (REC1 and REC2), a combustion chamber (CC), gas and
power turbines (GT and PT), an electric generator (G), and a heat recov-
ery steam generator (HRSG).

The following is a brief description of power generation cycle flow
diagram shown in Fig. 1: The ambient air enters the cycle at node 1, is
compressed by the air compressor (AC) up to node 2, and then is heated
in the air recuperator (REC1), reaching node 3, after which it enters the
cathode compartment of the SOFC stack. Similarly, natural gas entering
the plant at node 4 is compressed by the fuel compressor (FC), is
preheated in the corresponding recuperator (REC2), and afterwards
proceeds to the desulphurization unit. The sulfur free fuel (node 6),
after being mixed with the anode recirculation stream, enters the
anode compartment of the stack together with the required steam.
The resulting mixed stream undergoes the reforming process leading
to hydrogen-rich products which participate in the electrochemical re-
action taking place within the fuel cell stack. ADC to AC inverter con-
verts the DC power generated by the stack into grid quality electricity.
The electrochemical reaction taking place inside the SOFC stack also
generates thermal energy. A part of this is used to provide the required
heat of the internal reforming reaction, another part is employed to heat
up the cell products and residual reactants, and the remaining amount is
transferred to the environment as a heat loss. High temperature streams
of air leave on the cathode side (node 7). Exhausted fuel, which is the
non-reacted part of the reformed natural gas, exits on the anode side
(node8) and then enters the combustion chamber inwhich the remain-
ing fuel is burnt with excess air. The resulting flue gas (node 9) goes
through the gas turbine (GT) which provides the required power of
the fuel and air compressors. The flue gas subsequently expands
through the power turbine (PT)—generating additional useful work
which leads to further electrical power production. Flue gas leaving
the power turbine (node 11) goes through the air and fuel recuperators.
The remaining thermal energy left over at node 13 is utilized in the heat
recovery steam generator (HRSG) to produce the required saturated
steam of the distillation unit. Eventually, the exhaust gas is discharged
to the atmosphere at node 14.

The MSF desalination portion of the system (with brine recircula-
tion) is also schematically illustrated in Fig. 2. This cycle includes three
main sections: the heat input section (brine heater), the heat recovery
section (HR), and the heat rejection section (HJ). The recovery and re-
jection sections both have a series of stages. Each stage has aflash cham-
ber and a condenser where the vapor is flashed off in the chamber and
later condensed. The flash chamber is separated from the condenser by
a demister, where entrained brine droplets are removed from the flash-
ing vapor.

Themain principles of this type of desalination systemoperation can
be summarized as follows: The intake seawater flows (m· f þm· cw )
through the condenser tubes of the heat rejection sectionwhere its tem-
perature increases to a higher temperature by gaining the latent heat of
the condensing fresh water vapor. At the output of the first rejection
stage, the warm stream of intake seawater splits into two parts: the
cooling seawater stream (m· cw), which is rejected back to the sea and
the feed seawater stream (m· f ), which is mixed in the brine pool of
the last flashing stage in the heat rejection section. The function of the
cooling seawater is to remove the excess heat added to the system by
the saturated motive steam in the brine heater. In the last stage of the
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Fig. 2. Schematic diagram of an MSF desalination system with brine recirculation.
heat rejection section, two flows are extracted from the brine pool,
which includes the blow-down brine and the recycle brine. The blow-
down brine flow (m· b) is rejected to the sea, which controls the salt con-
centration of the cycle. The recycle brine stream (m· r) then enters the
condenser tubes of the last stage of the heat recovery section where
its temperature increases as it flows in the condenser tubes across the
stages by absorbing the latent heat of the condensing fresh water
vapor in each stage. Subsequently, the recycle brine stream passes
through the brine heater tubes where motive saturated steam (m· s) is
condensed on the outside surface of the tubes. This step increases the
temperature of the recycle brine to the desired value known as the
top brine temperature (TBT). The hot brine enters the flashing stages
where a small amount of fresh water vapor is formed by brine flashing
in each stage. This vapor passes through the demister and is condensed
onto the heat exchanger where the cold recycle brine flow passes
through and recovers the latent heat of the fresh water vapor. Finally,
the condensed vapor drips onto a distillate tray and is accumulated
across the stages as the desired distillate product.

3. System analysis

Thermodynamic modeling of the aforementioned cogeneration sys-
tem is presented here on the basis of thermal (energy and exergy), eco-
nomic, and environmental analyses. This section describes these
individually by discussing the salient assumptions and components for
each category.

3.1. Energy analysis

To simplify the analysis procedure, the following assumptions have
been employed while developing the cogeneration system model:

• All gases are treated as ideal gases and gas leakage is negligible.
• All the system components operate under steady state conditions.
• Internal distribution of temperature, pressure, and gas compositions
in each component is uniform.

• Cathode and anode temperatures are assumed to be the same.
• Changes in the kinetic and potential energies of fluid streams are neg-
ligible.

• All system components, except for fuel cell stack and combustion
chamber, are adiabatic.

• The fuel supplied to the system is assumed to be natural gas.
• Subcooling of condensate or superheating of heating motive steam is
negligible in the brine heater.

• Equal flashing and recycle brine temperature changes per stage are
considered.

• In the heat rejection section, the feed seawater is heated to a temper-
ature equal to the brine temperature in the last flashing stage.
• The salt concentration of the intake seawater is constant and the dis-
tillate product is salt free.

• The seawater is an idealmixture of two components (salt andwater—
free of sand, dirt, and biomass).

• Due to environmental issues, the maximum salt concentration of the
blow-down brine is 70,000 ppm.

Using these assumptions throughout our analysis, each system com-
ponent and the corresponding equations can now be developed, as fol-
lows. In this work, MATLAB is used to develop the mathematical model
of the whole system.

3.1.1. The solid oxide fuel cell–gas turbine cycle
The SOFCmodel developed in the presentwork is based on a tubular

design, and the geometric and performance data are obtained fromRefs.
[44,45]. In an SOFC, DC power is generated via electrochemical reac-
tions. Natural gas is reformed inside the anode compartment, producing
hydrogenwhich is oxidized in the SOFC. The basic electrochemical reac-
tions simultaneously occurring inside the SOFC stack are given by:

CH4 þH2O→COþ 3H2 Reformingð Þ ð1Þ

COþH2O→CO2 þ H2 Shiftingð Þ ð2Þ

H2 þ
1
2
O2→H2O Electrochemicalð Þ ð3Þ

Eq. (1) is the methane reforming reaction where methane is re-
formed to hydrogen and carbon monoxide. Eq. (2) is the water–gas
shifting reaction in which the produced carbon monoxide reacts with
water to generate additional hydrogen and carbon dioxide. The meth-
ane reforming and water–gas shift reactions are considered to be at
equilibrium. Finally, the third reaction results in the generation of elec-
tricity andwater in the SOFC stack. The net chemical reaction inside the
cell can be written as:

CH4 þ 2O2→CO2 þ 2H2O ð4Þ

Details of the governing equations for the thermodynamic model of
the SOFC–GT system components (including compressors, SOFC stack,
combustion chamber, gas turbine, power turbine, recuperators, and
the water pump) were described in details in our previous paper [41].

3.1.2. Heat recovery steam generation
In order to integrate the MSF desalination systemwith the SOFC–GT

cycle, a heat recovery steam generator (HSRG) is required to recover
any remaining thermal energy of the high temperature exhaust gases
at node 13 and provide the requiredmotive steam for theMSF desalina-
tion system. The HRSG of the present work includes an economizer and
an evaporator. It should be noted that since the required motive steam



is assumed to be saturated, a superheater section for the HRSG is not
needed.

The temperature difference between water leaving the economizer
(T16,o) and the saturation temperature (Ts) is called the approach
point, and is calculated by:

ΔTap ¼ Ts−T16;o ð5Þ

The pinch point is defined as the minimum difference between the
temperature of the gas at the evaporator entry and the saturation tem-
perature, which can be obtained as follows:

ΔTpp ¼ T14p−T17;i ð6Þ

The energy balance equation for the economizer, the evaporator, and
the HRSG can be expressed as follows:

Q̇ ec ¼ ṁg h14p−h14

� �
¼ ṁs h16;o−h16;i

� �
ð7Þ

Q̇ ev ¼ ṁg h13−h14p

� �
¼ ṁs h17;o−h17;i

� �
ð8Þ

Q̇HRSG ¼ ṁg h13−h14ð Þ ¼ ṁs h17;o−h16;i

� �
ð9Þ

3.1.3. MSF desalination with brine recirculation
Based on an energy analysis, the governing equations for thermody-

namic modeling of the MSF desalination system derived from Ref. [18]
are presented in this section.

The overall mass and salt balance equations for the MSF cycle are
written as:

ṁf ¼ ṁd þ ṁb ð10Þ

Xfṁf ¼ Xbṁb ð11Þ

where the termsṁf,ṁd, andṁb are the correspondingmassflow rates of
feed seawater, distillate product, and blow-down brine respectively,
while X indicates the salt concentration.

The combination of Eqs. (10) and (11) can express the total feed sea-
water flow rate in terms of the distillate product mass flow rate, which
is written as:

ṁf ¼
Xb

Xb−Xf
ṁd ð12Þ

The flashing brine temperature drop per stage (ΔTst) is obtained as
follows:

ΔTst ¼
TBT−Tn

n
ð13Þ

where TBT is top brine temperature, Tn is brine temperature in the last
stage, and n is the number of desalination stages (HR and HJ stages).

The general expression for the flashing brine temperature in ith
stage (Ti) is given by:

Ti ¼ TBT−iΔTst i ¼ 1;2;…;n ð14Þ

Also, the general equation for the recycle brine temperature leaving
the condenser of the ith stage (Tr,i) is calculated as follows:

Tr;i ¼ Tn þ n− jð ÞΔTr− i−1ð ÞΔTr ð15Þ

where j andΔTr are the number of heat rejection stages and the recycle
brine temperature increase per stage, respectively.
The seawater temperature increase per stage in the heat rejection
section (ΔTj) is calculated by:

ΔTj ¼
Tn−Tsw

j
ð16Þ

where Tsw is the intake seawater temperature. Having ΔTj derived, the
general relation for the intake seawater temperature leaving the con-
denser in ith stage of the heat rejection section (Tji) is:

Tji ¼ Tsw þ n−iþ 1ð ÞΔTj ð17Þ

More details on derivation of Eqs. (15) and (17) can be found in [18].
The general formula for themass flow rate of distillate product in the

ith stage (ṁd;i) can be obtained as follows:

ṁd;i ¼ ṁry 1−yð Þi−1 ð18Þ

whereṁr is the recycle brinemass flow rate, and y is the specific ratio of
sensible and latent heats, which is calculated by:

y ¼ cp;rΔTst
λv

ð19Þ

where cp,r and λv are the specific heat at constant pressure of the flash-
ing brine and the specific latent heat of the flashing vapor formed in
each stage. Therefore, summing the values of ṁd;i for all stages, the
total mass flow rate of distillate product (ṁd) is obtained as follows:

ṁd ¼
Xn
i¼1

ṁd;i ¼ ṁr 1− 1−yð Þn� � ð20Þ

Applying the salt balance equation for the last flashing stage, the salt
concentration of the recycle brine stream (Xr) is estimated as follows:

Xr ¼
ṁfXf þ ṁr−

Xn‐1
k¼1

ṁd;k

!
Xn‐1−ṁbXb

ṁr

2
66664

3
77775 ð21Þ

In general, the salt concentration of the flashing brine flow leaving
the ith stage (Xi) can be found by:

Xi ¼
ṁr−

Xi−1

k¼1

ṁd;i

ṁr−
Xi
k¼1

ṁd;i

0
BBBBB@

1
CCCCCAXi−1 ð22Þ

Furthermore,writing the energy balance equation for the brineheat-
er and the whole MSF desalination system, the mass flow rates of re-
quired motive steam (ṁs) and cooling seawater (ṁcw) are obtained as
follows:

ṁs ¼
ṁrcp;r TBT−Tr;1

� �
λs

ð23Þ

ṁcw ¼ ṁsλs−ṁf cp; f Tn−Tswð Þ
cp;cw Tn−Tswð Þ ð24Þ

where λs is the specific latent heat of the motive steam.



The heat transfer surface area of the brine heater (AHB) is calculated
by:

ABH ¼ ṁsλs

UBH � ΔTLMTD;BH
ð25Þ

The heat transfer surface area of the condenser in each stage of the
heat recovery section (AHR,i) is computed as follows:

AHR;i ¼
ṁrcp;r;i Tr;i−Tr;iþ1

� �
UHR;i � ΔTLMTD;HR;i

ð26Þ

Similarly, the heat transfer surface area of the condenser in each
stage of the heat rejection section (AHJ,ji) is given by:

AHJ;ji ¼
ṁf þ ṁcw
� �

cp;r;i T j;i−Tj;iþ1

� �
UHJ;i � ΔTLMTD;HJ;i

i ¼ n− jþ 1;…;n ð27Þ

The termsU andΔTLMTD for the brineheater and the condenser of HR
and HJ sections are determined by a set of comprehensive empirical
equations presented in Ref. [18].

Thus, the specific heat transfer surface area of the MSF desalination
system (sAMSF) is defined as:

sAMSF ¼
ABH þ n− jð ÞAHR;i þ jð ÞAHJ;ji

ṁd
ð28Þ

Finally, the performance ratio of the desalination system (PR) – de-
fined as the ratio of the mass flow rate of produced fresh water to that
of the consumed steam – can be determined as follows:

PR ¼ ṁd

ṁs
ð29Þ

3.1.4. Electrical and thermal efficiencies
Electrical efficiency of the cogeneration system (ηelec) can be defined

as follows:

ηelec ¼
Ẇnet−Ẇpumps

ṁf � LHVf
ð30Þ

where

Ẇnet ¼ ẆSOFC;AC þẆG ð31Þ

ẆSOFC;AC ¼ ηinverter �ẆSOFC;DC ð32Þ

ẆG ¼ ηG �ẆPT ð33Þ

Furthermore, the first law efficiency of the power generation and
HRSG system (ηI) can be expressed by:

ηI ¼
Ẇnet−Ẇpumps þ Q̇HRSG

ṁf � LHVf
ð34Þ

3.2. Exergy analysis

Exergy is defined as themaximumwork that can be obtained from a
given system state to environment conditions. The idea behind using an
exergy analysis is that it enables designers to find the cause and true
magnitude of wastes in the system [46].
Applying the first and second laws of thermodynamics, the steady
state exergy balance equation for a general control volume can be
expressed as follows:

dEcv
dt

¼
X
j

Ė j
Q− ĖW þ

X
i

Ė i−
X
e

Ė e− Ė D ¼ 0 ð35Þ

where Ė i and Ė e are the exergy transfer rate at control volume inlets
and outlets, Ė D is the exergy destruction rate due to irreversibilities.
ĖW is the rate of exergy transfer by work, and Ė Q is the rate of exergy
transfer by heat transfer, respectively.

Assuming no electromagnetic, electric, nuclear, and surface tension
effects, the exergyflow rate of the systemcandivided into two (separate)
parts—physical and chemical exergy [47,48]:

Ė ¼ Ė PH þ Ė CH ð36Þ

The relations required for calculating the physical exergy of incom-
pressible fluids and ideal gases and also chemical exergy of gaseous
mixtures are given in the previous paper of the co-authors [41].

In order to calculate the exergy of seawater, validated specific en-
thalpy and entropy seawater properties are used—as given by the fol-
lowing empirical curve fits [31]:

hsw T;Xð Þ ¼ hw Tð Þ−X a1 þ a2Xþ a3X
2 þ a4X

3 þ a5Tþ a6T
2 þ a7T

3
h

þ a8XTþ a9X
2Tþ a10XT

2
i

ð37Þ

ssw T;Xð Þ ¼ sw Tð Þ‐X b1 þ b2Xþ b3X
2 þ b4X

3 þ b5Tþ b6T
2 þ b7T

3
h

þ b8XTþ b9X
2Tþ b10XT

2
i ð38Þ

where hw and sw are the specific enthalpy and entropy ofwater, while X
is the salinity of seawater (in terms of kg/kg). The constant values in
Eqs. (37) and (38) can be found in Ref. [31].

3.2.1. Exergy destruction rate
By applying the exergy balance equation (Eq. (35)) for each system

component, the exergy destruction rate of each component is obtained.
It should be mentioned that the corresponding equation for the exergy
destruction rate of each component in SOFC–GT cycle (including com-
pressors, SOFC stack, combustion chamber, gas turbine, power turbine,
recuperators, andwater pump)were also presented in detail in our pre-
vious paper [41].

The exergy destruction rate of HRSG andMSF desalination system is
determined as follows:

Ė D;HRSG ¼ Ė 13 þ Ė 16;i

� �
− Ė 14 þ Ė 17;o

� �
ð39Þ

Ė D;MSF ¼ Ė 17;o þ Ė 18

� �
− Ė 16;i þ Ė 21 þ Ė 22 þ Ė 23

� �
þẆpumps ð40Þ

Though, it should be pointed out that the concentrated brine leaving
the MSF unit, from practical point of view, is usually disposed without
being utilized and consequently will not have an exergetic value
[49–51].

3.2.2. Exergetic efficiency
The exergetic efficiency of the power generation cycle with HRSG

can be defined by:

ψSOFC‐GT ¼
Ẇnet þ Ė 17;o− Ė 16;i

� �
ṁf e

CH
f

¼ 1−
Ė D;SOFC‐GT

ṁfe
CH
f

!
ð41Þ



where Ė D;SOFC‐GT is the sum of exergy destruction rate of components in
the SOFC–GT–HRSG cycle, and efCH is the specific chemical exergy of the
fuel (natural gas).

The exergetic efficiency of the MSF desalination system can be
expressed as:

ψMSF ¼
Ė 21 þ Ė 22 þ Ė 23− Ė 18

Ė 17;o− Ė 15

� �
þẆpumps

¼ 1−
Ė D;MSF

Ė 17;o− Ė 15

� �
þẆpumps

2
4

3
5 ð42Þ

The total exergetic efficiency of the cogeneration system is calculat-
ed as:

ψtot ¼
Ė out

Ė in
¼ Ė 21 þ Ė 22 þ Ė 23− Ė 18 þẆnet−Ẇpumps

ṁf e
CH
f

¼ 1−
Ė D;tot

ṁf e
CH
f

 !
ð43Þ

where Ė D;tot is the sum of exergy destruction rate of all the system com-
ponents in the cogeneration system.

3.3. Economic analysis

In the present work, the economic analysis takes into account
both the capital and maintenance costs of the system components
and the operational cost of the plant, which includes the cost of fuel
consumption.

3.3.1. Capital, maintenance, and operational costs
The considered cost functions for all components are given in Table 1

[32,48,51–55]. The capital cost of each component (Zk) is accordingly
determined and the corresponding cost per unit of time ( Ż k) is deter-
mined using the following relation:

Ż k ¼ Zk � CRF�Φ
N� 3600

ð44Þ

where N is the annual operational hours of the system,Φ is themainte-
nance factor, and CRF is the capital recovery factor which is obtained
based on the considered interest rate, and life time of the system [48].
able 1
he cost functions in terms of thermodynamic parameters for the system components
2,48,52–55].

System component Capital cost function

Air compressor ZAC ¼ 39:5�ṁ a
0:9−ηAC

pdc
psuc

� �
ln pdc

psuc

� �
Fuel compressor

ZFC ¼ 91562 ẆFC
445

� �0:67
Combustion chamber

ZCC ¼ 46:08ṁ 7

0:995−p9
p7

� 	
1þ exp 0:018T9−26:4ð Þ½ �

Turbine ZT ¼ ẆT 1318:5‐98:328ln ẆT
� �� �

Generator Zgenerator ¼ 26:18 ẆPT
� �0:95

Recuperator ZREC = 2290(AREC)0.6

SOFC stack ZSOFC = ASOFC(2.96TSOFC − 1907)
Inverter

Zinverter ¼ 105 ẆSOFC;DC
500

� �0:7
Auxiliary devices ZSOFC,aux = 0.1(ZSOFC)
Pump Zpump ¼ 705:48�Ẇpump

0:71 1þ 0:2
1−ηpump

� �
HRSG

ZHRSG ¼ 6570 Q̇ ec
ΔTLMTD;ec

� �0:8
þ Q̇ ev

ΔTLMYD;ev

� �0:8
 �
þ21276ṁw þ 1184:4ṁ1:2

g

Brine heater ZBH ¼ 430� 0:367� Q̇ BH � TTDBH
−0:7

�Δpt
−0:08 � Δps

−0:04

HR/HJ section ZHR=HJ ¼ 430� 1:6� Q̇HR=HJ � ΔTn−0:75

�TTDC
−0:5 � Δpt

−0:1
T
T
[3
Furthermore, the cost rate corresponding to the fuel cost based on the
unit cost of fuel (cf) can be determined as:

Ċ f ¼ cf �
LHV
1000

� 	
� ṁf ð45Þ

3.3.2. The payback period
The payback period is the time required for recovering the capital in-

vestment in a plant by selling the output of the system [48]. The worth
of a plant's investment in the pth year of operation (EC,p) based on the
corresponding capital and operation costs can be determined as:

EC;p ¼
X
k

Zk

 !
1þ ið Þp þ

Xp
m¼1

Ċ f � N� 3600 1þ ið Þp−m ð46Þ

Thevalue of the net income received from selling the generated elec-
tricity and distillate fresh water in the pth year is calculated as:

Ep ¼
Xp
m¼1

Ẇnet−Ẇpumps

� �
� N� celec 1þ ið Þp−m

þ
Xp
m¼1

ṁd �
1
ρw

� N� 3600� cw 1þ ið Þp−m ð47Þ

where celec and cw are the unit cost of electricity and the distillate prod-
uct, respectively. Hence, taking into account the aforementioned equa-
tions and employing the Newton–Raphson method, the payback
period of the plant (p) is obtained.

3.4. Environmental analysis

Increasing environmental concerns necessitates considering the
environmental impacts while designing energy systems. Therefore,
in the present study, the penalty costs of pollutant emissions are
taken into account in the total cost rate of the plant. Carbon monox-
ide (CO), nitrogen oxides (NOx), and carbon dioxide (CO2) are con-
sidered as the main emitted pollutants. Since experimental data
reveals that the amounts of CO and NOx generated in SOFC stack is
negligible [56], the entire CO and NOx emission is assumed to take
place in the combustion chamber.

Accordingly, the amounts of emitted CO and NOx, based on the resi-
dence time in the combustion zone, τ, and the primary zone combustion
temperature, Tpz, can be calculated by [57]:

mCO ¼
0:179� 109 � exp

7800
Tpz

 !

p2τ Δp
p

� �0:5 ð48Þ

mNOx
¼

0:15� 1016 � τ0:5exp
‐71100
Tpz

!

p0:05 Δp
p

� �0:5 ð49Þ

where the emission amounts are given in terms of grams of pollutant
per kg of fuel, and Δp

p indicates the non-dimensional pressure drop in
the combustion chamber. Details for calculation of the τ and Tpz are pre-
sented in [57,58]. It should be noted that the amount of CO2 released
into the atmosphere can be determined based on the combustion equa-
tion in the combustion chamber.



Table 2
List of constraints for system optimization and their range of variation.

Constraints Reason

2 b rp,AC b 16 For typical, commercially available technology
0.6 b ηAC b 0.9 For typical, commercially available technology
0.6 b ηGT b 0.9 For typical, commercially available technology
0.6 b ηPT b 0.9 For typical, commercially available technology
1000 b i b 5000 Minimum and maximum values of cell current density
0.5 b Uf b 0.9 Minimum and maximum values of fuel utilization factor
0.1 b Ua b 0.7 Minimum and maximum values of air utilization factor
2 b S/C b 4 Minimum and maximum values of steam to carbon ratio
10 b ΔTpp b 25 Minimum and maximum values of pinch point temperature

difference
85 b Ts b 125 Minimum and maximum values of inlet motive steam

temperature
15 b n b 30 Minimumandmaximumvalues of number of desalination stages
30 b Tn b 50 Minimum and maximum values of brine temperature in the last

stage
80 b TBT b 110 Minimum and maximum values of top brine temperature
TIT b 1550 K Material temperature limit
TSOFC b 1400 K Material temperature limit
T11 N T12 For driving heat exchange between hot and cold streams in REC 1
T11 N T3 For driving heat exchange between hot and cold streams in REC 1
T12 N T2 For driving heat exchange between hot and cold streams in REC 1
T12 N T6 For driving heat exchange between hot and cold streams in REC 2
T13 N T5 For driving heat exchange between hot and cold streams in REC 2
T14 N 400 K To avoid formation of sulfuric acid in exhaust gases
T13 N T16 For driving heat exchange between hot and cold streams inHRSG
T14p N T16 + ΔTpp For driving heat exchange between hot and cold streams inHRSG
Vv b 8 The maximum allowable vapor velocity
Hb b 0.5 The maximum allowable brine pool height
2 b ΔTstage b 4 Typical range of temperature difference between stages
Xb ≤ 70,000 ppm Environmental limit

Table 3
Input parameters used for simulation of the cogeneration system.

Parameter Value

Gas turbine cycle
Fuel compressor isentropic efficiency (ηFC) 0.82
Recuperator effectiveness (ε) 0.88
Combustion chamber efficiency (ηCC) 0.98
Electric generator efficiency (ηG) 0.95
Pump efficiency (ηpump) 0.83

Solid oxide fuel cell
DC–AC inverter efficiency (ηinverter) 0.95
SOFC heat loss (percent of MWDC) [56] 1.7

Heat recovery steam generator
Inlet HRSG water temperature (K) 298
Approach point temperature difference (K) 15

Multi stage flash desalination system
Intake seawater temperature (K) 303
Intake seawater salt concentration (ppm) 42,000
Rejected brine salt concentration (ppm) 70,000
Outside/inside diameters of the heat recovery
condenser tubes (m)

0.0349/0.0316

Outside/inside diameters of the heat rejection
condenser tubes (m)

0.0285/0.0253

Number of heat rejection stages (j) 3

Pressure losses
Recuperator (%) 4
Fuel cell stack (%) 4
Combustion chamber (%) 5
Desulfurizer (%) 3

Fuel (natural gas) properties [46]
Composition (percent by volume) CH4 (95%), C2H6 (2.5%), CO2 (1%),

N2 (1.5%), sulfur compounds (5 ppmv)
LHV (kJ/kg) 45,100
Specific chemical exergy(kJ/kg) 46,713
Molar weight (kg/kmol) 16.85

Air properties [46]
Composition (percent by volume) N2 (79%), O2 (21%)
Molar weight (kg/kmol) 28.97
4. System optimization

4.1. Definition of the objective functions

In the presentwork, the exergetic efficiency and the total cost rate of
the aforementioned system are the two objective functions used for the
multi-objective optimization procedure. Thementioned objective func-
tions can be expressed using the following relations:

Exergetic efficiency (objective function I)

ψtot ¼
Ė out

Ė in
¼ Ė 21 þ Ė 22 þ Ė 23− Ė 18 þẆnet−Ẇpumps

ṁf e
CH
f

¼ 1−
Ė D;tot

ṁf e
CH
f

 !
ð50Þ

Total cost rate (objective function II)

Ċ tot ¼
X
k

Ż k þ Ċ f þ Ċ env ð51Þ

where

Ċ env ¼ cCOṁCO þ cNOx
ṁNOx

þ cCO2
ṁCO2

ð52Þ

In Eq. (52), ṁNOx , ṁCO, and ṁCO2 are the exhaust mass flow rates of
nitrogen oxides, carbon monoxide, and carbon dioxide, respectively.
The terms cNOx , cCO, and cCO2 are their corresponding damage unit costs.

4.2. Design parameters and constraints

The following design parameters were chosen for optimization of
the cogeneration system: the air compressor pressure ratio (rp,AC), the
isentropic efficiencies of air compressor (ηAC), the power turbine
(ηPT), and the gas turbine (ηGT), current density of SOFC stack (i), utili-
zation factors of fuel (Uf) and air (Ua), steam to carbon ratio (S/C), pinch
point temperature difference (ΔTpp), motive steam inlet temperature
(Ts), number of desalination stages (n), brine temperature in the last
stage (Tn), and top brine temperature (TBT).

The aforementioned design parameters and their range of variation
as well as the system constraints are listed in Table 2.

4.3. Optimization method

4.3.1. Multi-objective optimization
Most engineering problems deal with number of different and often

conflicting objectives which should be satisfied simultaneously. In con-
trast to a single-objective optimization algorithm, a multi-objective op-
timization problem does not necessarily produce a unique optimal
solution. To achieve the optimal solution, there are trade-offs between
objectives. In these types of problems, the interaction of multiple objec-
tives results in a set of non-dominated solutions, called the Pareto front,
which provides a decision-maker more flexibility to choose a suitable
alternative. There are numerous methods to carry out multi-objective
optimization and achieve the set of optimal solutions. Evolutionary al-
gorithms, are naturally suited for these types of problems, and have
been widely used for dealing with multi-objective optimization. Ac-
cordingly, in this article a multi-objective genetic algorithm (MOGA)
has been utilized in order to achieve the optimal solutions.

4.3.2. Genetic algorithm
Genetic algorithm (GA) is a heuristic numerical search algorithm

motivated by biological evolution—first presented by Holland [59]. De-
tailed discussions about gas are given in Refs. [59] and [60]. Being a heu-
ristic algorithm, the main advantage of a GA in comparison with



Table 4
Comparison of the computed values of system performance parameters obtained from
modeling the MSF desalination system with the values reported in Ref. [69].

Parameter Unit Modeling Reported Difference (%)

Thermal performance ratio (PR) – 6.63 6.7 1.04
Specific heat transfer area (sAMSF) m2/(kg/s) 303.4 306.2 0.91
Cooling seawater mass flow rate
(ṁCW)

kg/s 5.61 5.55 1.08

Table 5
Tuning parameters in the optimization program.

Tuning parameters Value

Population size 300
Maximum number of generations 200
Minimum function tolerance 10−5

Probability of crossover 90%
Probability of mutation 1%
Number of crossover point 2
Selection process Tournamen
Tournament size 2
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Fig. 3. Ambient temperature variations in Bandar Abbas, Iran, over a year [64].
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al gradient based methods, is its capability of evading the local
optimums and its ability to handle highly non-linear, complex systems.

In genetic algorithm terminology, a solution vector, x, belonging to
the set of solutions is called an individual or a chromosome. Chromo-
somes are constructed from discrete units called genes, each of which
controls one or more features of the chromosome [61–63]. A group of
chromosomes is called population.

In a GA optimization, three different functions including selection,
crossover and mutation are employed. In a population, the individuals
are chosen based on their fitness. A higher fitness individual has a higher
chance of being chosen for reproduction. In a crossover operator, two
chromosomes, which are called parents, are combined in order to pro-
duce new chromosomes, called offspring. Due to the fact that individuals
with higher fitness have more possibility for being selected and to pro-
duce offspring, the new population will obtain better genes and conse-
quently a higher fitness. Therefore, employing a crossover operator in
numerous iterations results in convergence to an optimal solution. The
mutation function,which is an operator applied at the genes level, gener-
ates random changes in properties of chromosomes. Since the mutation
rate is low and depends on the length of the chromosome,mutated chro-
mosomes will not be much different from the preceding ones. Hence,
crossover enhances convergence by making the chromosomes in the
population similar, while the mutation operator reintroduces genetic di-
versity in the population and assists to evade the local optima [63]. In the
present work, the multi-objective GA in MATLAB® optimization toolbox
has been used to optimize the objective functions presented in Eqs. (50)
and (51). The tuning parameters chosen for our genetic algorithm opti-
mization procedure are tabulated in Table 5.

5. Case study

The aforementioned modeling and optimization approach are ap-
plied to find optimal designs for an IRSOFC–GT hybrid cycle coupled to
anMSF desalination systemwith brine recirculation. This system is pro-
posed to be installed in Bandar Abbas, a coastal city in the south of Iran,
which has faced an acute shortage of fresh water recently. The required
power output of the plant is 2 MWand a heat recovery steamgenerator
is utilized to produce the required motive steam for the MSF desalina-
tion unit via recovering the extra heat of the flue gas. The input param-
eters listed in Table 3 are taken into consideration for simulation of the
cogeneration system. Fig. 3 illustrates the profile of the minimum and
maximum ambient temperatures over a year in Bandar Abbas [64]. It
should be noted that considering the fact that the water experiences
negligible fluctuations, a constant sea water temperature has been con-
sidered in the present study.
t

Working fluid properties are derived from the JANAF Thermody-
namic Tables [65].

The corresponding unit costs of generated electricity (celec), distillate
product (cw), and the fuel (cf) are considered to be 0.06 USD/kWh,
1.56 USD/m3, and 0.004 USD/MJ (0.12 USD/m3), respectively [41,42].
Moreover, the unit damage costs associated with CO (cco), NOx(cNOx ),
and CO2 (cCO2 ) are considered to be 0.02086 USD/kg CO, 6.853 USD/kg
NOx, and 0.0224 USD/kg CO2, respectively [66,67].

To determine the CRF, the lifetime of the plant (n), the maintenance
factor (Φ), and the annual interest rate (i) are considered to be 15 years,
1.06, and 14% [68], respectively. The operational hours per year of the
cogeneration system (N) is assumed to be 8040 h.
6. Results and discussion

6.1. Model verification

Details about verification of the IRSOFC–GT hybrid cycle were pre-
sented in detail in the previous paper of co-authors [41]. In order to val-
idate the developed model for the desalination system, the main
performance parameters of the MSF system – including the thermal
performance ratio (PR), the specific heat transfer area (sAMSF), and the
cooling seawater mass flow rate (ṁCW) – obtained from the developed
model are compared with the corresponding values given in Ref. [69].
As shown in Table 4, themean difference was less than 1.1%, which ver-
ifies sufficient accuracy of the developed simulation code to model the
thermal performance of the MSF desalination system.
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6.2. Optimization results

By applying the multi-objective optimization procedure, the Pareto
optimal solutions – presented in Fig. 4 – is achieved. The previously
Table 6
The optimal values of system design parameters obtained from the three methods of
optimization.

Design
parameters

Exergetic
optimization
(objective
function I)

Economic
optimization
(objective
function II)

Multi-objective
optimization
(objective
functions I and II)

rp,AC 9.7 7.7 9.1
ηAC (%) 88.1 81.1 84.7
ηGT (%) 86.3 79.1 83.8
ηPT (%) 88.9 81.9 85.6
i (A/m2) 2491.3 2820.4 2681.7
Uf 0.85 0.78 0.81
Ua 0.30 0.23 0.26
S/C 2.39 2.63 2.48
ΔTpp (K) 18.6 23.9 20.3
Ts (°C) 119.3 112.7 116.1
n 27 21 24
Tn 42.4 44.6 43.3
TBT 102.1 108.6 105.6

Table 7
Stream data of the cogeneration plant at the final optimal design point derived from the
TOPSIS decision-making method.

Stream Pressure
(bar)

Temperature
(K)

Mass flow rate
(kg/s)

Specific exergy
(kJ/kg)

Exergy flow
rate (kW)

1 1 299.15 1.3624 0 0
2 9.1 611.01 1.3624 293.99 400.54
3 8.74 1000.73 1.3624 565.4 770.31
4 1 299.15 0.0693 0 0
5 9.1 546.06 0.0693 551.81 38.24
6 8.46 731.538 0.0693 48,886 3387.8
7 8.39 1197.73 1.1449 760.28 870.44
8 8.12 1197.73 0.3834 3983.57 1527.32
9 7.84 1424.5 1.5277 1059.5 1618.6
10 4.75 1275.96 1.5277 914.58 1397.2
11 1.93 1091.56 1.5277 623.87 953.1
12 1.85 819.61 1.5277 343.92 525.41
13 1.78 798.35 1.5277 321.29 490.84
14 1.71 402.61 1.5277 67.19 102.64
15 1.68 363.59 0.3364 25.42 8.55
16,i 1.84 363.59 0.3364 25.42 8.55
17,o 1.75 389.25 0.3364 560.11 188.42
18 1 303 13.39 0 0
19 2.35 303 13.39 0 0
20 0.11 314.2 2.96 0.845 2.5
21 1 307.4 2.96 0.845 2.5
22 0.11 316.45 4.4 1.12 4.91
23 1.65 316.45 5.99 1.15 6.9
mentioned conflict between the considered objective functions is evi-
dent in this diagram. Each point on the Pareto curve in Fig. 4 shows
the possible optimal solutions which satisfy the objectives at an accept-
able level without being dominated by any other solution. Among the
designs which can result in a specific exergetic efficiency, the chosen
point in the Pareto front is the one leading to the lowest possible total
cost rate. That is, for any specific total cost rate, the chosen point of
Pareto front demonstrates the design with the highest possible
exergetic efficiency. Fig. 4 shows that although it is possible to increase
exergetic efficiency of the systemup to about 44%, this leads to increases
in the total cost rate. For example, raising it from 44% to 46.5% results in
a moderate increment in the cost rate, but increasing to values higher
than 46.5% leads to a severe increase in the total cost rate of the plant.
Thus, optimizing the systemby only considering the exergetic efficiency
as the objective function, leads to the selection of design point A with
the highest exergetic efficiency (47.16%) in which has the highest
total cost rate (0.05717 USD/s). In contrast, taking into account the
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Fig. 6.Exergy destruction rate in various components of the cogeneration system(in terms
of kW) at optimal points obtained from three methods of optimization.



Table 8
Capital costs (in terms ofMUSD) of various components in cogeneration systemat optimal
points obtained from the three methods of optimization.

Component Exergetic
optimization
(objective function I)

Economic
optimization
(objective function II)

Multi-objective
optimization (objective
functions I and II)

AC 0.0214 0.0171 0.0185
FC 0.0199 0.0161 0.0173
GT 0.3556 0.2860 0.3011
PT 0.3974 0.3121 0.3286
REC 1 0.0011 0.00090 0.00095
REC 2 0.000296 0.000230 0.000243
SOFC stack 2.0128 1.5679 1.6507
CC 0.0055 0.0044 0.0046
Inverter 0.3225 0.2641 0.2779
Generator 0.0099 0.0082 0.0087
Auxiliary 0.2013 0.1568 0.1651
HRSG 0.0464 0.0411 0.0442
MSF 0.3957 0.3620 0.3733
Pumps 0.0246 0. 0216 0. 0235
total cost rate as the only objective function, design point B might be
selected which leads to the minimum value of the total cost rate
(0.04442 USD/s), but also the lowest exergetic efficiency is (41.16%).

As was previously mentioned, all of the achieved points on Pareto
front obtained by a multi-objective optimization procedure can be cho-
sen as the optimal design of the system. However, just one optimal de-
sign should be chosen. The final optimal point is chosen depending on
the priority of each objective for the decision-maker. Numerous ap-
proaches for choosing the final optimum design point from the Pareto
front are possible. Owing to the fact that the objectives in most of
the multi-objective optimization problems have different dimensions
(e.g. the total cost rate is expressed in terms of US dollar per unit of
time while the exergetic efficiency has no dimension), the values of
Table 9
Performance results of the cogeneration system at optimal points obtained from the three met

Parameter Exergetic optimization
(objective function I)

SOFC–GT cycle
Cell voltage (V) 0.670
SOFC temperature (K) 1068.2
GT inlet temperature (K) 1325.3
CO2 emission (kg/year) 5.563 × 106

CO emission (kg/year) 5.361 × 103

NOx emission (kg/year) 133.632
Social cost of air pollution (MUSD/year) 0.1256
Net electrical power output from PT (kW) 394.6
Net electrical power output from SOFC (kW) 1740.1
Waste heat recovery at HRSG (kW) 767.4
Exergetic efficiency (%) 58.86

MSF system
Desalination capacity (m3/day) 274.35
Income from selling fresh water (USD/year) 154,074.9
Total steam consumption (kg/s) 0.3378
Feed seawater (kg/s) 7.94
Cooling seawater (kg/s) 6.43

Parameter Single-objective optimiza
(objective function I)

Intake seawater (kg/s) 14.37
Recycle brine (kg/s) 31.17
Blow-down brine (kg/s) 4.76
Desalination length (m) 56.712
Pumping power consumption (kW) 49.88
Specific area (m2/(kg/s)) 308.772
Performance ratio 9.4
Exergetic efficiency (%) 3.61
Electrical efficiency (%) 62.12
1st law efficiency of the power generation system (%) 84.11
Total exergetic efficiency (%) 47.16
Total annual cost (MUSD) 4.5573
objective functions should first be non-dimensionalized. The non-
dimensionalizationmethod utilized in the present work is the Euclidian
technique which was utilized in Ref. [70]. Details of this approach can
also be found in Ref. [71]. After applying this method, all the non-
dominated optimal solutions are converted to a non-dimensional form.

After applying Euclidian non-dimensionalization, a TOPSIS (Tech-
nique for Order Preference by Similarity to an Ideal Solution) decision-
making process was employed. In this method, deviation of each
solution from the ideal and non-ideal points (illustrated in Fig. 5) is
evaluated. The solution with minimum distance from the ideal point
and maximum distance from the non-ideal solution is then selected as
the final optimal point. The details of this selection algorithm are
given in [72,73]. The final optimal design point chosen by TOPSIS
decision-making approach, which is demonstrated in Fig. 5, results in
the exergetic efficiency of 46.71% with a total cost rate of 0.04619 US/s.
Table 6 demonstrates the values of optimal design parameters
determined by the single-objective and multi-objective optimization
methods. The thermodynamic properties and exergy flow rates of the
various streams of the final optimal design point are listed in Table 7.

In order to demonstrate the locationswhere the exergy losses occur,
the exergy destruction rate of each component is given in Fig. 6. These
values are obtained at different optimal points achieved by the three
methods of optimization including the two single-objectives along
with the multi-objective optimization. According to this figure, the
highest exergy destruction rate takes place in the SOFC stack
(451.16 kW, 514.01 kWand 479.51 kW for the single-objective optimi-
zations considering objective function I and II and multi-objective opti-
mization, respectively). The next highest exergy destruction rates take
place at the combustion chamber, the MSF desalination system, HRSG,
and the air compressor. It should be pointed out that, as was also previ-
ously mentioned, the practical utility of performing the exergy analysis
is determining the location and true magnitude of waste due to
hods of optimization.

Economic optimization
(objective function II)

Multi-objective optimization
(objective functions I and II)

0.626 0.659
1206.3 1149.4
1482.6 1424.5
6.013 × 106 5.658 × 106

5.897 × 103 5.459 × 103

149.555 137.823
0.1358 0.1278
341.2 389.1
1589.2 1718.3
692.1 744.5
51.29 58.34

228.66 255.79
128,415.5 143,651.7
0.3350 0.3364
6.62 7.40
5.58 5.99

tion Single-objective optimization
(objective function II)

Multi-objective optimization
(objective functions I and II)

12.20 13.39
24.18 27.84
3.97 4.44
60.336 58.992
41.32 46.53
271.182 275.538
7.9 8.8
3.05 3.49
53.73 60.73
73.06 82.12
41.16 46.71
3.5858 3.7587



Table 10
Sensitivity analysis of the change in the numerical values of optimal design parameters for
the cogeneration system with variations in fuel unit cost.

Change in the values of
design parameters

Variation in fuel unit cost

−50% −25% +25% +50%

Δrp;AC
rp;AC

−8.86% −4.81% +5.47% +8.45%
ΔηAC
ηAC

−0.29% −0.16% +0.19% +0.36%
ΔηGT
ηGT

−0.51% −0.27% +0.32% +0.54%
ΔηPT
ηPT

−0.42% −0.19% +0.34% +0.53%
Δi
i

+5.23% +2.35% −3.57% −6.88%
ΔU f
U f

−3.95% −2.39% +2.63% +4.45%
ΔUa
Ua

−4.29% −2.20% +2.45% +4.22%
Δ S=Cð Þ
S=Cð Þ +4.66% +2.29% −2.43% −5.04%

Δ ΔTppð Þ
ΔTpp

+9.02% +5.59% −4.14% −8.64%

ΔTs
Ts

−7.85% −4.27% +3.94% +7.73%
Δn
n −8.33% −4.17% +4.17% +8.33%
ΔTn
Tn

+2.71% +1.17% −1.36% −2.94%
Δ TBTð Þ
TBT

+6.82% +3.77% −3.39% −6.54%
thermodynamic irreversibilities and inefficiencies. Such information
can be useful to show the room for improvement in the plant and to
identify the specific components which correspond to the highest
amount of loss.

The required capital costs of system components at the obtained
optimal points are shown in Table 8. As anticipated, the SOFC
stack requires the highest capital investment (2.0128, 1.5679 and
1.6507 MUSD for single-objective I, II, andmulti-objective optimization,
respectively), while the next highest capital costs can be attributed to
the MSF desalination unit, the power turbine, the gas turbine, and the
inverter.

Furthermore, the results related to the performance of the cogenera-
tion system at optimal points obtained from aforementioned optimiza-
tion approaches are indicted in Table 9. By employing the multi-
objective procedure, a trade-off between the thermodynamic efficiency
and the cost of the system is obtained resulting in an exergetic efficiency
of 46.71%.

Furthermore, it should be noted that the magnitude of exergetic ef-
ficiency of theMSF plant is quite low, which reveals its high irreversibil-
ities (only 3.61%, 3.05%, and 3.49% for single-objectives I, II, and multi-
objective optimization, respectively). This value is very close to the
exergetic efficiency presented in Refs. [30,33,74,75] which were found
for similar plants.

Additionally, the effect of changing the fuel unit cost on the values of
optimal design parameters is reported in Table 10. According to this
table, increasing the fuel unit cost makes a shift in the optimal design
parameters toward more thermodynamically efficient designs. More-
over, the effect of variation in unit damage cost associated with CO,
NOx, and CO2 on the total cost and payback period of the system is pre-
sented in Table 11. As shown in this table, as the unit damage cost of
emissions increases, the total cost and payback period of the system in-
creases, but this rise is not significant due to the fact that SOFCs have
low emissions and high capital cost relative to conventional power
plants.
Table 11
Optimal values of total cost and payback period of themodeled system under various tariff
of unit damage cost of emission.

Variation in unit damage cost Change in total cost Change in payback period

−50% −1.59% −1.94%
−25% −0.84% −1.01%
+25% +0.87% +1.03%
+50% +1.63% +1.99%
Finally, the payback period of the cogeneration system is estimated
to be 8.93 years. Therefore, the initial investment of the installation of
the cogeneration plant can be compensated in less than 9 years consid-
ering the net income which is received from selling the generated
power and distillate fresh water. It should be noted that in spite of the
relatively long payback period, SOFC systems have seen a trend of de-
creasing cost and increasing lifetimes [20]. While this technology is fea-
sible today, it is estimated to be very promising in the near future. It
should also be noted that due to the relatively high capital cost of com-
ponents of the plant (specifically the SOFC stack) most of the plant's
benefit is obtained from selling electricity—the fresh water price has a
only marginal effect on the payback period of the system.

7. Conclusions

In the present work, an IRSOFC–GT hybrid cycle coupled to an MSF
desalination systemwithbrine recirculationwasmodeled. Themodeled
systemwas optimized using a multi-objective genetic algorithmwhere
the total cost rate and exergetic efficiency of the plant were considered
as the objectives. A set of optimal values of design parameters of the
plant is consequently achieved and a final optimal solution has been
chosen, employing a specific selection method. Comparing the results
obtained from multi-objective optimization and the optimization pro-
cedures considering single function I (the exergetic efficiency) or II
(the total cost rate) demonstrated the importance of using multi-
objective system optimization in this type of design. The results showed
that in the multi-objective optimization, besides preserving high
exergetic efficiency, the total cost of the system is also minimized.

Moreover, the optimization results demonstrated that theMSF desa-
lination system is highly irreversible with exergetic efficiency ranging
from 3.05 to 3.61% (in all three methods), which dramatically reduces
the overall exergetic efficiency of the cogeneration system.

To have a good insight into the modeled cogeneration system per-
formance, a sensitivity analysis was carried out to investigate the effect
of variation of fuel unit cost on the achieved optimal design parameters.
Finally, it was determined that the initial investment and the associated
operational costs are paid back from selling the power output and distil-
late freshwater in 8.93 years. Despite the relatively long payback period
of the proposed configuration, SOFC systems have seen a trend of de-
creasing cost and increasing lifetimes. Thus,while this technology is fea-
sible today, it is estimated to be very promising in the near future.
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