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Freeplay-induced Limit Cycle Oscillations in a T-tail:

Numerical Modeling and Experimental Validation

Sebastiano Fichera∗

Sergio Ricci†

Politecnico di Milano, Dipartimento di Scienze e Tecnologie Aerospaziali, via La Masa 34, 20156 Milano, Italy

To investigate the effect of control surface freeplay, an aeroelastic wind tunnel model

of a T-tail with freeplay in the control chain was developed. The T-tail rig presents a

conventional vertical fin represented only by its main structural component: the main

spar. No aerodynamic sectors have been used to reproduce the aerodynamic contribution

of a horizontal tail. This was chosen because of the limited size of the wind tunnel chamber.

Two numerical models were developed: the first one describes the dynamics of the tail by

a state-space system with nonlinearity represented as a lumped element in the actuator

feedback loop; and the second is described by the High Order Harmonic Balance (HOHB)

approach where the response of the nonlinear system is approximated with a periodic

signal.

The two approaches are then validated against experimental measurements collected

during a wind tunnel testing. The results of this validation process as well the numerical

and experimental approaches adopted are reported in this paper.

Keywords: freeplay, T-tail, flutter, LCO, high order harmonic balance.

Nomenclature

∆ Fourier coefficients of the rudder rotation

δ rudder rotation

δfr semi-amplitude of the freeplay gap

δM motor-fork assembly rotation
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q dynamic pressure, pa

Aa, Ba, Ca, D0, D1, D2 aerodynamic state-space matrices

fa vector of Generalized unsteady Aerodynamic Forces (GAFs)

fm vector representing the external force

Ham generalized aerodynamic forces frequency response matrix

Ms, Cs, Ks generalized mass, damping, stiffness structural matrices

q structural states

xa aerodynamic states

ω angular velocity of the motor shaft

Φ Fourier matrix

B motor friction torque

c reference chord, m

F Fourier coefficients of the nonlinear force

f exchanged torque/nonlinear force

i phase currents, A

Jf inertia moments of the connected fork

Jm motor moment of inertia

k reduced frequency, ωc/2V∞

Ke rotor speed constant

Kt motor torque constant

Kδ penalty gain proportional to rotation

Kδ̇ penalty gain proportional to angular velocity

L inductance of a phase winding, H

p nondimensional Laplace variable, sc/2V∞

Q Fourier coefficients of the structural states

R resistance of a phase winding, Ω

s Lapalce variable

V∞ asymptotic velocity, m/s

Xa Fourier coefficients of the aerodynamic states

I. Introduction

The research on nonlinear aeroelasticity and, in particular, on control surface freeplay, is motivated by the

significant number of cases known in the literature of aircraft that have experienced Limit Cycle Oscillations
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(LCO) caused by this phenomenon (see Dowell et al1). It is important to be able to accurately map the

dynamics of the system under investigation to distinguish between LCO, chaotic motion and the flutter

region. Although LCO is not as catastrophic to aircraft as flutter, it limits the operation regime of aircraft

and may lead to structural problems, including high levels of vibrations and fatigue. Freeplay nonlinearities

usually occur in control surface linkages or hinges in which the surface will not move until the magnitude of

the input exceeds a certain value. In fact, freeplay in the control chains may arise as a result of many factors

including wear on parts during the aircraft’s life. An interesting summary of the occurrence of aeroelastic

control surface LCOs caused by freeplay on Airbus aircraft is investigated by Croft.2 A complete survey on

nonlinear aeroelasticity can be found primarily in Tang and Dowell3 and in the more recent work of Dowell

et al.4

Woolston et al.5 investigated nonlinearities in structural stiffness and control surface linkages. They

created several models with freeplay, hysteresis, cubic-hardening and cubic-softening nonlinearities in the

torsion mode. For general wing motion, they observed that the flutter velocity decreased as the initial

disturbance increased and that the stability of the system was highly dependent on the magnitude of the

initial condition. They also noted that a cubic-hardening nonlinearity caused LCOs above the open-loop

flutter velocity and that a cubic-softening spring caused LCOs at airspeeds below the linear flutter velocity.

Tang and Dowell6 introduced a freeplay nonlinearity in the torsion stiffness of the flap of a 3 dof airfoil

and examined the nonlinear aeroelastic response. For various initial conditions, they created maps of the

system response to describe the location of periodic limit cycles, chaotic motion, and divergent motion. They

concluded that limit cycle motion is dependent on the freestream velocity, initial pitch condition, magnitude

of the freeplay nonlinearity and initial conditions.

To investigate LCO phenomena in more depth from the viewpoint of efficient numerical modeling and a

possible active control implementation, a numerical-experimental research activity started at the Department

of Aerospace Science and Technology of Politecnico di Milano three years ago where a dedicated wind tunnel

model of a T-tail equipped with a rudder and control system was designed, manufactured and tested. This

study summarizes the results of this research and is organized as follows: section II describes the details of

the wind tunnel model and control chain especially designed for this research; sections III and IV describe

the finite element model and the development of state-space aeroservoelastic system, respectively; sections

V and VI describe the two numerical approaches adopted here to model the LCO (i.e., the Nonlinear Time

Marching Model and the High Order Harmonic Balance approximation (HOHB)); section VII reports a

comparison between the numerical and experimental results, while section VIII draws the conclusions of the

study.
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II. T-tail Experimental Model

The T-tail unit considered in this study, depicted in Figure 2, is one of the so-called X-DIA, a 1 : 10

aeroelastic wind tunnel model representative of a non-conventional three-surface regional jet (called the

Target Aircraft), which has been intensively investigated in the last few years at the Department of Aerospace

Science and Technology, Politecnico di Milano DAST-POLIMI (see7,8, 9). The rudder was chosen because

it is expected to be an aerodynamic surface that operates for a large portion of its life with null loading, a

condition where the effects of freeplay may become more evident. The basic elements of the rudder control

chain are shown in the block scheme in Figure 1. Two different angular position sensors are included, one

upstream and one downstream of the freeplay; both investigate the actual system response and compute the

error with respect to the required angular position.

Actuator
(brushless motor)

Sensor 1
(encoder)

command chain

Control surface
(rudder)

Nonlinearity

Sensor 2
(encoder)

Figure 1: Control chain

The T-tail experimental model was built to scale to keep the same Froude number of the Target Aircraft

(i.e., the reference regional aircraft considered during the initial aircraft design). The elements that compose

the wind tunnel model are shown in Figure 2. The core is composed of dynamically-scaled spars, which are

inserted in a series of sectors made of Styrofoam covered by carbon fiber skins. The fin structure is made of

an aluminum alloy beam that is covered by five aerodynamic sectors that are used to define the airfoil shape.

Table 1 summarizes the geometric characteristics of the T-tail. The experiments of this study were conducted

at the Politecnico di Milano in the low-speed closed-return wind tunnel of the Aerodynamics Laboratory in

the Aerospace Science and Technology Department (PSWT). The wind tunnel has a rectangular test section

1.5 m by 1 m, a maximum wind velocity of 55 m/s and a freestream turbulence level of less than 0.1%.

Because the size of the test chamber is limited, and the contribution of the horizontal tail to the freeplay

LCO is expected to be low, the horizontal tail plane considered in the preliminary design was reduced to

keep the same dynamic contribution but neglect the aerodynamic one. Consequently, the aluminum alloy

spars of the horizontal tail were not covered by the aerodynamic sectors, and ballast had to be added to

obtain the correct inertial properties (see Figure 2a). This is typical for these types of experiments when a

complete model will not fit into the wind tunnel, see.10,11 The span of the horizontal tail was set to 2/3 of

the test section width.
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main �n

ballast masses

rudder

freeplay mechanism

actuator

reduced horizontal spars

(a) Model rendering

(b) Model in the wind tunnel (c) Half rudder

Figure 2: T-tail aeroelastically scaled wind tunnel model.
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To have a variable amplitude freeplay, the mechanism shown in Figure 3 was introduced into the control

chain between the actuator and the rudder. This mechanism is composed of a rigid linkage connected to the

rudder that ends with a pin that is slipped into a fork connected to the gear of the electric motor that is used

to actuate the control surface. The connecting fork mechanism allows the behavior of the control surface to

range from having no freeplay up to ±10 degrees by changing the position of the electric motor with respect

to the rudder hinge axis, the hole where the pin is screwed and, at last, the shape of the fork. This design

solution allows an increase in the amount of freeplay gap with a resolution of 0.5 degs. The angular position

of the motor-fork assembly is defined by a PID controller using an angular encoder embedded into the motor

for feedback. The rudder surface was cut in the middle along the span, the portion near the root was fixed

to the main fin and the tip was left moveable, as shown in Figure 2c. This design was chosen because it

increases the unsteady nature of the rudder.

A. Measurements, Data Acquisition and Control

The rotation of the rudder is measured by an incremental encoder connected to the rudder hinge axis at

the fin root. A second encoder is used to measure the rotation of the motor-fork assembly. Three uniaxial

accelerometers were placed at the center, at the leading and at the trailing edge of the fin tip. A triaxial

accelerometer was also placed at the tip of the reduced horizontal tail plane. All data acquisition and

system control was implemented using the RealTime Application Interface (RTAI),12 an open-source real-

time operating system developed at Politecnico di Milano.

Table 1: T-tail specifications.

Characteristic Notation Units Fin

Airfoil NACA 0015

Span b m 0.405

Area S m2 0.212

Root Chord Cr m 0.593

Tip Chord Ce m 0.452

Mean Aerodynamic Chord cma m 0.526

Aspect Ratio λ 0.774

Sweep Angle Λ deg 36.750

Taper r 0.762

Rudder Root Chord Crt m 0.165

Rudder Tip Chord Cet m 0.125
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Figure 3: Kinematic chain designed in order to achive a variable amplitude freeplay system.

III. Finite Element Model

The bases for the numerical models developed hereafter are the structural Finite Element (FE) model

and the aerodynamic Doublet Lattice Model (DLM) in MSC.Nastran. A preliminary modal test on the

experimental model was used to identify the natural frequencies of the system and to update the numerical

model accordingly. The cross MAC matrix in Figure 4a, shows a high level of correlation (higher than .85)

for the first six modes, except for the third one that does not find a corresponding numerical value. The

comparison of the first numerical with the experimental mode shapes is depicted in Figure 4b. Table 2 shows

a comparison between the numerical and experimental natural frequencies; an error near 0.2% for the first

four modes is found but increases up to 15% for the fifth.
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Table 2: T-tail Frequencies and Mode shapes.

Numerical model Experimental model

Mode Shape Frequency Mode Shape Frequency

[Hz] [Hz]

1 - 1st Fin Torsion Mode 9.36 1 - 1st Fin Torsion Mode 9.37

2 - 1st Fin Bending Mode 11.63 2 - 1st Fin Bending Mode 11.61

- - 3 - 1st Ballast Dummy Mode 12.42

3 - 1st Tailplane Bending Mode 13.07 4 - 1st Tailplane Bending Mode 13.08

4 - 1st Tailplane In-Plane Mode 18.18 5 - 1st Tailplane In-Plane Mode 18.17

5 - 2nd Fin Bending Mode 23.22 6 - 2nd Fin Bending Mode 19.90

- - 7 - 2nd Ballast Dummy Mode 28.64

- - 8 - 3rd Ballast Dummy Mode 30.94

- - 9 - 4rd Ballast Dummy Mode 36.39

6 - 1st Fin In-Plane Mode 36.80 - -

7 - 1st Tailplane Torsion Mode 38.45 10 - 1st Tailplane Torsion Mode 38.42

IV. State-Space Aeroelastic System

The aeroelastic system is described in Eq. 1:

Msq̈ + Csq̇ + Ksq = qfa + fm (1)

where Ms, Cs and Ks are the mass, damping and stiffness structural matrices, respectively; fa is the vector

of Generalized unsteady Aerodynamic Forces (GAFs); and fm represents the external force. The dimension

of the generalized model that indicates the number of modes retained is m. The GAFs are computed in the

reduced-frequency k domain by using the classical Doublet Lattice Method (DLM), which is:

fa = Ham(k,M∞)q. (2)

The model of Eq. 2 can be fitted into a state-space system by using the classical Roger’s expansion,13

where ma is the number of reduced aerodynamic modes

Ham(p) ' D0 + D1p+ D2p
2 +

N∑
i=1

p

p− βi
Ei (3)
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and p = sc
2V∞

is the non-dimensional Laplace variable. This expression can be easily transformed into a

classical state-space time-domain system:

(
c

2V∞
)ẋa = Aaxa + Baq

fa = Caxa + D0q + (
c

2V∞
)D1q̇ + (

c

2V∞
)2D2q̈

(4)

and finally the aeroelastic system can be rewritten in the following form:


I 0 0

0 (Ms − q( c
2V∞

)2D2) 0

0 0 I




q̇

q̈

ẋa


=


0 I 0

−(Ks − qD0) −(Cs − q( c
2V∞

)D1) qCa

( 2V∞
c )Ba 0 ( 2V∞

c )Aa




q

q̇

xa


+


0

Bs

0


{
fm

}
.

(5)

The procedure described above is implemented using the in-house software MASST14 that is able to

generate a Reduced Order Model (ROM) in the time domain after it is supplied with the structural and

aerodynamic matrices for the reduced frequency, as calculated with MSC.Nastran. The resulting ROM used

for the development of the numerical model hereafter is composed of a rigid mode, the rudder control mode

and additional 9 elastic modes (m = 10); these modes consist of the first and second fin torsion and bending

modes, the first tailplane bending mode, the in-plane and torsion modes, the first and last fin in-plane mode,

and the first ballast mode. These modes were chosen to yield a representative basis of the aeroelastic model

in the frequency range of interest.
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Figure 5: V-g V-f diagrams.
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The aeroelastic behavior of the model is shown in the numerical V − g-V − f flutter diagrams computed

with the free surface (see Figure 5). The first (11.63 Hz) and the second (23.22Hz) fin bending modes cross

the zero damping line, respectively, at 47m/s and 78m/s.

V. Nonlinear Time Marching Approach

SS2

SS1

Fork
+

Motor

T-tail

+
-

Freeplay

δM

δ
δ
δM

Kt

f

f
.i

(a) Sub-systems block scheme

T-tail
δ

f

Fa
AERODYNAMIC

SUBSYSTEM
STRUCTURAL
SUBSYSTEM q

q
q

.
..

δ
.

V

TIME VARYING
VELOCITY

(b) Enlargement of T-tail sub-system (SS1)

Figure 6: Systems block scheme.

Figure 6 shows the block schemes of the nonlinear time-marching model. Two sub-systems were designed:

the first one describes the aeroelastic model of the T-tail using the state-space model described in Eq. 5,

while the second one describes the dynamic behavior of the actuator. Because the experimental tests showed

a hysteretic behavior when decreasing the airstream speed once the LCO is established, the numerical T-

tail aeroelastic system was designed to reproduce this velocity change while the simulation is running: the

structural and the aerodynamic contributions were split (see Figure 6b), and the velocity was changed to an

external variable of the simulation. The simulation was run until all the transient vibrations were damped,

and the data recoded; then, without restarting the integration, the airstream speed is decreased, and the

data were acquired again.

The second sub-system (i.e., the electro-mechanical part) is represented by Eq. 6,

L
di

dt
= −Ri−Keω + v

(Jm + Jf )
dω

dt
+Bω = Kti− f

(6)

where i is the current; v is the voltage and ω is the angular velocity of the motor axis; L and R are the

motor’s inductance and resistance and Ke is the rotor speed constant; Jm and Jf are the moment of inertia

of the motor and the connected fork, respectively; B represents the effect of friction; and Kt is the motor
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torque constant (see Table 3). The dynamics of the motor’s electronics were neglected because they were

too fast compared to the aeroelastic dynamics of the system. A PID system is used to control the motor

current to obtain the required rudder position.

Table 3: Electro-mechanical system specifications.

Characteristic Notation Units Actuator assembly

inductance of the motor L H 8.2e−4

resistance of the motor R Ω 1.03

moment of inertia of the motor Jm kg ·m2 8.30e−5

moment of inertia of the fork Jf kg ·m2 3.0e−5

torque constant of the motor kt Nm/A 1.47e−1

When the pin is in contact with the fork, the two sub-systems are connected, and the stiffness of the

movable surface is controlled by the electric motor. When the pin is separated by the fork and travels freely

into the gap, the two sub-systems act as independent dynamic models. The modeling of this switching

mechanism is managed using a penalty function approach15 that computes the force exchanged between the

two sub-systems as:


f = 0 if |δM − δ| ≤ δfr

f = Kδ((δM − δfr)− δ) +Kδ̇(δ̇M − δ̇) if |δM − δ| > δfr

(7)

where δfr is the semi-amplitude of the gap. This approach causes a switch that represents a discrete change

in the connection stiffness, as shown schematically in Figure 6. The gains Kδ and Kδ̇ are chosen following

Ref.16 to minimize both the penetration and rebound between the two sub-systems. The exchanged torque

f can be considered as the nonlinear force (i.e., moment) introduced into the rudder’s shaft due to the

freeplay. The simulations were performed by using MATLAB Simulink with the Dormand-Prince method

and a variable time step with an upper limit of 1 ms. A numerical comparison between a real PID and an

infinite PID (i.e., the fork is artificially fixed into a certain position) was also investigated. The results of this

analysis showed that due to the high performance of the brushless motor chosen, the effect of the controller is

negligible in the frequencies and LCO amplitude ranges of interest; however, for larger amplitudes, it would

have a smoothing effect on rudder motion.
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VI. Numerical High Order Harmonic Balance Approximation

The aim of the Harmonic Balance (HB) method,1718 is to approximate the response of a given nonlinear

system under LCOs with a periodic signal. Introducing high-order harmonics means that the solution is

represented by a Fourier series. The procedure presented below follows the outline of Cooper et al.19,20 The

nonlinear aeroelastic system of Eq. 5 can be rewritten in the following general form:

q̇

q̈

 = A

q

q̇

+ Bu (8)

where, as previously defined, q is the time dependent m x 1 vector of states, and the matrices A and B

represent the parameters of the nonlinear functions. The core of this approach is the approximation of the

system states q, either as a sine wave (HB) or as a Fourier series (HOHB) while it is undergoing self-excited

LCOs. Eq. 9 shows the general formulation of this approach. If the order of the approximation N is equal

to 1, then the scheme leads to the classical HB; otherwise, the higher-order version is produced:

q(t) = Q0 +

N∑
k=1

Qk1 cos(kωt) +Qk2 sin(kωt) (9)

Q0, Qk1 and Qk2 are unknown coefficients, and ω is the fundamental frequency. Once Eq. 9 is substituted

into Eq. 8, the system can be rewritten as:

g(Q0, Qk1, Qk2, ω) = 0 (10)

where g are the m x (2N+1) nonlinear algebraic equations, and ω, Q0, Qk1 and Qk2 are the m x (2N+1)+1

unknowns. Due to the need to calculate the value of the fundamental frequency, the number of the unknowns

is larger than that of the equations. However, the system can be solved by applying the phase fixing

approach19 where one of the coefficients of the series is set equal to zero (e.g., usually the first element, Q11).

This manipulation does not affect the generality of the solution because it only fixes the position of the wave

along the period. Once the phase is fixed, Eq. 10 is solved by equating the coefficients of every sine and

cosine term as well as the constant term to zero.

A. HOHB Methodology

To solve a system that undergoes self-excited oscillations, the procedure has been split into three steps with

the aim of performing HOHB with lower computational cost. In the first step, the fundamental frequency

is calculated, followed by the high-order unknown coefficients and finally a verification of the optimum

fundamental frequency.
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1. First Step - Fundamental Frequency Calculation

The fundamental frequency is calculated by solving the nonlinear system with an expansion order N = 1

with an iterative method (i.e., solving the classic first order Harmonic Balance). To decrease the number of

unknowns, Q11 is set to zero. The unknowns are thus reduced to the number of equations (i.e. m x 3). The

Fourier expansion for the structural states can be written as:

qn(t) = Qn0 +Qn11 cos(ωt) +Qn12 sin(ωt) n = 1, · · · ,m; Q1
11 = 0; (11)


q

q̇

q̈


=


Φ

Φ̇

Φ̈


{
Q

}
. (12)

and for the aerodynamic states is:

xna
a (t) = Xa

na
0 +Xa

na
11 cos(ωt) +Xa

na
12 sin(ωt) na = 1, · · · ,ma; (13)

xa

ẋa

 =

Φ

Φ̇

{Xa

}
; (14)

where Φ is the Fourier matrix (i.e., cos(ωt), sin(ωt) terms of the expansion and their derivatives). Substituting

the Eqs. 12 and 14 in the Eq. 5 yields:

(Ms − q(
c

2V∞
)2D2)[Φ̈]︸ ︷︷ ︸

M

{Q}+ (Cs − q(
c

2V∞
)D1)[Φ̇]︸ ︷︷ ︸

C

{Q}+ (Ks − qD0)[Φ]︸ ︷︷ ︸
K

{Q} = qCa[Φ]{Xa}+ fm (15)

((
c

2V∞
)[Φ̇]−Aa[Φ])︸ ︷︷ ︸

A

{Xa} = Ba[Φ]{Q} (16)

(M + C + K){Q} = qCa[Φ]A−1Ba[Φ]︸ ︷︷ ︸
KX

{Q}+ fm (17)
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(M + C + K−KX){Q} = fm (18)

Eq. 18 has m x 3 equations and the same number of unknowns, which are ω, Q1
0, Q1

12, . . . , Qm0 , Qm11, Qm12.

As stated before, the system is solved using the Newton-Raphson method.

2. Second Step - High Order Unknown Coefficients Calculation

The goal of the first step is to obtain the fundamental frequency necessary to solve the system (Eq. 18), as a

linear system with only Qn0 , Qnk1, Qnk2, k = 1, · · · , N and n = 1, · · · ,m as unknowns. The complete Fourier

expansion for the structural states is:

qn(t) = Qn0 +

N∑
k=1

Qnk1 cos(kωt) +Qnk2 sin(kωt) k = 1, · · · , N ; n = 1, · · · ,m; (19)

and for the aerodynamic states:

xna
a (t) = Xa

na
0 +Xa

na

k1 cos(ωt) +Xa
na

k2 sin(ωt) k = 1, · · · , N ; na = 1, · · · ,ma; (20)

The Fourier matrices have the same structure as the ones in Eq. 12 and Eq. 14, but their size is now m x

(2N + 1). Eq. 22 is the final form of the equation for the HOHB approach:

(M + C + K−KX)︸ ︷︷ ︸
Z

{Q} = fm (21)

{Q} = Z−1fm. (22)

The Fourier coefficients of the nonlinear function were evaluated using the Discrete Fourier Transform

(DFT). Solve the system numerically, the constant terms and the cosine and sine coefficients are equated to

zero. For this reason, the Fourier matrices [Φ], [Φ̇], [Φ̈], etc., which are of dimension (m,m(2N + 1)), are

expanded to have dimension (m(2N + 1),m(2N + 1)). The system matrices are also expanded by spreading

the elements along the diagonal to match the dimension of the HO model and allowing a solution.

3. Nonlinear Force

One of the main issues of the HOHB is the representation of the nonlinear force fm. The idea is to describe

this function as a Fourier series:

f(t) = F0 +

N∑
k=1

Fk1 cos(kωt) + Fk2 sin(kωt) (23)
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and to use the same procedure as before to obtain the Fourier matrix:

f(t) = [Φ]{F}; (24)

The force is properly introduced in the aeroelastic system by the matrix Bs, which spreads the nodal force

on the modal dof, as shown in Eq. 25:

fm = Bsf (25)

fm = Bs[Φ]{F} (26)

Substituting Eq. 26 in Eq. 22, the whole HOHB system is built as:

{Q} = Z−1Bs[Φ]{F}. (27)

The nonlinear force is a consequence, in this case, of the freeplay motion δ of the control surface. For

this reason, it is necessary to define the correlation between δ and f .

As in the equations above, the displacement δ has been expanded by a Fourier series:

δ(t) = ∆0 +

N∑
k=1

∆k1 cos(kωt) + ∆k2 sin(kωt) (28)

δ(t) = [Φ]{∆} (29)

The relation between the rudder motion and the force is represented by Eq. 30:



f = −Kδ|δ − δfr| if δ < −δfr

f = 0 if − δfr ≤ δ ≤ δfr

f = Kδ|δ − δfr| if δ > δfr

(30)

and is shown in Figure 7.
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4. Step three - Optimum Fundamental Frequency Verification

The inner HOHB procedure can be summarized in the following steps:

1. Choose the airspeed and the initial guess signal δ and ω and then calculate the coefficients ∆0, ∆11

and ∆12;

2. Calculate the guess force and the coefficients F0, F11 and F12, evaluating the guess signal with the

associated nonlinear function;

3. Solve Eq. 18 to obtain the fundamental frequency ωf ;

4. Choose an initial guess signal δ znd ωf and calculate the coefficients ∆0, ∆k1 and ∆k2);

5. Calculate the guess force and the coefficients F0, Fk1 and Fk2, evaluating the guess signal with the

associated nonlinear function;

6. Solve Eq. 27 to obtain the new value of δ,

7. Calculate the residual R as:

δi(t) = [Cs]

Φ

Φ̇

 {Q} (31)

R =

[
∆2

0 −∆1
0 ∆2

11 −∆1
11 ∆2

22 −∆1
22 · · · ∆2

k1 −∆1
k1 ∆2

k2 −∆1
k2

]
(32)

8. Calculate an improved guess (J−1R) using the Jacobean and iterate until the residual R is sufficiently

small.
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To verify the validity of the fundamental frequency calculated at point 3, an additional step is necessary.

The value of ωf is close to the calculated one, and the residual is evaluated. As the residual indicates an

optimum point, the fundamental frequency is updated, and the inner loop is iterated.

VII. Numerical vs. Experimental Results

The two numerical approaches described in the previous sections were applied, and the results compared

to the ones measured experimentally during two different wind tunnel tests. The studied configuration has a

freeplay amplitude of ±1 degs; this gap amplitude was chosen after preliminary numerical and experimental

tests showed that either an increase or decrease of the amount of freeplay only scaled the amplitude of

the LCO. Future investigations will examine this aspect of the problem. The initial angle of attack of the

model is set to zero, and the zero position of the fork is maintained by the PID controller. The T-tail is

placed in the freestream such that the control surface is resting in the middle of the freeplay region. The

experimental model does not require any external excitation because small imperfections in the model start

LCO motions. Transients are allowed to decay, and the rudder rotation angle and the accelerometers signal

are recorded. Then, the freestream speed is slowly increased to a new value, and the process is repeated.

The maximum freestream speed explored was 50 m/s due to the maximum PSWT speed. Two runs were

performed, increasing and decreasing the wind tunnel speed in steps of 1 m/s, respectively.

An approach similar to the one adopted for the experimental tests was used for the time-integrated model;

however, in this case, the excitation is generated by an impulsive rotation of the rudder. The freestream

speed explored ranges from 10 m/s to 100 m/s with an increasing step of 5 m/s that is reduced to 1 m/s

near the switching point.

The procedure presented in section 4 was implemented on the same model. For this study, an order

of approximation N = 15 was chosen to be able to observe the significant superharmonics shown in the

experimental tests.

The following figures show the LCO amplitude and frequency (Figure 8), waveforms and portraits di-

agrams (Figures 9 and 10), and FFTs (Figures 11 and 13) at different speeds (50, 75 and 85 m/s). The

numerical results, which were obtained by a direct time-marching integration of the nonlinear model and by

the HOHB method, show two LCO regions, identified by the red-bulleted line in Figure 8). The first region

is determined by the flutter of the first bending mode, while the second is a combination of the first and

second mode flutters. Conversely, the experimental tests were able to show only the low frequency LCO

region, which is identified by the black-triangle line in Figure 8; this was due to the limited velocity range

of the PSWT. A closer look at Figure 8a shows that the average amplitude percentage error between the

time-integrated results and the experimental data are near 4%; the HOHB tended to underestimate the
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experimental values in the same range at nearly 10%. The frequency vs. velocity diagram of Figure 8b

shows that the fundamental LCO frequency is well predicted by both numerical methods and that it has an

average error with the experimental data of less than 2%.
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Figure 8: Experimental, Numerical Integration and HOHB comparison

Figure 9 shows the amplitude of the rudder angular rotation and its velocity for a single period as a

waveform comparison (Figure 9a) and portrait diagram (Figure 9b). As stated before, the maximum LCO

amplitude error is near 4% while the maximum velocity is numerically underestimated at 60%. Additionally,

in the experimental model, the contact point between the rudder and the freeplay boundaries occurs earlier

than predicted in the numerical simulations. Moreover, the HOHB results are shown to be in good agreement

with the experimental data even if the method is not completely able to catch the peaks due to the folding

of freeplay stiffness (see blue and green continuous curves in Figures 9 and 10 respectively.)
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Figure 9: Experimental, Numerical Integration and HOHB comparison at 50 m/s

18 of 21



Figure 10 shows the waveform and portrait comparison for the second-type LCO; however, there are

no experimental data available in this case due to the higher airstream speed analyzed (i.e., 85m/s). The

trends resulting from the two methods are very similar, even if the contact region is not well predicted by

the HOHB method.
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Figure 10: Numerical Integration and HOHB comparison at 85 m/s

The FFT of the rudder signal shows the characteristic path of an odd nonlinearity (see Figure 11);

the basic frequency of the first banding mode is clearly visible along with its odd multiple. The FFTs

in Figure 11 show a discrepancy of the second superharmonic between the experimental and numerical

integration/HOHB results. This is most likely caused by an imperfect tuning of the first ballast dummy

mode of the FE model with the experimental one. This difference between the two models is most likely the

cause of the discrepancies highlighted by the results presented above.
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Figure 11: Experimental, Numerical Integration and HOHB FFT comparison at 50 m/s
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Figure 12: Numerical Integration and HOHB FFT comparison at 85 m/s

Figure 13 shows the FFT diagrams for the LCO transition region. The numerical integration results

show both the frequency of the first and the second bending mode with different amplitudes; the HOHB

results show different behaviors led by the guess fundamental frequency. If the guess ω is close to the low

LCO, the HOHB tends to decrease to it; otherwise, it is shown that the convergence is likely: increasing the

airspeed leads the HOHB only to the high LCO frequency.
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Figure 13: Numerical Integration and HOHB FFT comparison at 75 m/s
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VIII. Conclusions

This paper presents an experimental-numerical investigation of limit cycle oscillations (LCO) due to the

presence of freeplay on the control chain. In particular, a dedicated wind tunnel model of a T-tail equipped

with a rudder driven by an electric motor where the user can easily define the freeplay value was designed,

manufactured and tested. From a numerical point of view, two different approaches were implemented and

tested to capture the LCO phenomenon and to correlate the results with the wind tunnel measurements (i.e.,

a nonlinear time-marching approach and a High Order Harmonic Balance approximation (HOHB)). While

in principle both numerical approaches are able to identify the two LCOs at both low and high speeds; the

experimental results available are limited to the first LCO caused by the flutter of the first bending mode;

this limit was due to the maximum speed available in the wind tunnel.

The comparison between the numerical and experimental results shows generally good agreement even

if the HOHB is not able to catch the vibration peaks due to the folding of freeplay stiffness. In general,

the capability of the HOHB method to capture the LCO strongly depends on the guess frequency adopted.

Indeed, the first LCO is identified only in the case of a guess frequency close to it; otherwise, the HOHB

method tends to identify the higher LCO.

The work presented here serves as a verification and foundation for the next stage of this project, which

is focused on the design of a dedicated control system that is able to reduce the LCO to be tested and

validated during a new wind tunnel test campaign.
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