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Abstract The objective of the present paper is to describehe investigation. The procedure here presented has been ap

a procedure to identify and modelling the non-linear be-plied to the results of modal testing performed on the aticl

haviour of structural elements. The procedure hereinadpli Once the non-linear parameters were identified, they were

can be divided into two main steps: the system identificatiomsed to update the Finite Element model in order to prove

and the Finite Element model updating. The application ofts capability of predicting the flap behaviour for diffeten

the Restoring Force Surface method as a strategy to chardoad levels.

terize .and @enufy Iocqhzed non—hnea.mtles has . . Keywords Non-linear system identificationRestoring

been investigated. This method, which works in the time- o .
. : e force surface methodFinite element model updating

domain, has been chosen because it has 'built-in characteé

N o . o pace structure

ization capabilities, it allows a direct non-parametrierie

tification of non-linear Single Degree of Freedom systems

and it can easily deal with sine-sweep excitations. Two dif+y |ntroduction

ferent application examples are reported. At first a numeri-

cal test case has been carried out to investigate the mgdelifrhe most popular approach to perform linear system identi-
techniques in the case of non-linear behavior based on thg:ation is modal analysis, however, in the presence of non-
presence of a free-play in the model. The second examplgearity the principles that form the basis of modal anilys
concerns the flap of the Intermediate eXperimental VehiCIEare no |onger valid and it becomes necessary to app|y a dif-
that successfully completed its 100-minute mission on 1lerent strategy to detect, characterize and identify laell
February 2015. The flap was developed under the respoRpn-linearities.

sibility of Thales Alenia Space ltalia, the prime contracto Among the well-established methods presented in [2],
which provided the experimental data needed to accomplisfhere exists the Restoring Force Surface method (RFS) in-
troduced by Masri and Caughey. A parallel approach, named

S.0O. Vismara . - .
M.Sc. Graduate at Politecnico di Milano, Department of Apace Force-State Mapping technique, Wa§ deYe'Oped Indepelyd.ent
Science and Technology, via La Masa 34, 20156, Milan, Italy by Crawley and Aubert and an application can be found in
E-mail: serena.vismara@mail.polimi.it [3].
S. Ricci This method, which works in the time-domain, has been
Associate Professor at Politecnico di Milano, Departméfesospace  chosen because it has 'built-in’ characterization cajtads|
gc'e”_‘l"'_e and T‘?Ch_”O'OQIYv via La Masa 34, 20156, Milan, ltaly it allows a direct non-parametric identification of nondar

“mal '_Sferg'o'r'cc'@po ! systems (in so far as Single-Degree-of-Freedom systems are
M. Bellini ) ) ] considered) and it can easily deal with sine-sweep excita-
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Italy tions, which has become a quite common type of excitation
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ltaly o _ to deal with Multi-Degree-of-Freedom (MDOF) structures
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parameter MDOF structures [4]. Another limitation of the  As said, the first method relies on the use of an inte-
method comes from the fact that it is not able to provide anygration scheme to obtain estimates of the missing signals.
information about the location of the non-linearity. Various methods for achieving numerical integration can be
A comprehensive explanation of the method can be fourfdund in [11] and [12]. Due to its simplicity, the chosen in-
in [4], whereas experimental applications can be found]in [5tegration scheme for this study is the Trapezium rule. Since

to [10]. it suffers from the introduction of spurious low-frequency
Further details on the results presented next can be fourmbmponents (as stated in [4]), the time histories resulting
in [1], on which this paper is based. from the integration need to be high-pass filtered. Not to in-

troduce any phase lags, which will destroy the simultane-
ity of the signals, a bidirectional filtering technique mbst
2 The Restoring Force Method adopted. The effect of the bidirectional filtering (zercaph)
is clearly visible in Fig. 1.
The starting point of the method is the Newton’s second law A comprehensive introduction to digital filtering can be
of motion written in the Single-Degree-of-Freedom (SDOF)found in [13] and [14].
form

15

mij + f(y,9) = p(t) 1)

where f is the internal restoring force which acts to return
the system to equilibrium when disturbed. Sintés as-
sumed to be dependent only on displacement and velocity,
it can be represented as a surface over the phase-plane. /
rearrangement of Eq. (1) gives the restoring force as

——original signal
—1r| - - - zero—phase filtering

“““ linear phase filtering
F(®),9(0)) = p(t) = mij() @ 15,

If the massn and the excitatiop(¢) are known and the
accelerationj is measured, all quantities on the right side of  Fig. 1: Effect of zero-phase and linear phase filters on signals
Eq. (2) are known, and so j& If velocity and displacement
are also known (from direct measure or from numerical inte-
gration), the triplety;, v, fi) is known at each time instant:

the first two values indicate a point in the phase-plane ang rinite Element model of gaps: a simple numerical

the third the height above that point. The visualization Ofexample

the surface represents a quick way of determining the type
of non-linearity involved and the determination of the func 14 predict the behaviour of non-linear systems, it is neces-
tional form is straightforward. sary to include the corresponding non-linear elements into
the numerical models which describe the system. Once the
Data processing.Two main ways to obtain simultaneous non-linear parameters have been identified by means of the
displacement, velocity and acceleration data at each sarRestoring Force Surface method, they can be used to update
pling instant are available depending on what are the quarthe Finite Element (FE) model.
tities measured during the test. The easiest approach is to The following simulation has been carried out by means
measure the acceleration and estimate the other two by meafithe MSC Nastran software. Although this software is prone
of numerical integration and filtering. The second approachto be affected by convergence problems in the presence of
instead, relies on acceleration and displacement measurgructural non-linearities, it has been chosen becausgit r
ments in order to retrieve the velocity by means of a discreteesents the standard for both industrial an academic applic
Kalman filter. The first approach is the one applied to bothions for what concern the structural analysis.
the numerical and the experimental case presented next and Two different approaches have been applied in order to
therefore it will be explained in the following, whereas the model the gap non-linearity: the first relies on the introduc
explanation of the second technique will be presented in Aption of an non-linear element which is capable of simulat-
pendix A since it has not be applied in this case. Howeveling a point-to-point contact for contact and friction sim@ul
an application on experimental data of the second approadions, whereas the second implies the definition of a non-
can be foundin [1]. linear force-deflection relationship which is treated as-a d

0.2 0.4 0.6 0.8 1
time [s]
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rect force applied locally on the structure and thus consid3.1 Free-play modelled as element

ered as an additional load in the equation of motion.

MSC Nastran, both in the time and frequency domain [15]

. . . A symmetric gap has been modelled in thalirection at
Several non-linear solution sequences are available i

Hode 353, thus replacing the existing constraint in that di-

rection.

The ones taken into account for this research are the non-

linear transient solution (SOL129) and the non-linear har
monic response solution (SOL128), which are both direc

solution sequences. The first was chosen because, accord
to[15] it represents the preferred choice when non-liriesri

are involved, whereas the second solution sequence has b
investigated because it provides results directly in tiee fr

e

~ The element has been modelled by means octher
fmdPGAP Bulk Data entries which are intended, among the
others, for the non-linear transient solution sequencelXOL
Mepcar entry defines the properties of the element and it
is called by thecGAP entry [16].
en . : .

The simulation parameters required by the aforemen-

tioned cards were chosen as follows:

quency domain thus allowing to directly compare them with
the test results with a reduction in the time needed for post-— to determine the value of the axial stiffness of the closed
processing. The main characteristics of these two solution gap, a linear spring alongwas introduced at node 3583.

sequences are shown in Table 1. In this tableCtheP/PGAP
entry refers to the first modelling approach (non-linear ele
ment) described earlier, whereas H@LINi entry represents

The spring constant was set16? N/m to simulate the
constraint and a linear transient simulation was run. The
results were compared to the ones obtained in the case

the second approach (non-linear load). of the actual constraint to make sure they were equal
the same model was run with the non-linear transient
solution to check the correctness of i RAM,W4 value
used to define the dampihg

the axial stiffness for the open gap was setto® N/m

Table 1: Nastran non-linear solutions

Nastran  Type CGAP/PGAP  NOLINi — the initial gap opening was chosen looking at the dis-
SOL128 Frequency No Yes placement at node 353 obtained running a simulation un-
SOL129 Transient  Yes Yes der sine excitation after having removed the constraintin

the z direction (Fig. 3). The chosen value wasl0~* m

To show the set-up of these two solution sequences a
plate has been modelled. The plate, shown in Fig. 2, has
dimension%).127x0.0508x0.0012 m and it is constrained at

x10~

three nodes in order to resemble the constraint configuratio E A A |

of the IXV flap, which will be analysed at the end. The load 5 2 |‘

. : N . =

is applied along the-direction at the tip. 8 N ||
|
S g A O T T T

Gap in the z direction
Node T
353

i 0 0.2 0.4 0.6

. 0.8
time [s]

de 167 Fig. 3: Time response at node 353 without theonstraint

123

de 17

The time step for the simulations was chosen taking into
consideration the frequency content of the input load aad th
frequency of the mode of interest (the first one only). How-
ever, the SOL129 is characterized by an automatic adjust-
ment of the incremental time, which means that the user-
defined At is actually used as an initial value for the time

Y Node 1 ‘ Node
32

Load in the z direction

123456

Fig. 2: Plate FE model

A modal analysis was run to locate the first two reso-SteP size [15]. _
nances. which were seen to occuraR6 H > and304.9 H . Two simulations were run in order to show the effects of
Being the first two modes well separated, it is possible tgh® 9ap non-linearity on the plate response. The first simu-
excite the first one only so that the plate can be assumed to: ¢ js extremely important to correctly define thg4 (or W3) pa-
behave as a SDOF system. rameter as will be better explained in Appendix B
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lation run was a linear transient solution (SOL109) with theto a harmonic excitation. This means that, to be able to de-
node 353 constrained in thedirection. Then the constraint scribe the response as a combination of harmonic responses
was replaced by the gap modelled as explained earlier antirough the Harmonic Balance Method (which is the method
the non-linear transient solution was run. For both analysiimplemented in this solution), the degree of non-linearity
the input was a unit amplitude, sine sweep excitation banfias to be light, in such a way that only a small number of
limited in the rangé&0— 100 H z and applied at the tip (node sinusoids is necessary to approximate the solution.

32) in thez direction. The sweep rate was setltoct /min, The main issue related to this solution is convergence.
which yields a total duration of the simulation bf s. The  Non-convergence can be due to dynamically unstable con-
output responses, shown in Fig. 4, were read at node 176itions, to the reaching of a bifurcation point or to an insuf
which is close to the Centre of Gravity (CoG). ficient number of harmonics taken into account. In case of

The effect of the non-linearity can be easily spotted bynon-convergence, the response quantities are set to zeéro an
the inspection of the time histories, in fact the response ithe calculation continues to the next excitation frequarey
Fig. 4b clearly shows thgimp phenomenatypical of non-  taining the initial conditions of the solution from the last
linear systems. converged frequency.

Since the non-linearities have to mild to achieve conver-
gence, the curve which represent the free-play non-libeari
was approximated using a polynomial model of the form
p(r) = p12%, wherep; was estimated to be equaltd7 - 10°
(Fig. 5). Inthis way it was possible to avoid the abrupt cheang
in stiffness due to the gap closing. It has to be noted, how-
ever, that the lack of a tangent matrix due to the fact that
the NOLINi Bulk Data entries define forces, not elements,
could still lead to solution instabilities which will causen-

0 5 10 15 convergence.

time [s]

acceleration [m/s?]
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(b) Non-linear case Fig. 5: Polynomial approximation of a symmetric gap

Fig. 4: Acceleration at plate CoG

To define the non-linear load as a power of the displace-
ment (or the velocity) th&lOLIN3 andNOLIN4 entries [16]
have been used. ThoLIN3 defines the forcing function for
3.2 Free-play modelled as non-linear force positive displacements, theOLIN4 for negative displace-
ments.
As said, the Nonlinear Harmonic Response solution offers  To simulate the gap, the non-linear force was applied at
the possibility to obtain results directly comparable viite  node 353 in the direction and the analysis was run for dif-
test ones, however the approach described earlier is not aferent load levels. The number of harmonics included in the
plicable in this case since the cards used earlier are no moselution is 3, because it was noted that there was no gain in
available in this solution sequence. Therefore, to sineulatincreasing the number of harmonics above 3 since the solu-
the effects of the gap non-linearity it is necessary to introtion did not improve any more. The comparison of the Fre-
duce theNOLINi cards, which allow the definition of a non- quency Response Functions (FRF) shown in Fig 6 (the so
linear force-deflection (or force-velocity) curve. called, homogeneity test [17]) highlights the presencéef t
As stated in [15], the aforementioned solution sequencaon-linearity and its effects on the natural frequency ef th
allows the analysis of the dynamic response of non-lineaplate. The curve obtained for the second load level (thé soli
structures which exhibit a periodic response when sulgjecteblue one) has been presented on purpose to show the effects
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of non-convergence on the results, since this is a peculianode 353 fully constrained and one with node 353 free in
ity of this solution sequence. In fact it can be seen that théhe z-direction. The stiffness values thus obtained represent
response is set to zero for the frequency values in which corthe closed and the open gap conditions in such a way that
vergence is not reached. When convergence is not reached,, k1 = k. constrained aNdk =k, free.

the calculation continues retaining the initial conditoof

the solution from the last converged frequency.
kry+(k—ki)ye v >y,

fs(y) = ky lyl < e ®3)

° —+—load level 1: 0.1 N k_y+ (k— k—)yc Y < —Yc

—load level 2: 1 N

---load level 3: 10 N
‘‘‘‘‘ load level 4: 100 N

g5
2
‘c 4
(o))
I
= 20
%
2r O
10 MRS
b z ) %&'w"”"‘?
: ¥ i =
. <) LXK
0 50 100 150 200 S 10 "0190
frequency [Hz] s

(a) FRF magnitude

—+—load level 1: 0.1 N x10°

2 4

—load level 2: 1 N velocity [m/s] displacement [m]
---load level 3: 10 N
‘‘‘‘‘ load level 4: 100 N (a) Surface
20l| —fitted curve
nodes

f(x)

RMSE = 0.0026598

100 150 200
frequency [Hz]

(b) FRF phase

Fig. 6: Homogeneity test

-4 —é 6 é 4
displacement [m] x10°
(b) Stiffness curve

Fig. 7: Restoring force surface results
4 Numerical validation of the Restoring Force Surface
method

The time histories obtained in Section 3.1 can be used to Table 2: Identified stiffness parameters for the symmetric gap
validate the identification method.

Before applying the method, the simulation outputs have k_ k kg
been resampled at a constant sampling frequent§ b1 = exact param. 5318.6 3592.4 5318.6
in order to have a better coverage of the phase-plane. identified param.  5196.5 3939.7 5188.3

The surface and the stiffness curve resulting from the ap-
plication of the Restoring Force Surface method are shown
in Fig. 7. The spurious oscillations (Fig. 4b) introduced by
numerical integration have the effect of producing a noisy  Table 3: Identified gap size parameters for the symmetric gap
surface. Since the stiffness curve showed a piece-wisarline

trend, a non-polynomial model expressed by Eg. (3) was fit- Ye Ye
ted to the numerical data and the estimated parameters were exact param. -0.0004 0.0004
collected in Table 2 and Table 3. The exact stiffness param- identified param.  -0.000414  0.000414

eters were obtained applying the identification method to
the time histories obtained for two limiting cases: one with
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5 An industrial application: the IXV flap structure Looking at the frequency responses obtained from the
tests (Fig. 10), it is clear that three modes participaté¢o t
Thanks to the numerical example, the method has been prowgshonse and this will negatively affect the identificatien
to be reliable as far as the identification of non-linear syssults, as will be explained later.
tems is concerned, therefore it can be applied to an indlistri
case in which a non-linearity showed up during the testing
phase. It has to be underlined that the tests conductedsn thi : : : :
structure were not meant for this purpose. | 1% level i
The application of this identification method to a real- "'2: level '
life structure was successfully attempted in [9], wheredat 23 level '
coming from numerical simulations were used, and then ap-
plied on experimental data of a real satellite in [8]. Theref
the next section can be seen as an additional confirmation
of the validity of the Restoring Force Surface method as a 100
means of identifying nonlinear structures starting from th ‘ ‘ ‘ ‘
experimental data. C P mequengy g "
The structural element taken into account in this section
is the flap of the Intermediate eXperimental Vehicle [18],
which was successfully launched on 11 February 2015. The
experimental data showed in the next sections and the FE
model used for the numerical simulations were provided by
Thales Alenia Space ltalia (TAS-I), the project prime con-

~
o

@
=]

o
o

Acceleration [m/sz]
w B
o o

n
o

Fig. 9: Input excitations IXV test (Courtesy of TAS-I)

tractor. A detailed description of the flaps, together wiith t sl
Flap Control System can be found in [19]. —
5.1 Experimental results. %
@ 10r
The flap was tested on a shaker table (Fig. 8) under a sine- g
sweep excitation band-limited in the frequency range st
100 H z, the sweep rate was set4wct/min and the accel- ‘ ‘ ‘ ‘
eration was enforced in the out of plane direction. C T mequengy g
(a) Excitation level 1
50
451
N’; 401
E 35
S 30
8 201
2 15¢
10r

0 Zb 4‘0 60 Sb 100
Frequency [Hz]
(b) Excitation level 2

Fig. 8: Flap testing set-up (Courtesy of TAS-I) )
Fig. 10: Frequency responses at CoG from test (Courtesy of TAS-I)

Different levels of excitation were tested and the accel-
eration responses were measured and stored with sampling The presence of the non-linearity is clearly visible when
frequency of6.5 kH z. Since during structural tests the re- comparing the transmissibilities for the different extda
sponses are usually stored as frequency domain data, the tevels (Fig. 11), in fact, the resonance frequency shifis to
sulting time histories of some of them were not available. wards higher frequencies (froBR.63 Hz to 36.53 Hz),
The input excitations of the two tests taken into consid-therefore the non-linearity is expected to be of the hartgni
eration are the first and the second shown in Fig. 9. type.



Non-linear spacecraft component parameters identificdtased on experimental results and finite element modetingda 7

35 80
) st
s i 1ndlevel 60
L -==2" level 0
?
25¢ 0l - -39 evel

N
N
o

Transmissibilities
U
N
o

H
acceleration [m/sz]
A

o o

|
[}
o

!
@®
(=]

0 20 ) 60 80 100 10 20 30 40 50 60 70
Frequency [Hz] time [s]
(a) Excitation level 1

o

Fig. 11: Homogeneity test - IXV flap (Courtesy of TAS-I)
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Being the tip the part that vibrates the most, and there-
fore the one that gives the highest evidence of the presence
of the non-linearity, the first attempt implied the use of the
acceleration measurement coming from the tip accelerome-
ter. Unfortunately, looking at the response (Fig. 12) iscle

-100

acceleration [m/sz]
o

-200

that t_here is cross coupling betyveen the modes and t_he con- 0o 3 40 s w0 70
tribution of the third mode (which corresponds, looking at time [s]
the modeshapes, to the torsional mode) is far from being (b) Excitation level 2

negligible. Moreover, the contribution of that mode could
not be filtered out, otherwise all the harmonics generated by
the non-linearity would have been lost. Since the Restoring
Force Surface method is meant to deal with SDOF systems, 2 Parameters identification.
this measurement had to be discarded.

Fig. 13: Acceleration measured at the CoG (Courtesy of TAS-I)

Since the excitation was given as enforced base acceleratio
the formulation to be used for the restoring force computa-
tion had to be changed accordingly. The equation of motion
became

-
13
o

[N
o
o

mij + f(wr,wr) =0 (4)

o
o

wherem is the effective masgj is the absolute acceleration,
wy, =y — ep andwiy, are the displacement and the velocity
relative to the substrate, respectively, whergais the base
displacement. The mode taken into account for the parame-
A ters identification is the first one.
¢ 10 2o & [g? 0 6 70 To correctly scale the restoring force, the effective mass
was needed and it was found to be equal to4285% of

Fig. 12: Acceleration measured at the tip (Courtesy of TAS-I) the total mass.

The Restoring Force Surface method was first applied to
the data obtained from the first test (Fig. 13a). As can be seen
from Fig. 14, the behaviour was not linear but, due to the

The second choice was the accelerometer placed at tl@ntribution coming from the other modes, it was not pos-
centre of mass, which gave the time histories shown in Fig. Eble to state without doubt that the distortions were cduse
The contribution of the higher modes is still present (andby the non-linearity only. In addition, it was not possibde t
can not be removed for the reason explained earlier), but thdentify a clear non-linear trend comparable with one of the
cross coupling is less than before. It has to be noted howtheoretical curves that represent the most common types of
ever, that the presence of other modes will negatively affeaon-linearities.
the identification results, because the structure doesaiotb By contrast, when applying the identification method to
have exactly as a SDOF system. the data coming from the second test (Fig. 13b), the stiffnes

acceleration [m/sz]
1
a0
o o

-100
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150 First of all, a linear transient analysis (SOL109) was run
- -fited curve applying the first load level used in the test. The input ex-

' citation was applied to the structure as enforced accelera-
tion by means of the Large Mass Method (the only available
for the non-linear transient solution sequence SOL12%. Th
out-of-plane response of the node corresponding to the ac-
celerometer position during the test is plotted in Fig. 16.

-100

-150 ‘
6 -4

2 0 2 6
relative displacement [m] 410

=
o

Fig. 14: Stiffness curve obtained from the data of the first test

&

curve clearly showed the piecewise linear trend (Fig. 15)
typical of the free-play non-linearities.

Acce CoG [m/sz]
)

|
i
o

_15 . . . . ‘ ‘
0 10 20 30 40 50 60 70
time [s]

500

-~ fitted curve

400
-~ -nodes

300 Fig. 16: Acceleration responses at CoG - linear transient
200

100

f(x)

0 The gap location was identified to be at one of the hinge

bearings, where it was meant to accomodate the distortions
caused by thermal and pressure effects (further detaiteof t
flap design can be found in [19]). The gap was modelled at
the hinge indicated in Fig. 17, in one direction only since

only one set of measurements were used for the identifica-
Fig. 15: Stiffness curve obtained from the data of the second test tjon.
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Due to the fact that it was not possible to rely on theo-
retical formulations to compute an estimate of the stiffnes
values, the identification process was focused on the deter-
mination of the gap size only. However, if the aim of the
identification process is the update of the FE model, the free
play value is the only parameter needed to model the gap by
means of the&GAP card. The identified free-play values are
collected in Table 4.

Table 4: Identified free-play values Fig. 17: Flap FE model (Courtesy of TAS-I)

di[m]  da[m]
-0.0013  0.0010 The non-linear transient analysis has been run for both
excitation levels and yields the results shown in Fig. 18.
These responses seem to match the trend of the ones ob-
tained from the test (Fig. 13), but for the spikes in the first
few seconds of simulation, which were probably due to in-
5.3 FE model updating. stabilities in the numerical solution caused by the stmadtu
damping definition by means of tPaRAM,G andPARAM,W3
Once the parameters which describe the non-linearity havgarameters. In fact, since non-linear transient analygs a
been identified, the FE model can be updated in order tdirect solutions, the structural damping has to be defined at
check its capability of predicting the behaviour of the flapa certain frequency only (usually the system dominant fre-
for different load levels. quency and indicated by thes value), which means that all
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the frequencies before the values indicatedusywill see a
Iqwer structg_ral (_1amping and thgs the response vyill see a :Ir;g?flinear evel 1
higher amplification (see Appendix B for more details).

[N

——non-linear level 2

0.8r

N
o
Acceleration [m/sz]
o
(=2}

[N
o

0 10 20 30 40 50 60
Frequency [Hz]

Acce CoG [m/sz]
I
5 o

Fig. 19: Frequency responses calculated from transient responses

I
N
o

0 10 20 30 40
time [s] testing phase. Once the non-linear parameters were identi-
(a) Excitation level 1 fied, they were used to update the FE model of the flap in

order to make it capable of reproducing the flap behaviour
for different load levels.

Before reaching this final step, the method implemen-
tation has been verified by means of a numerical example
showing that the technique is an efficient tool as far as the
identification of SDOF systems is concerned and that it is
capable of providing powerful insight into the dynamics of
these systems. However, since it requires the knowledge of
acceleration, velocity and displacement signals, grdattef

Acce CoG [m/sz]

10 20 30 40 . .
time [s] has to be spent in data processing.

(b) Excitation level 2

Since the study focused on stiffness non-linearities ngainl
future work is needed to take into account the effect of the
friction induced by the contact, which will lead to a more
complex behaviour.

Nevertheless, the resonance is reached at the same time
|n§tant of the test e}nd.thamp phenomenolnecomes more For what concerns the FE modelling of the non-linearities,
evident as the excitation level increases. However, the amp, study focused on two different ways of modelling the
plitude of the peak is not reproduced correctly, probably befree-play non-linearity. The first one relied on the defini-
cause the non-linearity present in the real system_ is MOTE51 of an element capable of simulating a point-to-point
complex than the one that has been modelled. Looking atth(?ontact, whereas the second one implied the definition of

frequency responses obtained by applying the l:Ourier"[ranﬁon-linear load functions to generate direct forces frosa di

form to the time histories obtained from the Nastran simulap) 3 cement functions. Both strategies have been succlyssful
tions (Fig. 19), the effect of the non-linearity becomeseve

Y ; e applied both in time and frequency domains on the simple
more visible and the hardening behaviour is reproduced COEase of the plate whereas in the case of the IXV flap the non-

rectly (the resonance frequency shifts towards higher freﬁnearity has been modelled by means of the gap element in
qguencies). However, the responses show a lower amplitudagnon_“near transient analysis only

if compared to the ones measured during the test (Fig. 10). ) o i

An improvement in the non-linear behaviour could be ob- A possible direction for future studies could be the mod-

tained modelling the gap in more than one direction to try telling of th_e non-linearity in the _frequency domain so that

better simulate the hinge behaviour. the numerical results could be directly compared to the test
results, usually presented in the form of frequency resg®ns

and/or transmissibility functions.

Fig. 18: Acceleration responses at CoG in the presence of the gap

6 Conclusions and future work For what concerns the FE model of the flap, future work
should take into account the possibility of modelling the ga

The study aimed at applying the Restoring Force Surfaca more than one direction in order to reproduce a more re-

method to a real-life structure, the IXV flap, in such a wayalistic behaviour, also thanks to the possible inclusiotrgf

to characterize the non-linearity which showed up durirg th friction effects.



10 S.O. Vismara et al.

A Velocity estimation via Kalman filter mind that it must satisfy the properties of a covariance ixatrhich
means it must be symmetric and positive-semidefinite.
As already mentioned in Section 1, one way to obtain the igles- Since the effect of) is to increase the uncertainty of the predic-

timate when both acceleration and displacement are mehgthe  tion, itis possible to define some guidelines for the chofc@p
use of a discrete Kalman filter. This approach was alreadsepted in
[3], but with a different formulation with respect to the opeesented
in this paper. An application of the methodology here preesttoan be
found in [1].

An exhaustive introduction to the Kalman filter can be found i
the original paper published by Kalman [20] and in Welch aimhBp
paper [21], whereas here only the information needed tapdhe
filter will be discussed.

The Kalman filter tries to estimate the state of a discretefpro-
cess governed by Eq. &)

— huge values (compared ®, the error covariance) means that the
model does not predict the process accurately enough, kutsf
too large, the filter will be too much influenced by the noiséhia
measurements

— low values ofQ indicate confidence that any unknown noise term
and/or modelling error is small, but the filter may becomerove
confident in its estimate of the state which could divergenftbe
actual solution

Now that all the elements have been defined, the discrete atalm
filter can be implemented as explained in [21].

o — Ax n (5a) To test its performance, the filter was applied to some measur
k = AXk—1 T Qk—1 ments obtained from a test on a cantilever beam excited vsitbped-
7z = Hxy + 1 (5b) sine sequence band-limited in th& — 70 Hz range. Both the acceler-

ation and displacement responses (Fig. 20) were measuldteadata

wherex is the state vectorA is the state transition matrix is the were acquired with sampling frequency seRem H .

vector of measurements aiiiflis the observation matrix. The random
variablesqy andry represent the process and measurement noise re-
spectively and they are assumed to be independent of eaeh wthite

and with normal probability distributions given by o
p(a) ~ N(0,Q) (6) “%
p(r) ~ N(O,R) Y] s
$
whereQ is the process noise covariance matrix, which serves the pur g
pose of taking into account all the factors that influencestrstem and S
that are not know and/or modelled, aRdis the measurement noise
covariance matrix. 100
The state vectax and the matrixA can be written by considering 0 0 [ 51]50 200 250
the equations that describe the system, which are: .
i
(a) Acceleration
At? x10°
Pk = Pr—1 + Atvg_1 + 5 k-1 (8a)
v = vp—1 + Atag_1 (8b) z
ap = Ak—1; (8c) g
£
wherep, v anda represent position, velocity and acceleration respec- E
tively. Thereforex = [p v a]” andA takes the form: oy
2
1 At A_t 0 50 100 [}50 200 250
A — (9) time [s
isplacemen
o Alt b) Displ t
Since the measured quantities are acceleration and déspéat, Fig. 20: Measured responses

the observation matrifd takes the form:

In this case the process noise covariance matrix was traioldy

100
H= [0 0 1} (10) 2¢6 5¢7 0
Q = [5e7 8¢9 5e3 (11)
For what concerns the noise covariance matrigesan be ob- 0 5e3 2e6
tained by taking some off-line sample measurements and atingp
the variance of the measurement noise, whereas m@trigeds a spe- To start the iteration, initial estimates are needed. Ferctise in
cial attention. In fact, typically there is not the posstbilo directly ~ hand, an initial state vectsto = [0 0 0]7 has been chosen. Since the
observe the process that needs to be estimated, therefodetéymi-  initial state is a guess, the starting covariance ma®gxhas been set

nation ofQ usually follows from an off-line tuning process, keeping in to a large value. In fact, matriR is an indicator of the variability of

the state: ifPy is large, it means that the state is estimated to change a
2 In the original equations presented by Kalman in [20] theas w lot.

also a termBu, which is added to Eq. (5a) and represents the inputto  The velocity obtained applying the Kalman filter has been-com
the system. This term is here omitted because there is notieyn in pared to the one obtained by integration and filtering (by meez a
Eq. (8) fourth-order Butterworth filter with cut-off frequency sat5 Hz) of
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the accelerometer data. The comparison is shown in Fig. Piagr
nification of the signals is shown in Fig. 22. As can be seeey tre
virtually identical, which means both methods are valid eéms of
performance. The drawback which limits the use of the Kalffilger

is related to the need of measuring both acceleration apthdisment,
which is not something that is usually done during tests.dditéeon,

when integrating and filtering the acceleration data, tHg parameter
that has to be defined is the filter cut-off frequency, whick hanore
intuitive meaning than the process noise covariance in tiden&n fil-
ter.

velocity [m/s]
S °
N o N

I
o
~

0 50 100 150
time [s]

(a) Integrated and filtered from acceleration

200 250

0.6

velocity [m/s]

0 50 100 150
time [s]

(b) Estimated using Kalman filter

200 250

Fig. 21: Comparison between integrated and estimated velocity

02 —|nte_grated
- - -estimated
@ 0.1
E
2 0
(%]
o
[}
> -0.1
-0.2f
25 25.05 251 2515 252 25.25
time [s]

Fig. 22: Magnification of the curves in Fig. 21

B Damping definition in direct solutions

Damping, in dynamic analysis, is a mathematical approxondb ac-
count for energy dissipation and therefore for reductiomhi struc-
tural response, which, in the physical system, is due to tesgnce of

internal friction. The type of damping taken into accounalirthe sim-
ulations performed during this study is the structural dawgpStruc-
tural damping can be defined in different ways depending erythe
of solution sequence used. Being the SOL129 a direct trans@u-
tion, the damping had to be defined by means oFABRAM,G and the
PARAM,W3 parameters, whe® indicates the damping value (at res-

onanceG = 2¢ wheret = £ isthe damping ratio) an&/3 indicates

Cer

the frequency at which the damping is defined. This meansthigat
damping is correct only for the frequency selected byRARAM, W3,
which is usually chosen equal to the system dominant frexu&ince
the structural damping force is constant with respect tddreng fre-
guency, every frequency lower th&3 sees a lower damping and ev-
ery frequency greater thal'3 gets more damping.

The effects of the different choices of tHARAM,W3 can be
seen comparing Fig. 24 to Fig. 23, where W8 parameter has been
set t050.26 rad/s (= 8 Hz) in the first figure and td94.78 rad/s

(« 31 Hz) in the second (the frequencies selected to compute the pa-

rameter are the resonance frequencies of the structureawittwith-
out the gap). The choice &3 greatly affects the simulation results,
as can be seen comparing Fig. 23 and Fig. 24. In fact, in Figh@3
lower frequencies are enhanced, thus showing a responskiatap
much greater than the one in Fig. 24, on the contrary, in Figth2
higher frequencies are more damped, thus the response lagga |
amplitude. The spikes visible in Fig. 18 come from the cduotiibn
of the low frequency mode also visible in Fig. 23, since inhbanal-
yses the dominant frequency has been chosen equ&MtG8 rad/s
(= 31 Hz2).

N
o

=
o

Acce CoG [m/sz]
I
5 o

I
N
o

)
w
o

|
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o

10 20 30 40 50
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o

Fig. 23: Time response obtained f¥3 = 194.78 rad/s

15

Acce CoG [m/sz]

-15

10 20 30 40 50
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o

Fig. 24: Time response obtained f#v3 = 50.26 rad/s
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