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Abstract

Nowadays, every business organization operates in ecosystems and cooperation
is mandatory. If, on the one hand, this increases the opportunities for the
involved organizations, on the other hand, every business partner is a potential
source of failures with impacts on the entire ecosystem. To avoid that these
failures, which are local to one of the organizations, would block the whole
cooperation, resilience is a feature that multi-party business processes currently
support at run-time, to cope with unplanned situations caused by those failures.

In this work, we consider awareness of resilience in multi-party business pro-
cesses during design-time, by focusing on the role of available – as an alternative
to unreliable – data as a resource for increasing resiliency, as data exchange
usually drives the cooperation among the parties. In fact, a proper analysis of
involved data allows the process designer to identify (possible) failures, their
impact, and thus improve the process model at the outset. A maturity model
for resilience awareness is proposed, based on a modeling notation extending
OMG CMMN – Case Management Model and Notation, and it is organized in
different resiliency levels, which allow designers (i) to model at an increasing
degree of detail how data and milestones should be defined in order to have
resilient by-design process models and (ii) to quantify the distance between a
process model and the complete achievement of a resiliency level.
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1. Introduction

The adoption of service-oriented architectures and workflow automation
(a.k.a. orchestration), while enabling and making integration among hetero-
geneous systems easier, has also reduced the difficulties in digitizing the com-
munications among different organizations. As a result, digital business ecosys-
tems have been proposed as a paradigm for enabling cooperation among these
organizations [23]; they can be conceptualized in terms of multi-party business
processes: every party performs some internal tasks (private view) and com-
municates with the other parties if some information is needed to perform the
internal tasks or if some results have to be notified to make the other parties
able to perform their own tasks (external view, also referred to as choreogra-
phy). Although this communication is a great opportunity for organizations,
the resulting inter-dependencies are difficult to manage, especially when some
failures occur: a party could stop working for internal reasons and all the parties
which depend on the information that the failing one is responsible for might
fail as well, thus resulting in a domino effect.

A proper design of resilient business processes becomes fundamental. Re-
silience concerns the ability of a system to cope with unplanned situations in
order to keep carrying out its mission [5]. In particular, making a multi-party
business process resilient means helping organizations to cope with the com-
plexity of the process and avoiding, limiting or mitigating possible failures that
might affect the technological infrastructures as well as the involved organiza-
tional structures [2]. We therefore consider the resilience of the process as a
whole, including its informational components that depend on the infrastruc-
tural and physical elements.

Satisfying resilience requirements is related to the ability to cope with un-
planned situations. In the literature [30], several approaches have been proposed
to keep business processes running even when some unplanned exceptions oc-
cur, by enacting countermeasures. If we focus on what to do in case of failures,
focusing on run-time flexibility with a reactive approach seems to be the only
possibility. Actually, new opportunities come from the recent increase in avail-
able data that, in some cases, can be used as alternative sources of data for
performing tasks that, otherwise, could fail. Thus, we can shift the focus to
what may be affected when a failure occurs, where improvements can be made
also at design time, with the aim of assessing the level of awareness with respect
to the resilience of the processes while they are being designed.

The goal of this paper is to provide a systematic approach for evaluating
the resilience of multi-party business processes, and driving the improvement
of resilience by reducing the possible impact of failures caused by missing data
due to improper human behavior and/or smart device errors. To this aim, the
approach considers the dependency between data and tasks, as well as data and
milestones characterizing a process. In particular, our approach is based on
assessing how available data or milestone redefinitions can possibly be exploited
to design viable alternatives in the process model to make it more resilient. The
adoption of a declarative notation, namely OMG CMMN – Case Management
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Model Notation [26], to design the process model, introduces an additional
degree of flexibility as declarative languages rely on an open-world assumption,
thus leaving room for supporting situations that cannot be planned at design-
time [9].

As an extension of the work presented in [29], this work introduces a for-
malization of the approach where data are considered as “first class citizens”,
because their unavailability could determine the failure of the processes. The
proposed formalization includes an extension of OMG CMMN with some addi-
tional elements required to express the alternative data and milestones.

The resulting maturity model, which constitutes a significant contribution of
this paper, takes into account the degree of awareness of process models through
levels of resilience, which can be computed using the provided formalization.
For any resiliency level, we define an indicator that quantifies the percentage
of compliance of a process model with respect to the resiliency level of interest,
taking into account the different values of criticality of the modeling elements
considered as relevant for the resiliency of the model. When a full compliance
with a resiliency level is not completely achieved, the indicator allows a better
understanding of the impact and the risks of such a non-compliance, returning
a percentage value that implicitly measures the distance between the model and
the complete achievement of the resiliency level.

The rest of the paper is organized as follows. After a discussion of the
state of the art in Section 2, Section 3 introduces a motivating case study –
used all the way through the paper – from which resilience requirements are
derived. In Section 4 we summarize the CMMN notation that we adopt as a
basis for process modeling. Section 5 introduces the proposed maturity model,
where five levels of resilience awareness are introduced. Section 6 defines how
CMMN has been extended to define process models that can be coupled with
the proposed maturity model, in order to identify to which resiliency levels
they belong. In Section 7, we present a critical discussion about the general
applicability, strengths and limitations of our maturity model, and finally, in
Section 8, we conclude the paper by tracing future work.

2. Related work

Research on resilient systems encompasses several disciplines, such as psy-
chology [38], ecology [11], sociology [1] and engineering [16]. In information
systems, resilience engineering has its roots in the study of safety-critical sys-
tems [16], i.e., systems aimed at ensuring that organizations operating in turbu-
lent and interconnected settings attain high levels of safety despite a multitude
of emerging risks, complex tasks, and constantly increasing pressures. A system
is considered as resilient if its capabilities can be adapted to new organizational
requirements and changes that have not been explicitly incorporated into the
design of the existing system [22]. In the BPM field, cf. [22] and [31], this means
that respective business processes are able to automatically adapt themselves
to such changes.
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Over the last years, change management in BPM has been mainly tackled
through the notions of process flexibility [30] and risk-aware BPM [34, 33].

On the one hand, the themes of flexibility and flexibility requirements have
been discussed widely in the literature (e.g., see [24] for a summary), as a
requirement for enterprise systems of being robust to business changes. Research
on process flexibility has focused on four major flexibility needs, namely (i)
variability [12, 13], (ii) looseness [37, 19], (iii) adaptation [32, 21], and (iv)
evolution [6, 7].

• Variability requires to incorporate in a process model different process
variants at design-time such that the selection of the most appropriate
variant can be done at run-time for each process instance [13], i.e., the
course of actions may vary from variant to variant [12]. Usually, there
exists a multitude of variants of a particular process model, whereby each
of these variants is valid in a specific scenario; i.e., the configuration of a
specific variant depends on requirements of the process context [13].

• Looseness is the ability of a process to execute on the basis of a loosely or
partially specified model. The full specification of the model may emerge
at run-time, is not known a-priori and may be unique to each instance [37].
In this direction, declarative approaches, such as the constraint-based lan-
guage Declare [28], are emerging with the aim of providing a less restricting
way for modeling processes, i.e., anything is possible as long as it is not
forbidden [37].

• Adaptation relates to the ability of a process to react to exceptional cir-
cumstances and to adapt/modify its structure accordingly [32]. Excep-
tions can be either anticipated, i.e., planned at design time and incorpo-
rated into the process model, or unanticipated. The latter refer to situa-
tions, unplanned at design time, that may emerge at run-time and can be
detected and manually or automatically tackled in ad-hoc way only during
the execution of a process instance, when a mismatch between the com-
puterized version of the process and the corresponding real-world process
occurs [21].

• Evolution is the ability of an implemented process to change when the cor-
responding business process evolves [6]. The evolution may be incremental
as for process improvements [7] (i.e., only small changes are required to
the implemented process), or drastic as for process innovation or process
re-engineering [15]. (i.e., if radical changes are required).

The ability to deal with changes makes process flexibility approaches a re-
quired, but not sufficient, means for building resilient BPM systems. In fact,
there is a (seemingly insignificant but) relevant gap between the concepts of
flexibility and resilience: (i) process flexibility is aimed at producing “reac-
tive” approaches that reduce failures from the outset by incorporating remedial
strategies at design-time or deal with them at run time if any “known” dis-
turbance arises; (ii) process resilience requires “proactive” techniques accepting
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and managing change “on-the-fly” rather than anticipating it, in order to allow
a system to address new emerging and unforeseeable changes with the potential
to cascade. On the other hand, while relatively close to the concept of risk-aware
BPM, which evaluates operational risks on the basis of historical threat proba-
bilities (with a focus on the “cause” of disturbances and events), resilient BPM
shifts attention to the “realized risks” and their consequences, to improve risk
prevention and mitigation, and therefore it aims at complementing conventional
risk-aware approaches.

Based on the foregoing discussion, there is only a limited number of research
papers investigating the resilience of BPM systems [2, 40, 39], and mainly at
conceptual level. For example, the work of Antunes and Mourao [2] derives
a set of fundamental requirements aimed at supporting resilient BPM. More
recently, the approach of Zahoransky et al. [40] investigates the use of process
mining [36] to create probability distributions on the time behavior of business
processes. Such distributions can be used as indicators to monitor the level of
resilience at run time and indicate possible countermeasures if the level drops.
Finally, the work [39] provides a support framework and a set of measures based
on the analysis of previous process executions to realize and evaluate resilience
in the BPM context.

Closely related to process resilience approaches, it is worth to mention the
work [24], which advocates a “flexibility by selection” approach for a priori
modeling of the capability of environment change based on the dynamic selection
of components from libraries. Along this line, many papers have been advocating
modeling dynamic process composition using services as components (see for
instance [3] presenting a general approach). However, in these proposals the
focus is on modeling the process structure rather than the data used in the
range of the process, which is the essential component that is used to tackle
resiliency in our approach.

If compared with the aforementioned papers, our research aims to provide
concrete indicators to measure the resilience of a multi-party business process
by focusing on the data exchanged between the activities composing the process,
an aspect neglected in the existing approaches to process resilience. We believe
that such indicators can provide a reliable mean for evaluating in advance the
impacts of potential disturbances and improving decision making at run time.

3. Case study and requirements

Based on a case study taken from a real scenario, this section motivates the
presented approach for supporting the resilience at design-time by discussing
problem setting and deriving the requirements for resilience that will be analyzed
in the rest of the paper.

3.1. Description of the case study

Smart devices have been adopted by several organizations to increase the
effectiveness of business processes [18]. For instance, in the logistics domain,
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Figure 1: Running example overview.

smart devices provide real-time monitoring of goods transportation in terms of
their position or state (e.g., temperature, humidity). Although the advantages
of the adoption of smart devices are clear, there are also some side effects in
terms of system reliability. In fact, smart devices are prone to failure due to their
limitations in terms of computational power and energy autonomy. Moreover, in
some cases they operate in extreme conditions (e.g., meteorological stations on
top of mountains), thus they might stop working without any previous notice.

Implications of the use of sensors in processes are illustrated through the ex-
ample shown in Figure 1, which presents a real case study involving the company
ShopAnalyser and Shop Inc., one of its clients. ShopAnalyser offers products
and services to physical shops/commercial centers willing to monitor and ana-
lyze the behavior of their customers while they are walking inside their premises.
To this aim, ShopAnalyser sells innovative sensors able to capture the probe
packets periodically sent by cellphones and to localize and track the position
of cellphones. In this way, assuming that a cellphone belongs to exactly one
customer, the sensor is able to track the behavior of the customer inside the
area and, by correlating MAC addresses, it recognizes when the same customer
repeatedly visits the shop. The analytics required to understand the customers’
behaviors are offered by ShopAnalyser as a service to all the shops which buy
its sensors. More specifically, ShopAnalyser produces one report every week to
the shops, and they use these reports as a basis for defining or improving their
marketing strategies.

Shop Inc. has the goal of reaching an acceptable conversion rate1 in its shop,
and therefore it decides to acquire sensors and the analytics service from Shop-
Analyser to get an insight on its customers’ behavior and support its marketing
analysis. The owner of Shop Inc., through its maintenance personnel, is respon-
sible for the installation and physical maintenance of the sensors: ShopAnalyser
delivers the sensors to Shop Inc., which installs them in the shop and configures
them to send collected data to the data center of ShopAnalyser. Some status

1In marketing, the conversion rate measures the ratio between visitors and effectively
paying customers.

6



ShopAnalyser

Shop

My goal is to 
offer a good 

analysis My goal is to 
increase the 

conversion rate

Data analysis Customers 
monitoring

Marketing 
strategies

Sensors 
data

Marketing
Report

read

read

create

create

Figure 2: Problem setting.

LEDs are embedded in the sensors to make the owners of the shops aware of
possible malfunctioning problems in sensor behavior, when the probe packets
sent by the cellphones are not collected correctly (in this case the Shop informs
ShopAnalyser, which will enact some repair action, such as sending substitut-
ing sensors), or to signal connection problems (i.e., the sensors are working, but
the data cannot be sent to ShopAnalyser). ShopAnalyser is responsible for the
data analysis, which produces a weekly report, and for identifying malfunction-
ing sensors that cannot be detected directly by the shops, i.e., unrealistic data
captured by sensors and sent to the data center (e.g., one hundred cellphones
identified in the same tiny shop at the same time).

Although some actions are present to cope with sensor malfunctioning, in the
case study the focus is mainly on signaling possible failures: i.e., if a sensor stops
working then a replacement is provided; if the network connection is interrupted,
then the ISP – Internet Service Provider – is called to resume the connection.
Actually, these occurring failures could have a significant impact as they affect
the data availability. In fact, during down time, an amount of sensors data is
not collected so it is not represented in the data set used for the analysis. As a
consequence, the report used for marketing purposes might become unrealistic.

However, during the process enactment, several other unplanned situations
may occur. Depending on the nature of the raised issues, the magnitude of their
impact varies and one or many activities may be involved. At the same time,
different countermeasures can be taken to mitigate these negative effects. In
fact, there may be other data available in the shop and its environment that
could be exploited to improve the quality of the service.

As an example, the sensors might not be able to communicate with Shop-
Analyser for many reasons, an alternative source of information about the num-
ber of clients in the shops might be considered, to be able to infer customers’
behaviors in the shops. Alternative ways to collect such information can include
counting the number of persons entering the shops, which may be available from
other unrelated applications, such as video surveillance. In this way, ShopAnal-
yser will not have gaps in the analysis, but only lower data quality. Other ways
to improve the final reports could include algorithms to fill in the gaps of sen-
sor information, based for instance on sales prediction algorithms applied when
sensors data have not been collected.
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3.2. Problem setting

In order to set the boundaries of our problem, we define a multi-party busi-
ness process for the running case study in terms of (see Figure 2):

• Parties: players involved in the process. All the parties are interested
in making the process up and running without problems, as their goals
depend on the resilience of the whole process. As an example, Shop Inc.
wants to make the marketing strategy more effective by increasing the
conversion rate. On the other hand, ShopAnalyser wants to sell a good
service to its customers.

• Tasks: a task is a unit of work performed by a party, which consumes
data as input and produces data as output. The data produced by a task
must be needed by at least one other party. As we are more interested in
the dependencies among the parties – rather than to internal executions
of processes by each party – the Customers Monitoring, Data Analysis,
and Marketing strategies are the tasks considered.

• Data: units of storage used by the data producer to store/write data and
by the data consumer to read such data. Producers and consumers are
parties performing tasks and, in the case study, “sensors data” as well as
“marketing report” are the relevant data.

• Milestones: status of the process for which the verification of some prop-
erties ensures a correct evolution of the process. The final milestone repre-
sents the goal of the process as no further evolution is required. Different
parties could have different milestones. For instance, the ShopAnalyser
wants to offer a good sensors data analysis, whereas the Shop wants to
increase its visitors conversion rate. While these milestones represent the
final goal of the parties, the ability to produce sensors data, as well as
the ability to create a report are other milestone that are requested to be
reached while executing the process.

3.3. Resilience requirements

Our approach analyzes the multi-party business process resilience from a
data perspective: data dependencies among the involved parties and relation-
ships between process tasks/milestones and data are taken into account to iden-
tify the sources of possible failures, and how the process can be better modeled
to make it resilient with respect to these failures.

Similarly to what is usually done in emergency management [35, 17, 20, 27],
where a preparedness phase aims to improve the system by learning from the
previous emergencies, we propose an approach that helps the process designers
improve their process models by considering the previous experiences in failures
generated by data unavailability. The resilience of this type of process depends
both on the reliability of the tasks and on the lack of data availability.

The reliability of the tasks concerns the possibility that one or more tasks
cannot be executed: i.e., the infrastructure required to perform the job is not
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available, also including the human resources whose execution of manual tasks
can be blocked by data unavailability, is not available.

On the other hand, lack of data availability is a situation in which the data
consumed by a task are not available. This situation can occur for different
reasons:

• Firstly, it may be directly connected to task reliability, as data produced
by parties performing tasks may be relevant for that party or other par-
ticipating parties, and problems on tasks may also have the side effect of
making data unavailable.

• Moreover, there are situations in which tasks work properly, but the re-
turned data, although available, do not have a sufficient quality level to
enable processing, thus they can be considered unavailable. Complete-
ness, timeliness, and accuracy are some of the quality parameters through
which we can define the acceptable level of data quality for considering
the data available [4]. For this reason, the definition of the data could be
coupled with the definition of quality levels that are considered acceptable
for a task uses said data.

Based on this discussion and on the experience gained in the area and lessons
learned from our direct involvement in several projects dealing with multi-party
business processes (a partial list of such projects is detailed in the Acknowledg-
ments), we can outline the following set of requirements to be satisfied in order
to model a resilient process.

Req #1 A strong requirement for multi-party processes is to explicitly model
all relevant data accessed by process tasks and manipulated by them. The
unavailability of such data often represents the main reason of failure dur-
ing process execution, and this may critically affect the overall resilience
of the multi-party process.

Req #2 It is required to represent the availability of alternative sources to
primary data. When devising alternatives, focusing only on the control
flow is limiting, as processes are often constrained in terms of tasks to be
executed and their flow. Conversely, data, which may originate from dif-
ferent sources and may have different quality, are often a practical source
of alternatives (as previously discussed in the case study).

Req #3 It is required to represent alternatives for milestones, where mile-
stones are meant as major intermediate objectives that the process aims
at achieving. Sometimes, in particular when alternative data sources are
employed in place of primary ones, it is not possible to achieve all the
milestones expected for a process. Thus, the ability to model alternative
milestones that capture best-effort (relaxed) objectives – still maintaining
the meaningfulness of the whole process – is crucial for modeling resilient
processes at design time.
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Req #4 It is required to provide a mechanism to increase the process resilience
at the modeling level, in order to drive the designer towards modeling
resilient-by design processes. Designing a model is an iterative task, in
which the designer progresses and continuously takes awareness of the
different facets of the phenomenon to be modeled (in our case, the pro-
cess). Therefore, a practical approach should allow the designer to check
iteratively the compliance of the phenomenon with a specific aspect (in
our case, the modeling of the resilience) in order to gradually increase its
awareness.

Req #5 It is required to objectively quantify at design-time the level of mod-
eled resilience, in order to provide an effective tool that allows to detect
how much the designer is progressing in the level of awareness of the phe-
nomenon (in our case, the resilient-by-design process). This will allow to
measure how far is the design of a process model from achieving an ad-
equate level of resiliency. The presence of a clear indicator of resiliency
can be also seen as a way to push the designer to continuously improve
the modeling of a resilient-aware process. As a matter of fact, similar
indicators that capture the unlocking of achievements are massively used
in gamification theories [14] to improve engagement and productivity of
end users.

Starting from the above requirements, in the following sections we will pro-
vide a modeling approach, based on CMMN, which will allow a designer to
specify resilient-by-design processes and assess them against a maturity model
structured in five levels of resiliency to be achieved.

4. A CMMN primer

To model multi-party business processes, like the one in the case study,
activity-centric modeling languages such as BPMN are usually adopted. Even
if this type of language results as being more intuitive for the process design-
ers, this approach has some limitations with reference to specifying process
resilience. As an example, the order of activities during exception handling is
loosely specified: when addressing process resilience, the designer should spec-
ify recovery activities, and the order in which they are performed is usually
decided at run-time based on considerations about the status of the process.
Other approaches, such as declarative modeling, relax some strictly sequenc-
ing assumptions, thus leaving room for supporting situations that cannot be
planned at design-time [9].

To this purpose, as already discussed in Section 1, in this work we adopt
CMMN – Case Management Model and Notation [26]. Being an artifact-based
language, the definition of data, and the relationship with tasks and milestones
holds a central role in the modeling, making this notation suitable for our ob-
jectives.
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Figure 3: CMMN modeling elements and annotators.

CMMN was published in 2014 by the Object Management Group (OMG),
with the target of providing a complementary specification to BPMN – Business
Process Model and Notation [25]. While BPMN is focused on designing a busi-
ness process in a procedural way with the help of an explicit control flow (which
specifies how and in which order things must happen in a process), CMMN
provides a declarative style for modeling processes that is targeted at describ-
ing what is allowed and not allowed in a process. In this section, we briefly
introduce in a rigorous way the key concepts of CMMN that are required to
understand the rest of the paper. For a complete description of the standard, as
well as for a conceptual representation (through Class Diagrams) of its modeling
elements and relationships, the reader should refer to the official specification
document [26].

Definition 1 (CMMN model). A CMMN model is a tuple N = 〈E ,U ,A,R〉
where:

• E is a set of modeling elements;

• U is a binary relationship in which two elements x, y ∈ E (with x 6= y) are
related if and only if they belong to the same scope;

• A is a set of annotators that can be used to indicate the characteristics of
elements in E ;

• R is a binary relationship 〈x, y〉 in which two elements x, y ∈ E (with
x 6= y) are related if and only if an event (e) from one (x) triggers the

other (y), i.e., x
e

=⇒ y. Note that x and y must be in the same scope, i.e.,
〈x, y〉 ∈ U , and that 〈x, y〉 ∈ R is an ordered pair.

As shown in Figure 3a, the set of modeling elements E = EC ∪ ES ∪ ET ∪
EM ∪ ED ∪ EV ∪ EF includes:
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• A set EC of cases. A case is a container for all the elements and data of a
CMMN model. Note that a CMMN model may have multiple cases, but
a case cannot be contained by other modeling elements.

• A set ES of stages, which are containers for modeling elements and may
be organized in a hierarchy (i.e., a stage may contain other stages).

• A set ED of case file items, which are used to represent all kinds of data
involved in the execution of a case, including documents, data values in a
database, spreadsheets, etc.

• A set ET of tasks, i.e., units of business relevant work that are to be
performed within a case.

• A set EV of event listeners, which describe the interaction between case
elements and the external environment.

• A set EM of milestones, which represent accomplishments of business ob-
jectives during the execution of a case.

• A set EF of connectors, which are primarily used to visualize the relation-
ships defined in R and can be annotated with a label representing which
specific events have determined them.

Notice that stages and tasks can be flagged as discretionary (from a graphical
point of view, their shape is obtained using a dashed line), meaning that the
decision to deal (or not to deal) with them is deferred to run time.

Figure 4 presents the CMMN model of the ShopAnalyser case study. The
outer box Shop improvement represents the case, i.e., the complete behavior of
the process. A user is provided with access to all information concerning the
case and is responsible for controlling how a case evolves. According to the
model, the following elements can be identified:

EC = {Shop improvement}
ES = {Sensor data acquisition, Data analysis,

Marketing analysis}
ET = {Installing sensors, Reading values,

Data mining, Marketing actions}
EM = {report available}
ED = {sensors data, shop data, marketing report, report}
EV = {on Monday, acceptable conversion rate}
EF = {〈Data analysis, occur , on Monday〉

〈Data analysis, - , report available〉
〈Installing sensors, complete ,Reading values〉
〈Shop improvement, occur, acceptable conversion rate〉}.
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Figure 4: CMMN diagram of the case study process.

Due to the declarative nature of CMMN, it is possible to define strong scope
relationships between its elements. The scope relationship U can be imposed by
using the two kinds of modeling element that can contain other elements, i.e.,
cases and stages. In a nutshell, a modeling element x is in a scope relationship
with an element y 6= x, if and only if they are contained in the same case or
stage, and no other sub-stage contains them. For example, a portion of the
scope relationship of the CMMN model in Figure 4 is the following:

U = {. . . ,
〈Sensor data acquisition,Data analysis〉,
〈Sensor data acquisition,Marketing analysis〉,
〈Data analysis,Marketing analysis〉,
〈Sensor data acquisition, on Monday〉,
〈Sensor data acquisition, report available〉,
〈Sensor data acquisition, acceptable conversion rate〉,
. . . ,

〈Data mining, sensors data〉,
. . .}

i.e., the three stages of the model are in the same scope, together with the mile-
stone report available and the events on Monday and acceptable conversion rate.
Note that the task Data mining and the case file item sensors data are in a differ-
ent scope than, e.g., on Monday. This means that 〈Data mining, sensors data〉 ∈
U , but 〈Data mining, on Monday〉 6∈ U and 〈sensors data, on Monday〉 6∈ U .

Concerning the annotators, there are three types, named decorators, markers
and sentries (cf. Figure 3b). Decorators are used to indicate certain character-
istics of a case/stage/task. For example, the decorators attached to the Market-
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ing analysis stage in Figure 4 indicate that: (i) it must be manually initiated
(manual activation decorator); (ii) it can be repeated multiple times (repetition
decorator); (iii) it is associated to a list of discretionary items that can be dy-
namically selectable at run-time (expanded planning table decorator). Markers
denote the kind of tasks to be executed within a case. For example, Installing
sensors is a human task, i.e., a task that must be executed and completed by a
(human) case worker.

Among the annotators, sentries are particularly important as they allow
the definition of temporal-logic dependencies between modeling elements. To
be more specific, sentries enable in order to describe when a task, stage, or
milestone is available for execution (entry criterion), or when a case, stage or
task is complete (exit criterion). As an example, the Reading values task starts
only when the sensors have been installed. The Data analysis stage opens every
week and terminates when a report is produced as defined by the milestone
report available. Entry/Exit criteria have the form: on e if cond , where e is
an event and cond is a condition over data. Both parts are optional, supporting
both pure event-based or conditional-based sentries.

The use of sentries allows the specification of event relationships between
modeling elements. Specifically, a relationship 〈x, y〉 ∈ R relates two mod-
eling elements x and y if and only if an event from one of them triggers an
entry or an exit criterion in the other element. For example, in the CMMN
model of Figure 4, the event relationship 〈on Monday,Data analysis〉 ∈ R
indicates that every Monday the entry criterion of the stage Data anal-
ysis is triggered, causing its execution. Similarly, the event relationship
〈Shop improvement, acceptable conversion rate〉 ∈ R is used to denote that
when an adequate conversion rate is achieved, then the case Shop improvement
completes. Notice that event relationships cannot cross scope, i.e., if 〈x, y〉 ∈ R,
then 〈x, y〉 ∈ U .

Once the conversion rate obtained by executing all the activities is considered
sufficient, then the business process concludes. Finally, case plan items (i.e.,
sensors data, report, marketing report and shop data) are included in the stages
which use them. It is worth noting that, according to the reported diagram,
from the moment when the sensors are installed, the Reading values task keeps
running until the time in which the expected conversion rate is achieved. At the
same time, the marketing analysis is not coordinated with the other activities
as it is performed by analyzing the reports produced by ShopAnalyser.

This concludes the exposition of the key concpets underlying the design of a
CMMN model. As will be discussed in the following sections, also this language
has some limitations when defining the data aspects. For this reason, we will
propose some extensions to the language to better represent all the data aspects
and dependencies required to concretely employ our maturity model.

5. A maturity model for the awareness of resilience

With the aim to classify multi-party business processes in terms of their
degree of resilience awareness, one of the main contribution of this paper is a
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Figure 5: Process resilience awareness maturity model.

maturity model which organizes different levels of resilience awareness, shown
in Figure 5, in a coherent framework where the actions to be taken in order
to increase the by-design resilience are identified. The levels of resilience are
defined on the basis of the ability of the multi-party process to adjust the possible
unexpected failures with preparedness strategies developed to increase resilience
at design time.

By using the maturity model, the process designer can figure out how much
the resilience of the process under investigation has been taken into account.
Based on this, having a process classified as Level 0 means that resilience has
not been considered at all in the design, while a process in Level 4 indicates that
the designers considered resilience fully according to several aspects, as detailed
in the following. Notably, the proposed maturity model does not provide a spe-
cific support for investigating resilience during run-time, as this depends on the
availability of some resilience support (e.g., fault-tolerant systems) embedded in
the infrastructure that the process relies on, or on being the activities internally
designed to be resilient, etc. These are orthogonal aspects and not necessarily
seen by the designer at design-time.

As discussed in Section 2, other proposals in the literature have been put
forward to define resilience for processes, e.g., [8]. However, here we do not
focus on the structure of the process or its components and instances, but we
aim at classifying the way resilience can be considered and obtained, in terms of
preparedness to unexpected events which might be caused or have an impact on
data availability. In particular, the following levels of designed resilience have
been identified:
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• Level 0 – No resilience awareness. At this level, a business process is
designed without taking into account the data unavailability that might
cause failures during the execution. As a result, countermeasures to be
adopted in case of critical situations are not defined. The designed process
only reflects the wishful scenario where it is assumed that all the parties
correctly execute their tasks and all the data are transferred among them
as expected. Although a process design of this type can be useful for defin-
ing the agreement between the parties, no support is given to resilience.

• Level 1 – Failure awareness. A first step for improving the process
design is to make the process aware that there are possible sources of
failure, therefore there is the need to make it resilient. In this work,
we consider failures caused by data unavailability, which might affect on
one or many tasks of the same party that is producing such data, or
tasks performed by other parties. For this reason, failure-aware business
processes are designed to have a clear map of which relevant data are
subject to failures, as well as the impact of these failures. The analysis
of potential failures depends on several factors: amount of data, how the
data are collected, how the data are stored. As an example, data stored on
a local server have a probability of failure that is lower than data stored on
a smart device connected to a wireless network. Similarly, if data created
by one party and used by several parties becomes unavailable, the impact
of this failure will be greater than the one produced by data created and
consumed by the same party.

• Level 2 – Data resilience. The model of the process makes an initial
attempt to overcome possible failures considering data availability. On the
basis of the information about the sources of failures and the potential
impacts of these failures, the designer can decide to include alternative
data in the process model. In this way, starting from the data with a
higher probability of failure and greater impact, the designer has to specify
if there are alternative data sources and how to reach them. A more
precise model requires an analysis of the gap between the quality of the
data in the original data source with respect to the quality of the data
in the alternative data source. For instance, if the sensors installed in
Shop Inc. stop working, the process model indicates other services as an
alternative source, e.g., an installed door counter and/or Google Popular
Times or even historical data stored in a different, but accessible, place.
The issue of data quality has been addressed extensively in traditional
information systems, e.g., [4], but the quality of big data (which includes
sensor-generated data) still has to be precisely defined [10].

• Level 3 – Milestone resilience. As the process resilience implies mit-
igating the effect of a failure, a possible mitigation includes revising the
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initial expectations of the process to achieve a given milestone. At this
level, resilience awareness implies that the designer defines, for each party,
a new milestone that represents a status that can terminate process ex-
ecution in a reasonable way. If the initial milestone corresponds to the
optimal one, the alternative milestone could be considered as best-effort.
As an example, ShopAnalyser, realizing that the data coming from the
sensors contain errors, can decide to release an incomplete, lower quality
report at a reduced price instead of releasing full reports with all details.

It is worth noting that the business process models at this level do not
prescribe any specific remedial action to cope with the failures at run-time.
For this reason, a model at this level only helps whoever is in charge of
executing the process to select, in case of failures, new data sources as well
as to decide on considering the result of the execution as satisfactory even
if the initial objective implied by a primary milestone cannot be fulfilled,
accepting a weaker objective.

• Level 4 – Process resilience. At this level, processes have been designed
by considering also remedial actions to be taken in case of failures. Design-
time mechanisms are conceived to be able to (semi)-automatically move
the process to an acceptable state when unexpected or unplanned failures
occur. Based on the information about the alternatives (both data and
milestones), the designer can embed in the business process how these
alternatives could be effectively managed. New recovery stages and tasks
can be added to the process to express the activities to be performed in
order to improve the quality of the data alternatives to a quality level
that is equivalent to the original service. Taking as example the problems
of missing data, the previous level suggests including the door counter
and the Google Popular Times in the list of possible alternatives. At this
level, the process designer should specify if the alternative data should be
considered as they are produced, or if additional tasks must be taken, e.g.,
combining both services into a reliable assessment of the indoor occupancy
for Shop Inc.

With the above levels of resilience, we aim at supporting the process de-
signer in understanding whether resilience is modeled, and whether there is
room to improve the process model by specifying possible alternative solutions.
As an example, once the designer understands that the modeled processes are
at Level 0, the first step should be to start considering the evolution of the data
in the process (i.e., moving to Level 1 – Failure awareness).

6. Modeling and assessing resilience

In this section, for each previously introduced level, we discuss the practical
impact of using CMMN as a modeling language. In this way, on the one hand,
we are able to highlight which additional required constructs are needed for
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modeling resiliency aspects. On the other hand, this will allow us to properly
address the requirements discussed in Section 3.3

Therefore, we propose an extension of CMMN able to improve the specifi-
cation of which data are used and in which way, in order to better analyze the
possible failures and their impacts. Such an extension will be specified in a rig-
orous formal way. This will allow us to provide a non-ambiguous classification
framework to be used for checking if a CMMN model is compliant with one of
the resiliency levels defined in the previous section.

6.1. Level 0 – No resilience awareness

CMMN makes it possible to express the basic scenario where resilience is
not considered at all. The model of the business process for the ShopAnalyser
case study, shown in Figure 4, belongs to this level.

6.2. Level 1 – Failure awareness

One of the main shortcomings of CMMN is poor data modeling capability
about data. In the current version of the standard [26], data are defined in an
“abstract way”, in terms of case file items with no restrictions in the format
and nature of the represented data. If, on the one hand, this allows maximum
flexibility in modeling various scenarios, on the other hand, no information
about the link between tasks/event listeners and data is provided, unless data
are attached to the entry and exit conditions of a modeling element. This means
that the existence of case file items is limited to triggering the enactment of a
stage/task/milestone, or to recording the outcome of case/stage/task execution
through an exit criterion. Any link connecting a case file item to the sentry of
another modeling element can be labeled with the specific operation (i.e., create,
update, delete, replace) to be performed on the case file item; such operations
are presented in the CMMN standard in Table 8.2 [26]. In the rest of the paper,
we denote them as OP . To date, as a matter of fact, the CMMN standard does
not allow the expression of any other kind of data dependency in the range of a
case.

To overcome this limitation and allow the design of CMMN models that are
compliant with Level 1 of the maturity model, we propose to extend CMMN
through a more rigorous specification of case file items.

Definition 2 (Case File Item). A case file item is a tuple D =
(nm(D), ds(D), cn(D), lb(D)) where:

• nm(D) is a label that identifies D in the range of a CMMN model;

• ds(D) is the data schema (i.e., the information model) that captures the
data maintained by D;

• cn(D) is the subset of modeling elements Ex ⊆ (ET ∪ EV) that perform an
operation on D;
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• lb(D) ⊆ cn(D) × expr is a total function that associates any element of
cn(D) with an expression expr denoting the operation to be performed
on D (or on its data schema ds(D)).

In the above definition, we firstly make explicit which tasks (or event listen-
ers) can affect (or are affected by) a case file item D, see cn(D). Secondly, we
associate D with a data schema ds(D). For example, we can imagine that the
case file item sensors data in the CMMN model of Figure 4 corresponds to a re-
lational database schema including two object classes (“Sensor” and “Reading”)
and a relationship between them. We can assume that ds(D) is represented as a
UML class diagram.2 The class “Sensor” can be used to list the physical sensors
installed in the shop, and the class “Reading” to collect the single readings of
the sensors. However, a CMMN model can also include case file items that have
no data schema associated with them, i.e., such that ds(D) = ∅. For example,
the case file item marketing report can be seen as a traditional text document
with plots and graphics.

Thirdly, the connection between tasks (or event listeners) and D must be
labeled with an expression expr , which denotes the kind of operation that is
performed on D, see lb(D). Let us denote with OP+ the same collection of
operations included in OP , plus two further operations: read and predicate on.
If ds(D) = ∅, then expr corresponds to an operation (selected from OP+)
that can be performed on D. For example, if we consider the CMMN model of
Figure 4, the case file item marketing report can be defined as follows:

D = (marketing report, ∅,
{Marketing actions, acceptable conversion rate},
{〈Marketing actions, create〉,
〈acceptable conversion rate, predicate on〉}).

This basically means that the Marketing actions task leads to the creation
of a new marketing report (i.e., expr = create) that predicates on the event
listener acceptable conversion rate (i.e., expr = predicate on). In addition, if
ds(D) 6= ∅, then it is possible to create complex expressions that predicate on the
single components of ds(D). For example, if ds(D) is expressed as a UML Class
Diagram, expr can be formulated as an OCL (Object Constraint Language)
rule, e.g., for reading or updating single rows of the “Reading” class associated
to (see previously) the case file item sensors data.

The above rigorous specification of case file items allows us to extend tradi-
tional CMMN, as follows:

Definition 3 (CMMN-1 model). A CMMN-1 model is a tuple N =
(E ,U ,A,R,JD,WD) where:

• (E ,U ,A,R) is a CMMN model as specified in Definition 1, with the fol-
lowing modifications:

2We notice that our approach can easily be transferred to other data modeling languages.
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Figure 6: Level 1 (Failure awareness) compliant process model.

– ED ∈ E contains case items specified as in Definition 2;

– EF ∈ E allows the presence of connectors linking directly case file
items with event listeners and tasks.

– R includes direct relationships between case file items and tasks (or
event listeners). Such relationships are not possible in the standard
specification of a CMMN model, cf. Section 4.

• JD : ED 6→ (ET ∪ EV) is a binary relationship that relates a case file item
eD ∈ ED to a modeling element ex ⊆ (ET ∪ EV). Note that JD ⊂ R.

• WD : ED → z is a binary relationship that associates to any case file item
eD ∈ ED a continuous value z ∈ [0, 1] reflecting its level of criticality within
the process.

Notice that JD does not need to be total, as certain case file items are not
associated with a task (or event listener) that interacts with them. In the latter
case, if eD ∈ ED is a case file item with cn(eD) = ∅, then for each ex ⊆ (ET ∪EV)
no relationship j ∈ JD exists such that j = 〈eD, ex〉.

On the other hand,WD is total and is used to indicate the criticality of a case
file item eD ∈ ED with respect to the degree of resiliency that a designer wants
to achieve for the process. For the sake of simplicity, in the rest of the paper
we assume the existence of a function K that bounds the levels of criticality cL
of a CMMN modeling element to only five possible numeric values, as shown in
Equation 1.
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K
(
cL
)

=


0 if cL = none,
0.2 if cL = low,
0.5 if cL = medium,
0.8 if cL = high,
1 if cL = critical

(1)

Designing a CMMN-1 model allows the connections between tasks/event
listeners and case file items, annotated with the operations performed on the
data. The use of this extension in the case study is shown in Figure 6. The new
elements in the model as well as the presence of a relationship that explicitly
couples case file items with a criticality value allow the designer to identify the
data that might have more impact in case of their unavailability. For example,
to express that the lack of sensors data will have more impact than the lack of
another kind of data (as the former can cause a domino effect affecting all the
tasks/event listeners in the process), we can perform the following assignment:

• WD(sensors data) = K(critical) = 1

• WD(shop data) = K(medium) = 0.5

• WD(marketing report) = K(medium) = 0.5

• WD(report) = K(low) = 0.2

(2)

Given the above ingredients, we can define CMMN-1 models that fully cover
the Level 1 of the maturity model.

Definition 4 (Level-1 compliant model). Let N = (E ,U ,A,R,JD,WD) be a
CMMN-1 model. N is said to be a “Level-1 compliant model” if and only if, for
each eD ∈ ED with WD(eD) > 0, there exist j ∈ JD and ex ⊆ (ET ∪ EV) such
that j = 〈eD, ex〉.

Notice that, by Definition 2, if a case file item eD is involved in a relationship
j = 〈eD, ex〉 ∈ JD, this automatically means that cn(eD) 6= ∅ and that exists
〈ex, expr 〉 ∈ lb(eD), i.e., j will be implicitly associated with the operation expr

to be performed on eD by ex.
If a CMMN-1 model N is not Level-1 compliant, one may want to quantify

the percentage of compliance (pcL1) between the model and the rules specified
in Definition 2. This can be achieved through Equation 3, where ||cn(eD)|| =
1 if |cn(eD)| > 0, and ||cn(eD)|| = 0 if |cn(eD)| = 0, being |cn(eD)| the number
of tasks (or event listeners) related to a case file item eD ∈ ED. In a nutshell,
||cn(eD)|| indicates the absence/presence of (at least) a connection between eD
and a task/event listener ex ⊆ (ET ∪ EV).
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Case File Items
Cases ||cn(sensors data)||

WD = 1
||cn(shop data)||
WD = 0.5

||cn(marketing report)||
WD = 0.5

||cn(report)||
WD = 0.2

% of Compliance

case 1 1 1 1 1 100%
case 2 1 0 1 1 77%
case 3 1 0 1 0 68%
case 4 0 1 1 1 54%

Table 1: Percentage of compliance of CMMN model of Fig. 6 wrt. different values of ||cn(eD)||

pcL1(N ) =


100% if

∑
eD∈EDWD(eD) = 0

∑
eD∈ED

(
WD(eD) · ||cn(eD)||

)
∑

eD∈ED
WD(eD) · 100 if

∑
eD∈EDWD(eD) > 0

(3)

On the one hand, the first part of Equation 3 shows the trivial cases in which:
(i) no case file item has been defined for the CMMN model N ; (ii) each case
file item eD ∈ ED included in N has a criticality value equal to 0, i.e., such that
WD(eD) = K(none) = 0. In both cases, N is considered to be trivially Level-
1 compliant, i.e., pcL1(N ) = 100%. In particular, in the second case (ii) the
designer is explicitly declaring that all case file items of N do not affect its
resiliency.

On the other hand, the second part of Equation 3 aims at checking if any
case file item eD ∈ ED having WD(eD) > 0 is associated to (at least) a task (or
event listener) through the relationship JD, and this can be verified by simply
evaluating if ||cn(eD)|| = 1. If so, Definition 4 is satisfied and, consequently,
we can state that a CMMN-1 model N is Level-1 compliant when pcL1(N ) =
100%.

When a full compliance with Level 1 is not completely achieved, the equa-
tion allows a better understanding of the impact and the risks of such a non-
compliance, returning a percentage value that implicitly measures the distance
between the model and the complete achievement of the resiliency level. Specif-
ically, the percentage of compliance varies in presence of case file items eD ∈ ED
for which WD(eD) > 0 and ||cn(eD)|| = 0. Higher levels of criticality will
correspond to lower percentages returned by Equation 3.

Example 6.1. Let us consider the CMMN-1 model N in Figure 6. As shown in
case 1 of Table 1, independently by the level of criticality of its case file items,
such a model has a percentage of compliance of 100%, since each case file item
eD ∈ ED is related to (at least) a task (or event listener) via relationship JD,
i.e., ||cn(eD)|| = 1. Let us discuss now other possible cases in which compliance
is not reached. First, let us suppose that case file item sensors data, which
is considered critical for the resilience of the process, i.e., WD(sensors data) =
K(critical) = 1, is not linked to any task (or event listener) through relationship
JD, i.e., cn(eD) = ∅. If we assume that the level of criticality of the other case
file items is as indicated in the assignment performed in (2), Equation 3 returns
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pcL1(N ) = 54% (cf. case 4 ). By analyzing also case 2 and case 3 of Table 1, it
is interesting to notice that the level of criticality of case file items plays a key
role in the quantification of the percentage of compliance, e.g., in case 4, the
absence of connections for a (single) critical case file item has a greater impact
than the absence of connections for two case file items at the same time (such
as in case 3 ), but with a lower level of criticality assigned to them.

6.3. Level 2 – Data resilience

To cope with alternative data, we propose to associate case file items with
one or more alternative data sources, called alternative case file items, to be
considered when the quality of information provided by the primary case file
item is low.

Definition 5 (Case File Item with alternatives). A case file item with alter-
natives is a tuple D = (nm(D), ds(D), cn(D), lb(D), al(D)) with the following
possibilities:

• (nm(D), ds(D), cn(D), lb(D)) is a case file item as specified in Definition
2;

• al(D) is a binary relationship 〈eD, ex〉 in which two elements eD ∈ ED and
ex ⊆ (ET ∪ EV) are related if and only if ex ∈ cn(D) and eD 6= D is the
alternative case file item for D. Notice that D, for any ex ∈ cn(D), can
provide only a single alternative case file item for ex.

According to the previous definition, a case file item D can act as the primary
data source for some tasks/event listeners and as an alternative data source for
other case file items in the CMMN model. To be more precise, we state that:

• D is primary for a task/event listener ex ∈ cn(D) if and only if it does
not exist any case file item eD ∈ ED such that eD 6= D, ex ∈ cn(eD) and
〈D, ex〉 ∈ al(eD).

• D is alternative for a case file item eD ∈ ED and a task/event listener
ey ∈ cn(D) if and only if eD 6= D, ey ∈ cn(eD) and 〈D, ey〉 ∈ al(eD).

The above definition enables a process designer to build different versions of
a case file item D where:

1. no alternative case file items are specified for D, i.e., al(D) = ∅;
2. alternative case file items are specified just for a subset of the tasks/event

listeners interacting with D, i.e., there exists some ey ⊆ (ET ∪ EV) such
that ey ∈ cn(D), but it does not exist any eD ∈ ED, such that eD 6= D
and 〈eD, ey〉 ∈ al(D);

3. no alternative case file item has been identified for some of the tasks/event
listeners interacting with D. In this case, a special keyword “NOP” can
be used to make this aspect explicit. For example, if a designer does not
identify an alternative case file item for D related to its interaction with
ey ∈ cn(D), then 〈NOP, ey〉 ∈ al(D);
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4. each task (or event listener) belonging to cn(D) is provided with an alter-
native case file item (or a NOP) in al(D).

primary 
case file 

item

Task

alternative 
case file 

item

(a) A case file item with an alternative.

primary 
case file 

item

Task X

(b) No alternative identified for a case file
item.

Figure 7: Example of alternative case file items.

For graphically representing an alternative case file item, we propose to add
a new icon with a shape identical to a “traditional” case file item, but with a
dashed border strictly attached to the original data source (see Figure 7a). If
the process designer is aware that no alternative case file item is possible for
a primary one, then the dashed border icon is explicitly labeled with an ‘X’
(which corresponds to NOP, see Figure 7b).

In the example in Figure 8, two alternative sources are defined: public data
as an alternative to sensors data and the Data mining task, and market analysis
to be used instead of the report produced by the Marketing actions task. For the
other case file items included in the model, no alternative has been identified,
and this is made explicit by using alternative case file items labeled with an ‘X’.

For example, according to Definition 5, the primary case file item called
sensors data and one of its alternatives called public data can be specified as
follows:

D1 =(sensors data, ∅,
{Reading values,Data mining},
{〈Reading values, create〉, 〈Data mining, read〉},
{〈NOP,Reading values〉, 〈public data,Data mining〉}).

D2 =(public data, ∅,
{Data mining}, {〈Data mining, read〉}, {∅}).

As previously discussed, a case file item can act as primary for some
tasks/event listeners and as alternative for other case file items in the CMMN
model. It is also possible to define several alternative case file items for a given
task/event listener. This latter case is possible if for a primary case file item
eD1
∈ ED and a task (or event listener) ex ∈ cn(eD1

) there exists an alterna-
tive case file item eD2

∈ ED such that eD2
6= eD1

and 〈eD2
, ex〉 ∈ al(eD1

), and
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Figure 8: Level 2 compliant process model.

for which there exists a third case file item eD3 ∈ ED such that eD3 6= eD2 ,
eD3 6= eD1 and 〈eD3 , ex〉 ∈ al(D2), and so on. Therefore, Definition 5 allows
building “priority chains” of alternative case file items associated to a primary
one. Their “priority” in being chosen as alternative data sources is made graph-
ically evident through an integer number on the top left corner of their icon,
with ’1’ meaning maximum priority.

The introduction of alternative case file items allows us to further extend
CMMN as follows:

Definition 6 (CMMN-2 model). A CMMN-2 model is a tuple N =
(E ,U ,A,R,JD,WD) where:

• N = (E ,U ,A,R,JD,WD) is a CMMN-1 model as specified in Definition 3
with the only modification that ED ∈ E contains case file items as specified
in Definition 5.

Note that the relationship JD does not change. Thus, for CMMN-2 mod-
els, it will record the relationships between tasks (or event listeners) and pri-
mary/alternative case file items. From a graphical point of view, to avoid over-
loading the CMMN model, alternative case file items will be only connected to
their primary counterpart. For the sake of understandability, in the rest of this
section, we will use the abbreviation ||ρ(D, ex)|| to evaluate if a case file item
D is primary or not with respect to a task (or event listener) ex. Specifically,
||ρ(D, ex)|| = 1 means that D is primary for ex, otherwise ||ρ(D, ex)|| = 0.

Definition 7 (Level-2 compliant model). Let N = (E ,U ,A,R,JD,WD) be a
CMMN-2 model. N is said to be a “Level-2 compliant model” if and only if:
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• N is a Level-1 compliant model (cf. Definition 4);

• for each pair 〈eD, ex〉 ∈ JD such that ||ρ(eD, ex)|| = 1 and WD(eD) > 0,
then: (i) there exists eD2

∈ ED such that eD2
6= eD and 〈eD2

, ex〉 ∈ al(eD),
or (ii) 〈NOP, ex〉 ∈ al(eD).

In a nutshell, a CMMN-2 model is compliant with Level 2 of the maturity
model if any primary case file item eD ∈ ED included in the model provides (at
least) an alternative data source (or explicitly declare its absence with the NOP
label) for each task/event listener that is associated to it via relation cn(eD).

When a full compliance of a CMMN-2 model N with Level 2 is not com-
pletely achieved, we can leverage on Equation 4 to quantify such a non-
compliance. In that case, the percentage of compliance depends on the presence
of primary case file items eD ∈ ED for which WD(eD) > 0 but that do not
provide any alternative for some of the tasks/event listeners connected to them,
i.e., such that ||ρ(eD, ex)|| = 1 and ||al(eD, ex)|| = 0. The latter is an abbrevi-
ation used to check if eD provides an alternative case file item for ex. If this
happens, ||al(eD, ex)|| = 1, otherwise it will be equal to 0.

pcL2(N ) =



100% if
∑
〈eD,ex〉∈JD

WD(eD) · ||ρ(eD, ex)|| = 0

∑
〈eD,ex〉∈JD

(
WD(eD) · ||ρ(eD,ex)|| · ||al(eD,ex)||

)
∑

〈eD,ex〉∈JD
WD(eD) · ||ρ(eD,ex)|| · 100

if
∑
〈eD,ex〉∈JD

WD(eD) · ||ρ(eD, ex)|| > 0

(4)

The first part of Equation 4 shows the trivial cases in which: (i) no case file
item has been defined for N ; (ii) each primary case file item eD ∈ ED included
in N has a criticality value equal to 0, i.e., such that WD(eD) = K(none) = 0.
In both cases, N is considered to be trivially Level-2 compliant, i.e., pcL2(N )
= 100%.

Then, the second part of Equation 4 verifies that any primary case file item
eD ∈ ED with WD(eD) > 0, and associated to a task (or event listener) ex
through the relationship JD, provides an alternative case file item for ex, i.e.,
such that ||al(eD, ex)|| = 1. If so, Definition 7 is satisfied and, consequently, we
can state that a CMMN-2 model N is Level-2 compliant when pcL2(N ) = 100%
(and pcL1(N ) = 100% as well).

When a full compliance with Level 2 can not be guaranteed, similarly to
what happens with Equation 3 at Level 1, also in this case the equation returns
a percentage value that implicitly allows to measure how far is N from being
Level-2 compliant. Specifically, both the criticality of primary case file items
and the presence/absence of alternative case file items play a crucial role for
determining the value of pcL2(N ).

Example 6.2. Let us consider the CMMN-2 model N in Figure 8. As shown in
case 1 of Table 2, pcL2(N ) = 100%, since each primary case file item eD that is
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Case File Items

Cases
||al(sensors data,
Reading values)||
WD = 1

||al(sensors data,
Data Mining)||
WD = 1

||al(shop data),
Marketing actions)||

WD = 0.5

||al(marketing report),
Marketing actions)||

WD = 0.5

||al(report),
Data mining)||
WD = 0.2

||al(report),
Marketing actions)||

WD = 0.2

% of Compliance

case 1 1 1 1 1 1 1 100%
case 2 1 1 1 1 1 0 94%
case 3 1 1 0 1 1 1 85%
case 4 1 0 1 1 1 1 70%
case 5 0 0 1 1 1 1 41%

Table 2: Percentage of compliance of CMMN model of Fig. 8 with respect to different values
of ||al(eD, ex)||

related to a task or event listener ex is also associated to an alternative version
of the data source, or with a NOP value, i.e., such that ||al(eD, ex)|| = 1. On
the other hand, if we assume that the level of criticality of case file items is the
one indicated in the assignment performed in (2), we notice that in cases 2, 3,
4 and 5 the full compliance with Level-2 is not achieved. It is important to
point out that the decrease of the percentage of compliance strongly depends
by the absence of alternatives for case file items that are considered critical for
the resilience of the process. In particular, in cases 4 and 5 the absence of
one alternative (case 4 ) or two alternatives (case 5 ) for case file item sensors
data has an evident greater impact than the absence of alternatives for case file
items report (case 2 ) and shop data (case 3 ), whose level of criticality is low
and medium, respectively.

6.4. Level 3 – Milestone resilience

Similarly to alternative data, alternative milestones can be defined to im-
prove the level of resilience of CMMN models. In CMMN, the concept of “mile-
stone” is used to capture the completion of a major deliverable event necessary
to make progress toward the goals implied by a successful execution of a CMMN
model. To be more precise, there are two ways to codify the milestones in a
CMMN model. On the one hand, a milestone can be associated with a specific
entry condition (attached to the milestone itself), whose fulfillment indicates
that the milestone has been achieved. On the other hand, a milestone can be
triggered when an exit condition of another modeling element is satisfied.

When it is not possible to trigger a milestone, it would be desirable to
provide some alternative “best-effort” milestone that enables the completion of
a portion of work in a reasonable way. While CMMN allows specifying several
“primary” milestones in the range of a case, it neglects the concept of secondary
milestones that are alternative to primary ones. Therefore, in order to define
CMMN models compliant with Level 3 of the maturity model, we first need to
clarify this concept.

Definition 8 (Milestone with alternatives). A milestone with alternatives is a
tuple M = (nm(M), ec(M), cn(M), xc(M), al(M)) where:

• nm(M) is a label that identifies M in the range of a CMMN model;

• ec(M) is the expression denoting the entry condition required to activate
the milestone;
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• cn(M) is the subset of modeling elements E ′ ⊆ (ET ∪ EV ∪ ES) that pred-
icate on M via ec(M);

• xc(M) is the subset of modeling elements E ′′ ⊆ (ET ∪ EC ∪ ES) that are
connected to M via an exit condition;

• al(M) is the alternative milestone of M, such that al(M) ∈ EM and
al(M) 6=M.

According to the above definition, a milestone (i) can be associated to an
entry condition, (ii) can be linked to tasks, event listeners or stages that predi-
cate on its entry condition, (iii) can be associated to the exit conditions of tasks,
cases or stages, and (iv) can be coupled with a specific alternative milestone. If
no alternative milestone has been identified, a special keyword “NOP” can be
used to make this aspect explicit, i.e., al(M) = NOP .

Based on the foregoing, we enforce a separation between primary and alter-
native milestones. Specifically, given a milestone M ∈ EM, we state that M is
primary if and only if it does not exist any other milestone eM ∈ EM such that
eM 6=M and M ∈ al(eM). Conversely, if such a milestone eM exists, then M
is said to be alternative for eM.

Notice that, differently from primary case file items, which may be associ-
ated with several alternatives when they are related to more tasks (or event
listeners), a primary milestone can be associated just to a single “direct” al-
ternative (nonetheless, a priority chain of alternatives attached to a primary
milestone is allowed, see later). This rigidity is intimately tied to the notion of
milestone itself. Since a milestone represents a critical achievement in the range
of a process, the “meaning” of its achievement is well-defined and is reflected
by a certain “business value” that does not depend by the specific process path
followed to reach it or by the number of modeling elements that insist on it.

From a graphical point of view, alternative milestones are represented with
a shape identical to a “traditional” milestone, but with a dashed border strictly
attached to the original milestone (see Figure 9a). Similarly to alternative case
file items, if no alternative milestone can be identified for a certain primary
milestone, we allow the process designer to associate it with a dashed border
icon marked with an ’X’ (see Figure 9b).

(a) A milestone with an alternative version
associated to it.

(b) No alternative identified for a mile-
stone.

Figure 9: Example of alternative milestones.

In addition, according to Definition 8, we allow a chain of alternative mile-
stones associated to a primary one to be built; their priority is graphically
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Figure 10: Level 3 compliant process model.

provided through an integer number in the top left corner of their icon, with ’1’
meaning maximum priority.

In the example of Figure 10, an alternative milestone called low quality report
is coupled with the primary milestone report available. This specifies the fact
that if it is not possible to produce a quality report after the completion of the
Data analysis stage, then it would be desirable to produce (at least) some kind
of report, even if of lower quality. For example, according to Definition 8, the
two milestone introduced before can be specified as follows:

M1 =(report available, ∅, ∅, {Data analysis}, {low-quality report}) .

M2 =(low-quality report, ∅, ∅, {Data analysis}, ∅) .

With the introduction of alternative milestones, we can further extend
CMMN as follows:

Definition 9 (CMMN-3 model). A CMMN-3 model is a tuple N =
(E ,U ,A,R,JD,WD,JM,WM) where:

• (E ,U ,A,R,JD,WD) is a CMMN-2 model as specified in Definition 6, with
the only modification that EM ∈ E contains milestones as specified in
Definition 8.

• JM : EM → (ET ∪ EC ∪ EV ∪ ES) is a binary relationship that relates a
milestone eM ∈ EM to a modeling element ex ⊆ (ET ∪ EC ∪ EV ∪ ES) in
one of the ways specified in Definition 8. Note that JM ⊂ R.
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• WM : EM → z is a binary relationship that associates to any milestone
eM ∈ EM a continuous value z ∈ [0, 1] reflecting its level of criticality
within the process.

Notice that: (i) JM is total, i.e., all milestones in the CMMN model must
be triggered by another modeling element ex ⊆ (ET ∪EC∪EV∪ES) that interacts
with them; (ii) WM is total and is used to indicate the criticality of a milestone
eM ∈ EM with respect to the degree of resiliency that a designer wants to achieve
for the process. For the sake of simplicity, we assume that the interpretation of
WM is constrained through the (already discussed) function K, which bounds
the levels of criticality cL of a CMMN modeling element to only five possible
numeric values, as shown in Equation 1.

In the following, we use abbreviation ||ρ(eM)|| to evaluate if a milestone
eM ∈ M is a primary one. Specifically, ||ρ(eM)|| = 1 means that eM is a
primary milestone, otherwise ||ρ(eM)|| = 0.

Definition 10 (Level-3 compliant model). Let N =
(E ,U ,A,R,JD,WD,JM,WM) be a CMMN-3 model. N is said to be a
“Level-3 compliant model” if and only if:

• N is a Level-2 compliant model (cf. Definition 7);

• for each eM ∈ EM such that ||ρ(eM)|| = 1 and WD(eM) > 0, then
al(eM) = NOP or there exists eM2

∈ EM such that eM2
6= eM and

al(eM) = eM2 .

That is, a CMMN-3 model N is compliant with Level 3 of the maturity
model if each primary milestone specified in N is coupled with (at least) an
alternative milestone, which expresses the achievement of a relaxed (sub-)goal
condition or reflects the awareness that no alternative (sub-)goal is possible.

The percentage of compliance pcL3 of a CMMN-3 model N with Level 3
can be quantified leveraging on Equation 5. The equation is built using the
abbreviation ||al(eM)||, which is equal to 1 if eM is associated to an alternative
milestone, otherwise it will be equal to 0.

pcL3(N ) =



100% if
∑
eM∈EMWM(eM) · ||ρ(eM)|| = 0

∑
eM∈EM

(
WM(eM) · ||ρ(eM)|| · ||al(eM)||

)
∑

eM∈EM
WM(eM) · ||ρ(eM)|| · 100

if
∑
eM∈EMWM(eM) · ||ρ(eM)||) > 0

(5)

To sum up, Equation 5 states that in the cases in which: (i) no milestone
has been defined for the CMMN model N ; (ii) each primary milestone eM ∈
EM included in N has a criticality value equal to 0, i.e., such that WM(eM)
= K(none) = 0, then N is considered to be trivially Level-3 compliant, i.e.,
pcL3(N ) = 100%.
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The second part of Equation 5 verifies that each primary milestone eM ∈ EM
withWM(eM) > 0 provides an alternative milestone, i.e., such that ||al(eM)|| =
1. If so, Definition 10 is satisfied and, consequently, we can state that a CMMN-
3 model N is Level-3 compliant when pcL3(N ) = 100% (and, of course, pcL2(N )
= 100%). For example, this is exactly the case of the CMMN model in Figure
10, which is Level-3 compliant.

When a full compliance with Level 3 can not be guaranteed, the equation
returns a percentage value that implicitly allows to measure how far is N from
being Level-3 compliant. Similarly to what happens with Equation 4 at Level
2, in this case the two variables that play a crucial role for determining the
value of pcL3(N ) are the level of criticality of primary milestones and the pres-
ence/absence of an alternative milestone for a primary one.

6.5. Level 4 – Process resilience

In the previous level of the maturity model, we have discussed how the
presence of alternative milestones allows to capture best-effort process (sub-)
goals to be achieved when primary data sources are missing or not available.
However, the quality of the alternative case file items is usually lower than
their original counterpart, and sometimes this makes very complex (also) the
achievement of alternative milestones. In order to mitigate this issue, the final
level of our maturity model pushes a process designer to explicitly model the
additional work required to improve the quality of alternative case file items
to a degree that is comparable to their original counterpart and that allows to
meet some process (primary or alternative) milestone.

To this aim, we need to introduce two further modeling elements: error
events and recovery stages.

Definition 11 (Error Event). An error event Verr ∈ EV is a tuple
(nm(Verr), cn(Verr), st(Verr)) where:

• nm(Verr) is a label that identifies Verr in the range of a CMMN model;

• cn(Verr) ∈ ED is the alternative case file item that triggers Verr;

• st(Verr) ∈ ES is the recovery stage that is activated once Verr is thrown.

An error event Verr represents a situation in which the use of an alternative
case item causes the enactment of some recovery actions, embedded in a special
recovery stage. We represent an error event with a lightning bolt marker within
the event shape (see Figure 11).

According to Definition 11, Verr is strongly coupled to the alternative case
file item that triggers it. Notice that Verr can only be triggered by a single
cn(Verr) and must be associated to a single recovery stage st(Verr).

Definition 12 (Recovery Stage). A recovery stage Srec ∈ ES is a tuple
(nm(Srec), ev(Srec), ct(Srec),mt(Srec)) where:

• nm(Srec) is a label that identifies Srec in the range of a CMMN model;
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Figure 11: An example of an error event linked to a recovery stage.

• ev(Srec) is a non-empty subset of error events that cause the activation of
Srec;

• ct(Srec) is the content of Srec, i.e., the set of modeling elements belonging
to Srec and their relationships.;

• mt(Srec) ∈ EM is the milestone that is achieved once the enactment of
Srec is completed.

A recovery stage Srec is a special kind of discretionary stage (from a graphi-
cal point of view, the shape is identical but with a dashed outline) triggered by
one or more error events trough an (always true) entry condition. The content
of a stage is determined by the set of modeling elements belonging to ct(Srec).
Potentially, a recovery stage allows to employ (and implicitly combine) also ex-
isting primary and alternative case file items. If a designer identifies no recovery
stage for a specific error event, then ct(Srec) = NOP . If the process designer
is aware that no recovery stage exists for a given error event, then the content
of the stage is explicitly labeled with an ’X’ (which corresponds to NOP). To
avoid recursive situations, alternative case file items are not allowed in recovery
stages. For the same reason, primary case file items in recovery stages are
associated with a criticality value equal to 0, i.e., they can not affect negatively
the resiliency of the process, as they are considered remedial sources whose ex-
istence can only improve the quality of data sources. Finally, an (always true)
exit condition is associated to Srec, which is connected to a milestone mt(Srec),
be it alternative or not.

In the example shown in Figure 12, in case the quality of public data is
not considered sufficient, a recovery strategy – defined by a recovery stage –
is required. In our example, the goal of the recovery stage is to support the
achievement of the alternative milestone low-quality report by providing a Data
fixing task able to increase the low-quality public data in a set of revised public
data which will be used by the Data mining task.

For example, according to definitions 11 and 12, the error event low-quality
public data and the recovery stage that is attached to it, called Data fixing, can
be specified as follows:

V =(low-quality public data, public data,Data fixing)

S =(Data fixing, {low-quality public data}, {. . . stage content . . .}, low-quality report)
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Figure 12: Level 4 compliant process model.

Definition 13 (CMMN-4 model). A CMMN-4 model is a tuple N =
(E ,U ,A,R,JD,WD,JM,WM) where:

• (E ,U ,A,R,JD,WD,JM,WM) is a CMMN-3 model as specified in Defi-
nition 9, with the only variant that:

– EV ∈ E contains error events as specified in Definition 11.

– ES ∈ E contains recovery stages as specified in Definition 12.

For the sake of simplicity, in the rest of this section we use the following
abbreviations:

• ||α(eD)|| to check if a case file item eD ∈ ED is the first alternative source
of a primary case file item. Specifically, ||α(eD)|| = 1 means that eD is an
alternative case file item, otherwise ||α(eD)|| = 0.
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• ||ω(eD)|| to check if a case file item eD ∈ ED is associated to a recovery
stage eS ∈ ES (whose exit condition is linked to a milestone eM ∈ EM) via
an error event eV ∈ EV . Specifically, ||ω(eD)|| = 1 means that there exists
eV ∈ EV such that: (i) cn(eV) = eD; (ii) st(eV) = eS ∈ ES ; (iii) eV ∈
ev(eS); (iv) ct(eS) 6= ∅ or ct(eS) = NOP ; and (v) mt(eS) = eM ∈ EM. If
this is not the case, ||ω(eD)|| = 0.

Definition 14 (Level-4 compliant model). Let N =
(E ,U ,A,R,JD,WD,JM,WM) be a CMMN-4 model. N is said to be a
“Level-4 compliant model” if and only if:

• N is a Level-3 compliant model (cf. Definition 10);

• for each alternative case file item eD ∈ ED such that ||α(eD)|| = 1 and
WD(eD) > 0, then ||ω(eD)|| = 1.

In a nutshell, in order to be compliant with Level 4 of the maturity model,
for any alternative case file item of a CMMN-4 model whose criticality level is
grater than 0, it is required to specify a recovery strategy (via an error event
plus a recovery stage attached to a milestone), which indicates how to reduce the
quality gap between the alternative data sources and their original counterpart
with respect to the milestones achieved.

The percentage of compliance pcL4 of a CMMN-4 model N with Level 4 can
be quantified leveraging on Equation 6.

pcL3(N ) =



100% if
∑
eD∈EDWD(eD) · ||α(eD)|| = 0

∑
eD∈ED

(
WD(eD) · ||α(eD)|| · ||ω(eD)||

)
∑

eD∈ED
WD(eD) · ||α(eD)|| · 100

if
∑
eD∈EDWD(eD) · ||α(eD)|| > 0

(6)

Similarly to the previous resiliency levels, the first part of Equation 6 deals
with trivial cases. Specifically, if (i) no alternative case file item is defined for
the CMMN model N or (ii) each alternative case file item eD ∈ ED included
in N has a criticality value equal to 0, i.e., such that WD(eD) = K(none) = 0,
then N is considered to be trivially Level-4 compliant, i.e., pcL4(N ) = 100%.

The second part of Equation 6 checks that each alternative case file item
eD ∈ ED with WD(eD) > 0 is associated to a recovery stage via an error event,
i.e., such that ||ω(eD)|| = 1. If so, Definition 14 is satisfied and, consequently,
we can state that a CMMN-4 model N is Level-4 compliant when pcL4(N ) =
100% and, of course, pcL3(N ) = 100% from the previous resiliency level.

7. Threats to validity

This section discusses factors that may call the proposal presented in this
paper into question or diminish the meaningfulness of the results. These factors
are denoted as threats to validity.
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The first threat to validity is about the meaningfulness and applicability of
the approach, and the lack of an extensive empirical evaluation. The proposed
approach has been derived and assessed with respect to the running example
that has been taken from a real scenario. Although adopting a real case study
gives the opportunity to really test our assumptions and to get feedbacks from
the final user, not all the possible causes of failures can be considered in this
paper. Similarly, a general acceptance of the levels of awareness that have been
proposed in this paper needs to be assessed with additional case studies.

In future work, we plan to evaluate how much the approach proposed in this
paper effectively support designers to build more resilient models in specific sce-
narios. Empirically, this can be evaluated by taking groups of practitioners and
performing a modeling experiment to compare produced models with and with-
out adopting the approach (possibly supported by a design tool, see further).
To facilitate this, the groups will get the same process modeling assignment,
but some groups will be instructed to use systematically an assessment of the
levels, as proposed in this paper, and other ones not to consider it. The factors
to be compared might be, for example, the resilience of the produced model,
speed of development, and user feedback. The hypothesis is that groups adopt-
ing the approach, and being able to measure at each step of the modeling how
far away their model is from the achievement of a certain level, will produce
better models, being driven toward resilience awareness.

A second threat to validity, related to the previous one, is the lack of a
modeling tool realizing the approach. We envision such a tool as a CMMN
editor in which the designer can evaluate the resilience level the model under
construction is currently when editing. Such a tool would enforce awareness, by
the designer, about the resilience level, and therefore would push the designer to
use all the specific constructs we have defined in our approach. Notably, in the
paper all the functional specifications for developing such a tool are provided,
and formulas provided in Section 6 are exactly those ones to be realized in the
tool for performing the level quantification over the model under construction.
The formalization of the approach, which has lead to the exact specification of
the way of computing the levels, is the only precise way to define the logic of
such a tool, and has been provided in this paper exactly for this purposes.

A third threat to validity is about the practical conditions and assumptions
under which the approach is effective. The existence of alternatives might not be
always guaranteed; analogously, resilience might also be affected by other factors
different from data, like resource unavailability, temporal constraint violations,
or non-compliant behavior of certain parties. In these cases, even if the designer
is aware of the resilience and would like to achieve a certain level, s/he cannot
find alternatives and the resilience of the model is hindered. In the present
paper we have focused on the data as main sources affecting process resiliency.
Covering all the potential factors affecting resilience is out of the scope of this
work. However, the investigation of such factors is in the list of the future
extensions of this paper.
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8. Discussion and concluding remarks

The resilience maturity model presented in this paper, based on an extension
of CMMN , is a concrete tool to support process designers so they become
aware of how resilient the processes they are working on are. At design time,
it is important to be aware of failures, and to identify data and milestones
alternatives, in order to be able to design alternative actions. From one point of
view, flexible approaches cope with exceptional situations during run time, but
only a deep awareness during design time can make really the process resilient-
by-design.

One of the strengths of the proposed approach is the use of a formal specifi-
cation of CMMN (and of its extensions) to provide a rigorous conceptualization
of the maturity model and to build a classification framework that assesses
the compliance of CMMN models against the resiliency levels. The following
advantages can be identified:

• Firstly, to have a framework that is formally specified allows to remove
any vagueness and ambiguity that may derive from an informal (textual)
description, which reflects at most the intuition that is behind the frame-
work itself. Conversely, the presence of a formal framework has allowed us
to carefully define the aspects of process resiliency relevant for our research
and those aspects that have not been investigated in the paper.

• Secondly, the formal specification of the maturity model has allowed us to
precisely quantify the percentage of compliance of a CMMN model with
respect to a resiliency level.

• Thirdly, the presence of a formal specification of the framework will easily
allow us to realize a design tool that concretely implements the framework.

Based on the latter consideration, future work will comprise the design and
development of a plug-in of some CMMN modeling tools, where the designer will
have the possibility to verify at which maturity level the process s/he is currently
designing can be classified. Calculating the maturity model of a CMMN model,
and also providing a degree of how far a model is from the achievement of a
desired level, is easily computable on the basis of formalization presented in
Section 6. Such a tool would easily make the designer aware of the resilience
of the process under modeling. Proper usability and the effectiveness of such a
tool with practitioners will be evaluated as well.
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