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Abstract

Turbulence modeling for fuel spray simulation plays a promi-
nent role in the understanding of the flow behavior in In-
ternal Combustion Engines (ICEs). Currently, a lot of re-
search work is actively spent on Large Eddy Simulation
(LES) turbulence modeling as a replacement option of
standard Reynolds averaged approaches in the Eulerian-
Lagrangian spray modeling framework, due to its capabil-
ity to accurately describe flow-induced spray variability and
to the lower dependence of the results on the specific tur-
bulence model and/or modeling coefficients. The introduc-
tion of LES poses, however, additional questions related to
the implementation/adaptation of spray-related turbulence
sources and to the rise of conflicting numerics and grid re-
quirements between the Lagrangian and Eulerian parts of
the simulated flow. About the latter, an efficient alternative
might be found in hybrid URANS/LES formulations, which
are still relatively unexplored for spray modeling applica-
tions and for ICE modeling in general. In this work, we con-
duct a systematic analysis aimed to assess the effects of
several URANS, LES and hybrid turbulence modeling for-
mulations on the spray dynamics. The hybrid form is based
on a purposely developed version of the k-g URANS clo-
sure, and the simulation campaign is focused on a stan-
dard n-dodecane evaporating spray case in a constant vol-
ume vessel configuration. The spray is modeled within
the Eulerian-Lagrangian framework, with primary and sec-
ondary breakup taken into account by means of the Kelvin-
Helmholtz-Rayleigh-Taylor (KHRT) model. Further, we in-
vestigate on the effects due to the Stochastic Turbulence
Dispersion (STD) of parcels. Numerical experiments are
carried out via the open-source CFD code OpenFOAM. The
results are validated against the baseline experimental data
for evaporating ECN Spray A and with previous computa-
tional findings available in literature.

Introduction

Automotive engine manufacturers are currently facing great
technical challenges, due to the sharply increasing restric-
tions on polluting emissions and primary energy consump-

tion that are being implemented in the European Union and
other highly developed countries. Most of the modern small
and medium-sized engines are based on direct fuel injec-
tion technologies, being either spark-ignited gasoline units
or compression-ignited diesel units. Therefore, the devel-
opment of high-fidelity simulation methods for fuel spray
characterization is crucial, in order to help injector and en-
gine designers to devise cleaner and more efficient thermal
power units.

At present, multidimensional spray modeling in engines is
commonly based on the Eulerian-Lagrangian approach, in
which the gaseous phase is treated as a continuum while
the liquid phase is described through a Lagrangian Particle
Tracking (LPT) method. Spray-turbulence interaction is ac-
counted for through a suitable turbulence modeling choice,
which may belong either to the Unsteady Reynolds Aver-
aged Navier-Stokes (URANS) or Large Eddy Simulation
(LES) families. We recall here that the term URANS is re-
ferred to the time-dependent form of any standard RANS-
based approach, where the averaged momentum and tur-
bulent scalar transport equations are solved in time. Com-
pared to URANS, which still relies on a statistical description
of turbulence, LES allows to accurately reproduce local and
instantaneous changes in the flow parameters, thus provid-
ing a better insight in the physical and chemical processes
that are typical of Internal Combustion Engines (ICE) op-
eration. Due to such features, LES has been extensively
examined for ICE simulation in the past 20 years [1], mak-
ing remarkable steps towards full maturity for industry-grade
applications [2, 3]. In spite of this, the coupling of LPT with
LES for spray description may still be considered as a rather
new option [4–7], thus requiring further research efforts to
better assess (and eventually improve) the spray-turbulence
modeling integration. Broadly speaking, LES is well suited
for the dilute spray region [6], where the typical LES grid
resolution is supposed to match well the numerical require-
ments of LPT. On the other side, an excessively high mesh
refinement may violate some of the hypotheses that lie be-
hind the Lagrangian tracking concept. Additionally, special
attention is needed to properly account for dispersion ef-
fects at a sub-grid level [1, 7], which may significantly in-
fluence the liquid phase mass distribution at certain spray



regimes [8].

Roughly from 2009 [9], hybrid URANS/LES methodolo-
gies are being investigated to complement LES in ICE
applications. Since then, a number of approaches have
been assessed, including the Scale-Adaptive Simulation
(SAS) [10, 11], Very Large Eddy Simulation (VLES) meth-
ods [12,13] and different flavors of the Detached Eddy Sim-
ulation (DES) [9, 10, 14–18] technique. Some of the rea-
sons for considering hybrids methods for ICE simulation in-
stead of conventional LES are the significant reduction of
the overall computational costs, by enabling LES only where
it is actually needed, and a simpler setup of the boundary
conditions for high-Re flows at the walls and at the open
ends [19]. Most of the above mentioned studies have shown
promising results, but they were essentially limited to cold-
flow engine analyses. To the best of the authors’ current
knowledge, there are no ICE-related published works on
the coupling of hybrids with combustion or LPT spray sub-
models, thus leaving large room for further investigations in
that field.

In the present paper we propose a systematic computa-
tional analysis to assess the consistency of an intentionally
developed hybrid URANS/LES formulation, coupled with
LPT spray modeling. The hybrid form follows a zonal mod-
eling concept [16–18, 20], which allows to split the compu-
tational domain in pure-URANS, pure-LES or DES zones,
with the aim of maximizing the benefits of each mode
of operation by taking into account the physics involved
and the available computational resources. In this initial
study, numerical experiments are carried out on a stan-
dard non-reacting evaporating spray case in order to as-
sess the spray-turbulence interplay under various grid re-
finement scenarios. Along with the available experimental
data sets [21], state-of-the-art URANS and LES simulations
are performed for comparison. The remainder of the paper
is organized as follows: first the hybrid turbulence model-
ing methodology is introduced; then, Lagrangian governing
equations and spray sub-models used in this work are de-
fined; afterwards, we describe the problem under consider-
ation and we provide details on the numerical setup; finally,
we present our findings along with a discussion on the re-
sults obtained for URANS, LES and DES analysis. In the
conclusions, we summarize the main results achieved and
we include considerations and suggestions for future possi-
ble extensions of the work.

Turbulence modeling

The hybrid turbulence modeling used in the present work
is built on top of the DES principle, which can be gener-
ally applied to the unsteady form of a one- or two-equation
RANS closure [22, 23]. The starting point is the so called
k-g URANS model, where g represents the square root of a
characteristic turbulent time scale, namely:

g =

√
k

ε
=

√
1

β∗ω
(1)

with β∗= 0.09. A transport equation for g was firstly derived

in the work from Kalitzin et al. [24], where the relationship
(1) was used to rearrange the ω-equation in the k-ω stan-
dard model [25]. Using a g-based formulation is mainly jus-
tified by the much smoother scaling compared to ω (or ε).
This is especially true close to solid walls, where the follow-
ing scaling laws apply:

ω ∝ 1

y2
=⇒ g ∝ y (2)

with y being the wall-normal coordinate. In previous works
[26, 27], we developed a modified k-g closure by introduc-
ing a realizability constraint on the characteristic turbulent
time scale [28, 29]. In this new form, the model transport
equations are:

ρ
∂k

∂t
+∇ · (ρUk) = P − Sk +∇ ·

[(
µt
σk

+ µ

)
∇k
]

(3)

ρ
∂g

∂t
+∇ · (ρUg) =ρ

βg

2β∗τ
− αg3

2kτ
P +∇ ·

[(
µt
σg

+ µ

)
∇g
]

+

+

(
µt
σg

+ µ

)
3g

τ
(∇g · ∇g)

(4)

where ρ is the fluid density, P is the standard turbulence
production term and α, β, σg, σk are the remaining closure
constants of the original k-g form. The turbulent viscosity µt
is given by:

µt = ρβ∗kτ (5)

with the turbulent time scale τ being evaluated according
to [27–29]:

τ = min
(
g2, aττlim

)
(6)

where:

τlim =
2

3β∗

√
3

8|E|2 (7)

with |E|2 = magnitude squared of the mean rate-of-strain
tensor and aτ ≤ 1 being a model constant. In [29] it is
stated that aτ should not go below 0.6, in order to avoid an
erroneous limiter activation in free-shear layers. Therefore,
the recommended value range for aτ is 0.6 ≤ aτ ≤ 1.

A two-equation DES model can be subsequently obtained
by modifying the turbulent kinetic energy sink term Sk as
follows [23]:

Sk,RANS = ρ
k

τ
= ρ

k
3/2

lRANS

(8)

lRANS = k
1/2

τ (9)
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Sk,DES = FDESSk,RANS (10)

FDES = max

(
lRANS

CDES∆
, 1

)
(11)

with ∆ = local grid spacing parameter and CDES ≈ O(1).
Based on previous calibration tests [16], in the present work
the CDES value is set to 0.5. When the CDES∆ term is
smaller than the modeled length scale, FDES reduces the
turbulent viscosity and the model produces the canonical
∝ ∆4/3 viscosity scaling in the inertial subrange of a ho-
mogeneous and isotropic turbulent energy spectrum [23].
Otherwise, the effect of FDES vanishes (FDES = 1) and the
model reverts back to the original URANS formulation. This
is also known as seamless DES [30], as the URANS-to-LES
switching is automatically managed by the model itself, de-
pending on the local flow and grid resolution conditions.

A natural extension of seamless DES is represented by
zonal-DES (ZDES) [31–33], in which different parts of the
computational domain are marked a-priori by the user as
URANS, LES or DES. A straightforward zonal rearrange-
ment of the FDES function consists of:

F ∗
DES

= Cz1FDES + (1− Cz1)FZDES (12)

FZDES = Cz2 + (1− Cz2)

(
lRANS

CDES∆

)
(13)

where Cz1 and Cz2 are boolean switching parameters which
might be alternatively equal to 0 or 1. Table 1 shows all the
possible modes of operation produced by F ∗

DES
, depending

on the different Cz1 and Cz2 combinations.

Table 1: Modes of operation determined by the Cz1 and Cz2 val-
ues.

Cz1 Cz2 Simulation type Mode

0 1 URANS I
0 0 LES II
1 1/0 DES III

Such zonal treatment follows the original ZDES framework
[31], with no special turbulence coupling procedure im-
plemented at the URANS/LES or URANS/DES interfaces.
Nonetheless, since transport equations are kept the same
in all zones, continuity of the transported turbulent scalars
from one zone to another is automatically ensured.

In order to comprehensively evaluate the three modes of the
k-g ZDES formulation, we include in the present work addi-
tional state-of-the art URANS and LES predictions. URANS
simulations are performed with standard, realizable, and
RNG k-ε closures [34–36], while LES results are obtained
with the Smagorinksy [37] and WALE [38] models.

Liquid phase governing equations and
spray sub-models

The LPT approach consists of describing the spray liq-
uid phase as an ensemble of discrete droplets. All of the
droplets having identical properties are combined into sin-
gle parcels, which are tracked in a Lagrangian framework
within the Eulerian gas phase. The employment of parcels
rather then droplets allows a significant reduction of the
computational cost, since the actual number of droplets in
real sprays may be massively large.

The motion of parcels is described by the following set of
Lagrangian equations:

dxp
dt

= up (14)

dup
dt

=
F

mp
(15)

where xp and up are the parcel position and velocity, re-
spectively, while F represents the drag force acting on the
parcel. Each parcel is considered to have a spherical
shape, and it is characterized by diameter dp, density ρl
and mass mp. The drag force can be then expressed in
terms of the drag coefficient CD, as follows:

F =
1

2
ρgACD|Urel|Urel (16)

where A is the projected area, |Urel| is the magnitude of
the relative velocity Urel between the parcel and the sur-
rounding gas, and ρg is the gas phase density. The drag
coefficient CD is given by the following expression:

CD =

 24
Rep

(
1 +

Re
2/3
p

6

)
Rep < 1000

0.424 Rep ≥ 1000
(17)

where
Rep =

ρg|Urel|dp
µg

(18)

is defined as the parcel Reynolds number, with µg being
the gas phase dynamic viscosity. By introducing the parcel
characteristic time, as:

τp =
ρld

2
p

18µg
(19)

and using equations (16) and (18), the parcel momentum
equation (15) can be written as follows:

dup
dt

=
CDRepUrel

24τp
(20)

Stochastic Turbulent Dispersion

In general, the relative velocity between the liquid parcel
and the surrounding gas phase can be expressed as fol-
lows:

Urel = u + u′ − up (21)

where u is the gas phase velocity at the parcel position, up
is the parcel velocity, while u′ is a fluctuating component,
namely a stochastic velocity, which accounts for turbulent
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dispersion of parcels due to interaction with surrounding
gas. Therefore, in order to solve the Lagrangian system
of equations (14) and (20), a closure model for u′ and, ul-
timately, for the instantaneous relative velocity Urel, is re-
quired.

In this work, we use the model by O’Rourke [39, 40]: the
stochastic dispersion velocity component u′ is sampled
from a Gaussian distribution with zero mean and standard
deviation equal to σ =

√
2k/3. Such a velocity is kept con-

stant over a certain time interval, that is the so called tur-
bulence correlation time, which is taken to be the minimum
of an eddy transverse time tR and an eddy life time tE . In
our study, we use tE = k/ε and tR = Cps

(
k3/2/ε

)
/|Urel|,

where Cps = 0.16432. Once the turbulence correlation time
is reached, a new value for u′ is sampled.

In the current work, we study the effect of STD by using the
model described above. Cases where STD modeling is not
considered correspond to the condition u′ = 0.

Injection model

In the present work, the blob model [41] is used to model
the injection of liquid phase. Among the others, the blob
injection is one of the most simple and widely employed ap-
proaches in literature, and for this reason was chosen for
this study. According to this model, the parcels are injected
into the computational domain with uniform size, and with
a uniform spatial velocity profile, which magnitude depends
on the mass flow rate. In particular, we set the diameter
characterizing each injected parcel equal to the one of the
injector nozzle. The direction along which the parcels are
injected is chosen to be a random angle within the spray
cone. Following experimental measurements presented at
first ECN workshop [42], we set the cone angle equal to 22°.

Breakup model

The hybrid Kelvin-Helmholtz Rayleigh-Taylor (KHRT) model
[41, 43, 44] in conjunction with the liquid breakup length
theory [45] is used to simulate droplet breakup. This ap-
proach combines the KH model for the modeling of pri-
mary breakup with the RT instability theory for secondary
breakup. In this Section, we briefly recall the main concepts
of the model.

In the Kelvin-Helmholtz (KH) breakup model, the velocity
difference across the interface between the liquid jet and the
surrounding gas phase causes small perturbations, leading
to a surface instability which amplifies until the formation
and separation of droplets. If ΛKH is the wavelength cor-
responding to the KH wave with maximum growth rate, a
parent droplet breakups to form new droplets with radius rc,
such that:

rc = B0ΛKH (22)

In equation (22), B0 is a fixed constant, which is equal to
0.61. During breakup, the parent droplet loses mass. The
rate of change of its radius depends from the equilibrium

radius rc of the child droplets as follows:

dr

dt
=
r − rc
τKH

(23)

with the characteristic time for the KH breakup τKH being
defined as:

τKH =
3.788B1r

ΩKHΛKH
(24)

where r denotes the radius of the initial droplet, ΩKH is
the frequency of the fastest growing wave and B1 is an ad-
justable constant. As it will be discussed later, the breakup
model constant B1 has a significant impact on the spray
modeling, since it controls the diameter reduction of sec-
ondary droplets. Overrated values for B1 may lead to a
reduction of breakup phenomena and increased liquid pen-
etration. On the contrary, too low B1 values may result in
higher diameter reduction rate, thus leading to increased
spray disintegration and reduced liquid penetration.
After the breakup, a parcel division process and a droplets
regrouping take place. During this stage, liquid mass con-
servation and conservation of the Sauter Mean Radius
(SMR) must be ensured. To account for this, we employ the
procedure developed by Patterson and Reitz [44] that, for
the sake of clarity, we recall here. By definition, the droplet
SMR is given by:

r = 3
Vp
Ap

(25)

where Vp = 4/3πr3n and Ap = 4πr2n are volume and area
of the parcel, with n being the number of droplets within the
parcel. According to [44], each parent parcel breakups giv-
ing rise to a new parent parcel, in which the larger droplets
are grouped, and a child parcel, which is constituted by an
ensemble of the smaller droplets. The mass balance can
be written as follows:

ρl
4

3
πnr3 = ρl

4

3
πnnpr

3
np + ρl

4

3
πncr

3
c (26)

In equation 26, n and r are the number and the radius of
droplets in the initial parent parcel, while subscripts np and
c refer to the bigger droplets in the new parent parcel and
the smaller droplets in the child parcel, respectively. Appli-
cation of definition 25 leads to the conservation equation for
the SMR, that is:

r =
nnpr

3
np + ncr

3
c

nnpr2np + ncr2c
(27)

Combining the two relations 26 and 27, we obtain the fol-
lowing equation:

nr2 = nnpr
2
np + ncr

2
c (28)

The radius of the smaller droplets rc is given by equation
22, while the radius r for the parent parcel droplets comes
from the solution of equation 23. Moreover, the number of
bigger droplets in the new parent parcel nnp is assumed to
be equal to the number of parent droplets at the beginning
of the breakup process, namely n. Therefore, the two un-
knowns of equation 28 are the radius rnp and the number
of droplets nc. The former is found by solving the following
cubic equation:

nr2 (r − rc)− nnpr2np (rnp − rc) = 0 (29)
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which is obtained after manipulation of equation 28 with
26. Afterwards, once the value of rnp is known, the latter
is found by solving equation 26 for nc, that is:

nc =
nr3 − nnpr3np

r3c
(30)

The mass shed from the initial parent parcel can be there-
fore computed. Finally, the number of droplets nnp is up-
dated by considering the mass of the new parent parcel,
which is given by the difference between the mass of initial
parent parcel and the shed mass, and the mass of droplets
with radius rnp.
The KH mechanism so far described is used to predict the
spray primary breakup.

The Rayleigh-Taylor (RT) model accounts for instability of
the liquid-gas interfaces due to different densities of the flu-
ids. In the present KHRT hybrid approach, the RT model is
used to predict the secondary break-up of the droplets. Ac-
cording to this model, instabilities on the surface of the liquid
drop are assumed to be growing if the wavelength ΛRT cor-
responding to the fastest wave growth rate is smaller than
the droplet diameter. The droplet breakup occurs once a
characteristic breakup time is reached. This is defined as:

τRT =
Cτ

ΩRT
(31)

where ΩRT is the frequency of the fastest growing wave and
Cτ is a correction factor, which is usually taken equal to 1.
The diameter of the new droplets is then set equal to ΛRT ,
thus:

rc =
πCRT
KRT

(32)

whereKRT is the wave number corresponding to the fastest
growing wave.

As mentioned before, we embed the concept of liquid
breakup length [43] within the KHRT model. According
to this theory, the liquid within the intact liquid core is un-
likely to be influenced by the RT instability. Therefore, only
droplets beyond such a liquid core are assumed to be influ-
enced by the RT breakup. The corresponding characteristic
breakup length is defined as follows:

Lb = Cbdn

√
ρl
ρg

(33)

where dn is the nozzle diameter, Cb is an adjustable con-
stant, while ρl and ρg are the liquid and gas phase den-
sities, respectively. We track the position of each parcel
during time. Then, RT instability is activated only for those
parcels which distance from the injector is greater than the
breakup length.

Other spray sub-models

We use the Ranz-Marshall correlation to evaluate the heat
transfer between liquid phase and surrounding gas phase.
As evaporation model we adopt the one formulated by
Spalding [46], while boiling is modeled on the basis of the
work of Zuo et al. [47]. Finally, no collision model was taken
into consideration since it is widely accepted that, for evap-
orating sprays, collision of droplets has a minor influence.

Problem statement and numerical setup

Engine Combustion Network (ECN) [21] provides a compre-
hensive experimental database for sprays at various am-
bient, fuel type and injection conditions. In the present
work, we carry out numerical simulations for the ECN non-
reacting “Spray A” operating conditions. This case refers
to the injection of n-dodecane (C12H26), which is a diesel
fuel surrogate, in a constant volume vessel of cubic shape.
Modeling the spray physics in a rather simple geometry en-
ables us to validate the proposed numerical approach and
understand its features while avoiding those uncertainties
which are inherently related to the complex configuration of
a real engine geometry.
For the “Spray A” case, the ambient gas prior to the start of
injection is at 900 K and 6.0 MPa, while having a density of
22.8 kg/m3. Its initial composition is given by the following
volumetric concentration: 0% O2, 6.52% CO2, 3.77% H2O,
89.71% N2. The fuel is injected from a single hole, along
the axial direction, during a time of 1.5 ms, at injection pres-
sure and temperature of 150 MPa and 363 K, respectively.
The injector nozzle diameter is 90 µm and the discharge co-
efficient is 0.89. An accurate representation of the injection
rate profile can be crucial to properly reproduce the initial
transient of the spray evolution. Therefore, for the numeri-
cal experiments, it is convenient to use a suitable fuel mass
flow rate profile as inflow condition at the nozzle. The rate
of injection (ROI) used in this work is generated by applying
the CMT utility for “Spray A” modeling [48], which requires
as an input the following parameters: discharge coefficient,
fuel density, nozzle diameter, injection time, back and injec-
tion pressure. By setting these values to those correspond-
ing to the “Spray A” configuration and operating conditions
as given above, we obtain the ROI depicted in Figure 1,
which is the one adopted in all of the simulations performed
in the current study. The corresponding total injected mass
is 3.56 mg. Input parameters for “Spray A” are summarized
also in Table 2.

Table 2: Input parameters for “Spray A” operating conditions.

Fuel type n-dodecane (C12H26)

Ambient composition (by volume)

0% O2

6.52% CO2

3.77% H2O
89.71% N2

Ambient gas temperature 900 K
Ambient gas pressure 6.0 MPa
Ambient gas density 22.8 kg/m3

Injection duration 1.5
Injection mass 3.56 mg
Injection pressure 150 MPa
Injection temperature 363 K
Discharge coefficient 0.89
Injector nozzle diameter 90 µm

The computational domain geometry used in this work is
a cube whose side has a length of 108 mm, thus resem-
bling the constant volume vessel configuration adopted at
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Sandia National Laboratory (SNL) for obtaining the experi-
mental data.

0 0.5 1.0 1.5
0.00

1.00

2.00

3.00

Time [ms]

M
as

s
flo

w
ra

te
[g

/s
]

Figure 1: Rate of injection used as inflow condition.

The nozzle is located at the center of the top side of the do-
main, with the spray evolving along the perpendicular direc-
tion to this plane. Basing upon previous numerical studies
on “Spray A” presented at the first ECN workshop [42], in all
simulations, unless otherwise stated, we set initial uniform
fields for either turbulence kinetic energy and turbulence
dissipation rate with values equal to 0.735 m2/s2 and 5.67
m2/s3, respectively. Velocity fields are initialized to zero
everywhere in the domain, for all of the turbulence modes
analyzed. Moreover, we select a turbulent Schmidt number
equal to 0.7, while the total number of injected parcels is
15000. The simulations are carried out using the finite vol-
ume open source code OpenFOAM-6 [49], that has been
extended by a set of dynamic libraries, developed by the au-
thors, to support hybrid turbulence modeling. A compress-
ible flow solver, which makes use of a Pressure Implicit with
Splitting Operators (PISO) algorithm, has been applied for
the simulations. For URANS simulations, momentum con-
vection is solved by means of a linear upwind differencing
scheme, while for LES and hybrid simulations performed
on mesh labelled as m2 we use a linear scheme. A LUST
scheme (blended 75% linear and 25% linear upwind) was
instead preferred for LES simulations on mesh labelled as
m3, to improve stability. For all cases, we adopt a linear up-
wind scheme also for transport of turbulent quantities, such
as k, g and ε. Moreover, boundedness and stability of the
numerical solution was improved by employing a flux limiter
scheme for the discretization of gradient terms in turbulent
quantities equations, in all of the cases and, also, for those
in the momentum equation in URANS simulations. As far
as time derivative discretization is concerned, we make use
of a second order implicit Crank Nicolson scheme, with off-
centering coefficient equal to 0.5, in all of the cases ana-
lyzed. For all cases, we employ a 3D Cartesian grid. In
particular, we define a fully hexahedral uniform base mesh

that is then refined by a cell-splitting approach. We skip de-
tails on the specific wall model adopted in the simulations,
since for the “Spray A” case the vessel walls are located
at a sufficient distance from the nozzle position to play no
actual role in the spray flow evolution.

A case tuning procedure is initially carried out in order to
identify the adjustable breakup model constant B1 and vali-
date the numerical setup. Among the others, B1 is known to
be the most influential spray model constant, therefore par-
ticular care must be taken to tune its value for the specific
case under consideration. Inappropriate choice of this con-
stant can lead to unrealistic prediction of the liquid phase
behavior. By following [44] we varied B1 within the range
1.73 - 60. We conduct such a preliminary analysis by per-
forming URANS simulations with RNG k-ε closure, since
this is currently the most widely used model in ICE nu-
merical studies. This procedure is also used to determine
proper simulation parameters, such as time-step, and op-
timal grid sizing configuration, which we use for the whole
set of URANS simulations. We emphasize that, in general,
given a set of spray model parameters, the simulation re-
sults are not grid independent. This is well documented in
literature, and an insightful discussion is available in first
ECN workshop Proceedings [42]. Several numerical stud-
ies have led to the conclusion that both liquid and vapor
penetrations might be significantly affected by the mesh res-
olution. To a certain degree, it was also observed that time-
step size might have not negligible effects on the numerical
results. Despite this, mesh dependency is mainly related
to the minimum grid spacing rather than the overall mesh
configuration. This partially reduces the undesired effects
related to the mesh dependency, thus allowing us to pose
our analysis on a solid base. In fact, we remark that the aim
of the present investigation is to compare different turbu-
lence modeling strategies and, in particular, to understand
the numerical behavior of an ad-hoc hybrid URANS/LES
formulation, when the same set of spray model constants
is kept. Results from the tuning procedure indicate that the
best matching with experimental data by SNL for the “Spray
A” case is achieved for B1 = 18. Therefore, we select this
value for all of the simulations performed in this study. Con-
sistently with [43], we choose Cb equal to B1/2. The overall
set of KHRT breakup model constants is reported in Table
3.

Table 3: KHRT breakup model constants.

B0 B1 Cτ CRT Cb

0.61 18 1 0.1 9

The final mesh accounts for about 600K cubic cells and it is
constructed in such a way to be progressively finer towards
the injector hole, namely in that region of the domain where
the highest velocity gradients occur and the Lagrangian field
of parcel is injected in the flow. The local refinements are
realized by means of a sequentially cell-splitting strategy
within coaxial cylindrical regions, whose axis is perpendicu-
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Figure 2: 2D cut-plane of the computational grids used in the paper; a) mesh m1, used for URANS simulations; b) mesh m2, used for LES and
DES simulations; c) mesh m3 used for LES simulations.

lar to the injector hole section at its center. The overall grid
size ranges between 0.125 mm and 4 mm. A two dimen-
sional cut-plane of the mesh is shown in Figure 2, while de-
tails for the cylindrical refinement regions are summarized
in Table 4, where the radius and the height with respect to
the injector nozzle location are provided. We shall refer to
the described mesh as m1 in the remaining part of the pa-
per. We emphasize that a mesh with minimum grid spacing
of 0.25 mm was found to be adequate to properly capture
the main features of the analyzed spray in our URANS simu-
lations. However, we observed an improvement of the slope
of both vapor and liquid penetration, especially in the initial
transient state, when a finer region with size of 0.125 mm is
introduced in the close proximity of the injector hole.

Resolution of mesh m1 cannot be sufficient to properly
capture the spray dynamics when using a LES approach.
Therefore, in such a case, a finer mesh must be used. To
this aim, we construct two additional meshes, where the
spray region is entirely discretized at a uniform resolution of
0.125 mm and 0.0625 mm, accounting roughly for 5 millions
and 21 millions of cells, respectively. An illustration of the
two meshes is provided in Figure 2. We shall refer to the de-
scribed mesh as m2 and m3 in the text. Further details on
each refinement level for both of the used mesh is provided
in Table 4. Finally, we select a time-step equal to 2 · 10−7

for all of the simulations performed on mesh m1 and m2,
while for cases on mesh m3 we set dt = 5 · 10−8. We found
these values to represent the best compromise, considering
accuracy, stability and computational cost aspects.

Results and discussion

In this Section, we present numerical results for the three
modes as introduced in Table 1. The results are provided in
terms of liquid and vapor penetrations, mixture fraction and
velocity profiles, given the availability of experimental data
for these quantities. In particular, for LES and DES simu-
lations, only one single realization for each case is simu-
lated, and the results are then compared to the experimen-
tal mean together with the provided experimental disper-
sion. The liquid spray penetration is defined as the maxi-
mum distance from the injector nozzle to the farthest axial
position where 95% of the liquid mass is found, while the va-

por spray penetration is defined as the maximum distance
from the injector nozzle to where the fuel mass fraction is
0.1%. Velocity, fuel mass fraction and viscosity fields are
also presented and analyzed for a better understanding of
the occurring flow phenomena.

URANS simulations analysis (mode I)

As described in previous Section, we use the RNG k-ε clo-
sure model to perform a case tuning study and validate the
numerical setup. In Figure 3 we compare the obtained liq-
uid and vapor penetration trends with those from different
turbulence models, namely standard and realizable k-ε. All
the simulations were performed on mesh m1. The results
are plotted against experimental data from SNL.
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Figure 3: Effects of URANS turbulence model on liquid and va-
por penetration. Results are compared with experimental data of
SNL [21]. The filled area corresponds to the experimental standard
deviation.

We notice that the effect of URANS turbulence models on
liquid penetration is not pronounced. All of the considered
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Table 4: Detailed description of refinement regions for all meshes: m1,m2 and m3.

Refinement level Size [mm] Radius [mm] Height [mm]
m1 m2 m3 m1 m2 m3

1 2.0000 30 30 30 80 80 80
2 1.0000 15 15 15 70 75 75
3 0.5000 10 10 10 20 70 70
4 0.2500 8 8 8 10 65 65
5 0.1250 7 7 7 5 60 60
6 0.0625 \ \ 5 \ \ 58

approaches match the experimental data very well. Con-
versely, there is a significant discrepancy among the va-
por penetration predictions over time. The result obtained
with RNG k-ε model is in good agreement with experimen-
tal measurements, while the vapor penetration predicted by
the other two models appears underestimated, especially
for the standard k-ε case. These findings are in line with
results from the first ECN workshop [42].
Following what stated in [29], a parametric study is con-
ducted for the k-g closure strategy where the model con-
stant aτ is varied between 0.6 and 1.0. We underline here
that the use of the k-g model for spray simulation is, to date,
still unexplored. For this reason, a tuning procedure is re-
quired in order to establish a suitable value for aτ . Numeri-
cal tests are carried out on mesh m1, with same numerical
setup as for previously presented URANS cases. Figure 4
shows the results, in terms of liquid and vapor penetrations,
obtained via URANS simulations with k-g closure model, for
three different values of the parameter aτ .
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Figure 4: Effects of constant aτ for URANS k-g model on liquid and
vapor penetration. Results are compared with experimental data of
SNL [21]. The filled area corresponds to the experimental standard
deviation.

Although there are no substantial differences in estimation
of liquid penetration, we found the effect of the model con-
stant aτ having a significant impact on the vapor penetra-

tion trend. Predictions of the initial transient state are in
agreement to each others up to a time of roughly 0.1 ms.
However, beyond this value, the slope of vapor penetra-
tion exhibits a growing trend with the increasing of aτ . This
leads to a significant overestimation of the final vapor tip for
aτ = 1 and to an underestimation for the case aτ = 0.6. We
found the optimal value to be aτ = 0.8, for which both liquid
and vapor penetrations approaches closely the experimen-
tal data.
The initialization of the turbulence kinetic energy k field may
affect significantly the simulation results. Therefore, we
study the impact of such a condition by varying the initial
value of the uniform field of k between 0.0735 m2/s2 and
7.35 m2/s2. Tests are carried out for the k-g closure model,
with model constant aτ equal to 0.8. The results are shown
in Figure 5.
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Figure 5: Effect of turbulence kinetic energy initialization for
URANS k-g model (with aτ = 0.8) on liquid and vapor penetra-
tion. Results are compared with experimental data of SNL [21].
The filled area corresponds to the experimental standard deviation.

We observe no significant dependency of results on the ini-
tial conditions when k is set from 0.735 m2/s2 to lower val-
ues. However, for k=7.35 m2/s2 the vapor tip is slightly un-
der predicted. Liquid penetration is however never affected
by the choice of the initial field of turbulent kinetic energy.
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Figure 6: Instantaneous fuel mass fraction field (left) and velocity field (right) at 1.5 ms after the start of injection, for LES with k-g closure model
(aτ = 0.8) on mesh m2. Lagrangian field and velocity field are normalized to their maximum values, respectively.
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Figure 7: Effects of LES turbulence model on liquid and vapor
penetration. Simulations are performed on mesh m2 (minimum
size: 0.125 mm). Results are compared with experimental data of
SNL [21]. The filled area corresponds to the experimental standard
deviation.

LES simulations analysis (mode II)

LES presented in this Section were performed on mesh m2
and m3. Numerical setup and initial conditions are the same
as those used for URANS simulations, except for the nu-
merical scheme employed to solve the momentum convec-
tion, as already mentioned. Moreover, we set the value for
the k-g model constant aτ equal to 0.8 and we compare

the obtained results with experimental data as well as with
those from other well established model, such as WALE and
Smagorinsky. In Figure 7 we show vapor and liquid penetra-
tions predicted by the three models by simulations on mesh
m2. All of the turbulent models provide very accurate re-
sults, which are in good agreement with experimental data.
This finding confirms that the used mesh is suitable to be
used for LES analysis and that a mesh resolution of 0.125
mm is adequate to properly capture the involved physical
phenomena. In addition, we notice negligible differences
in liquid tip predictions. Also vapor penetration trends are
quite close to each other, with the k-g model matching the
WALE in the initial transient state and the Smagorinsky in
the final stage of the injection. These results validate the
reliability of k-g model when mode II of our proposed ap-
proach is selected. To further investigate on the results, we
show in Figure 6 the instantaneous mass fraction and ve-
locity fields obtained for the k-g model, for the time instant
t=1.5 ms, corresponding to the end of injection. In Figure 6,
the Lagrangian particles of liquid are also shown, in order to
provide a qualitative representation of the liquid penetration
and liquid jet shape. Both particles diameters and velocity
field are normalized to their maximum values, respectively.
The flow structures seems to be consistent and the fields
are described in details. Also, values of mass fraction are
in line with those from other similar works available in liter-
ature [6,7]. Further, we show in Figure 8 the instantaneous
viscosity ratio distribution, at time t=1.5 ms after the start of
injection. Figure 8 compares the results from the three tur-
bulent models considered. Interestingly, the k-g and WALE
viscosity fields are fairly similar, with the former exhibiting a
smoother spatial distribution as typically expected for LES
closures based on sub-grid transport equations [1]. Predic-
tions from the standard Smagorinsky model are somewhat
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Figure 8: Turbulent viscosity ratio for LES on mesh m2. From left to right: k-g (with aτ = 0.8), Smagorinsky, WALE.

overdiffusive compared to the others, which is again an ex-
pected behavior for this simple viscosity-based LES formu-
lation [1].
As for mode I, we investigate on the effects of the turbu-
lent kinetic energy initialization for the k-g model in mode
II. Similarly to URANS simulations, we vary the value of the
uniform initial field of k from 0.0735m2/s2 up to 7.35m2/s2.
Simulations are carried out on mesh m2, and the analysis
is depicted in Figure 9. Results are in line with those from
URANS case. Liquid penetration is not affected by the ini-
tial choice of the value of k. However, the vapor penetration
results to be slightly overestimated when relatively high val-
ues of k are set.
Finally, we present in Figure 10 results, in terms of liquid
and vapor penetration, for LES performed via k-g and WALE
models on mesh m3, which minimum size is 0.0625 mm.
Prediction of liquid penetration on mesh m3 appears to be
significantly overestimated. Simulations from both the con-
sidered models, however, are in strict agreement to each
other. From this result, we infer that, for the present case
and with the specific choice of numerical setup, a mesh
resolution of 0.0625 may not be suitable to accurately cap-
ture the main features of the spray, since it may violate the
principles regulating the Eulerian-Lagrangian approach. On
the other hand, we notice that the vapor penetration trend
obtained from both k-g and WALE model is in line with ex-
perimental data. In particular, a mesh resolution of 0.0625
seems to lead, with respect to the coarser mesh m2, to an
improvement of the vapor penetration slope, starting from
about 0.3 ms up to the end of injection. This is particu-

larly true for the k-g model. The mismatch in the slope pre-
diction with experimental results during the initial transient
state may be due to the inaccurate estimation of the liquid
phase.
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Figure 9: Effect of turbulence kinetic energy initialization for LES k-
g model (with aτ = 0.8) on liquid and vapor penetration. Simulations
are performed on mesh m2 (minimum size: 0.125 mm). Results
are compared with experimental data of SNL [21]. The filled area
corresponds to the experimental standard deviation.
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Figure 10: Effects of LES turbulence model on liquid and vapor
penetration. Simulations are performed on mesh m3 (minimum
size: 0.0625 mm). Results are compared with experimental data
of SNL [21]. The filled area corresponds to the experimental stan-
dard deviation.

DES simulations analysis (mode III)

In this Section, we study the behavior of the proposed
model when operating in mode III, namely when a seam-
less DES is employed. To this aim, we perform numerical
simulations on mesh m2. Also, the numerical setup and ini-
tial conditions are the same as for LES simulations on the
same mesh. Model constant aτ is set to 0.8. In Figure 11,
results in terms of liquid and vapor penetrations are shown
for three different cases corresponding to different values of
the initial turbulent kinetic energy uniform field.
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Figure 11: Effect of turbulence kinetic energy initialization for DES
k-g model (with aτ = 0.8) on liquid and vapor penetration. Results
are compared with experimental data of SNL [21]. The filled area
corresponds to the experimental standard deviation.

Satisfactory results are obtained, especially for low values
of k. For these cases, predictions of both liquid and vapor
penetration approach closely the experimental data. When
the initial uniform field of turbulent kinetic energy is set to
higher values, such as k = 7.35 m2/s2, the vapor tip results
slightly overestimated. Overall, we notice that mode III ex-
hibits a similar behavior to pure-LES simulations. In order
to better understand this aspect and investigate on the fea-
tures of the proposed model in mode III operating condition,
we analyze the instantaneous fields of the parameter FDES .
For a more comprehensive understanding, we present in
Figure 12 a visualization of the inverse of FDES in the clos-
est region to the injector hole. The instantaneous fields de-
picted in Figure 12 refer to three subsequent time instants,
namely: t=0.03 ms, t=0.12 ms and t=0.21 ms. We recall
that a value of 1/FDES equal to 1 indicates pure-URANS
operating condition, while values lower than 1 correspond
to pure-LES mode. Figure 12 reveals interesting informa-
tion about the present hybrid strategy for spray simulation.
At the very beginning of the simulation the model operates
as mode I, namely pure-URANS, almost over all the region
of spray development (t=0.03 ms). This is expected since,
during the first time instants after the start of injection, the
flow experiences the highest velocity gradients and, as a
consequence, mesh resolution in this region may be not
sufficient to adequately resolve the spray dynamics with a
LES approach. The behavior of DES changes during the
subsequent time-steps. The model seems to switch from
mode I to II everywhere in the spray region, with the excep-
tion of relatively small areas in the closest proximity of the
injector, where higher velocity gradients still occur. Even-
tually, almost the whole developed spray region is handled
by the DES model as a pure-LES. This further confirms the
similar results obtained via the present hybrid approach to
those from LES. These preliminary results indicate that, for
the particular case under study, the DES strategy does not
bring significant beneficial effects in terms of accuracy on
the numerical solution or computational cost. In fact, we
may infer that, for the present spray, the typical mesh res-
olution required to properly capture the liquid-gas interac-
tions within the Lagrangian-Eulerian framework is generally
lower than the URANS modeled turbulence length scale.
For this reason, the pure-LES mode seems to be the pre-
ferred choice during DES operating conditions, over almost
all the spray region.

Fuel mass fraction and velocity profiles

In this Section, we present a direct comparison among nu-
merical results as obtained via the three modes, in terms
of fuel mass fraction and velocity profiles, and with avail-
able experimental data. The case analyzed refer to the k-g
closure model with constant aτ equal to 0.8 and uniform
initial turbulence kinetic energy field equal to 0.735 m2/s2,
with URANS simulation being performed on mesh m1 while
both LES and DES simulations being performed on mesh
m2.
Instantaneous axial velocity profiles are compared with
those from experimental measurements of IFPEN [21]. To
be consistent, we extend our simulations up to 1.6 ms.
In Figures 13, 14 and 15, the instantaneous axial velocity
along centerline and the ensemble-averaged instantaneous
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Figure 12: Snapshots of function 1/FDES at (from left to the right): t = 0.03 ms, t = 0.12 ms, and t = 0.21 ms after the start of injection, for DES
with k-g closure model (aτ = 0.8) on mesh m2.

axial velocity at two different radial sections are presented.
In particular, velocity radial profiles are obtained by perform-
ing spatial averaging in the azimuthal direction over 40 sam-
ple sections. Both numerical results and experimental data
refer to conditions at the end of injection. Overall, simulation
results from all of the three modes exhibit qualitatively sim-
ilar trends. In particular, all of the numerical models predict
velocity profiles within the experimental accuracy.
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Figure 13: Instantaneous axial velocity profile along centerline at
1.6 ms after the start of injection as predicted by modes I, II and
III, in comparison with experimental data from IFPEN [21] at the
same time instant. The filled area corresponds to the experimental
standard deviation.
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Figure 14: Instantaneous axial velocity profile along a radial section
at 25 mm from the injector at 1.6 ms after the start of injection.
Predictions from modes I, II and III are compared with experimental
data from IFPEN [21] at the same time instant. Spatial averaging
in the azimuthal direction is performed to simulations results. The
filled area corresponds to the experimental standard deviation.

As expected, we observe no significant differences between
LES and DES simulation results. This is in line with the find-
ings discussed on previous Section. We emphasize that ex-
perimental data show a slightly off-axis profile. This is not
the case for our numerical results which are, by construc-
tion, axis-symmetric.
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Figure 15: Instantaneous axial velocity profile along a radial section
at 45 mm from the injector at 1.6 ms after the start of injection.
Predictions from modes I, II and III are compared with experimental
data from IFPEN [21] at the same time instant. Spatial averaging
in the azimuthal direction is performed to simulations results. The
filled area corresponds to the experimental standard deviation.

Next, we analyze the mixture fraction (which is equivalent
to the fuel mass fraction, since the system is inert) along
the centerline and at two different radial sections. In this
case, the available experimental data are those of Pickett et
al. [50], which are obtained via Rayleigh-scatter measure-
ments. The ensemble-averaged experimental results refer
to steady-state conditions. Therefore, in order to be consis-
tent and compare our numerical results with experimental
data, we perform a novel set of simulations by imposing an
injection duration of 6.0 ms. The new ROI used in our sim-
ulations is shown in Figure 16, and the corresponding total
injected mass is equal to 15.12 mg.
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Figure 16: Rate of injection used as inflow condition.

All of the other simulations parameters are the same of
those used in the previous cases presented in this work. To
ensure that the jet is steady-state and that the initial tran-
sient of the jet head penetration do not affect the computa-
tion, we perform a time-averaging between 1.5 ms and 2.5
ms by collecting statistics at each time-step.
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Figure 17: Mean mass fraction along centerline as predicted by
modes I, II and III, in comparison with steady-state experimental
data from Pickett et al. [50]. Spatial averaging in the azimuthal
direction and time averaging from 1.5 to 2.5 ms are performed to
simulation results. The filled area corresponds to the experimental
measurement uncertainty with 95% confidence interval.
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Figure 18: Mean mass fraction radial profiles as predicted by
modes I, II and III, at 25 mm and 45 mm from the injector, in
comparison with steady-state experimental data from Pickett et
al. [50]. Spatial averaging in the azimuthal direction and time aver-
aging from 1.5 to 2.5 ms are performed to simulation results. The
filled area corresponds to the experimental measurement uncer-
tainty with 95% confidence interval.

13



In Figures 17 and 18, we report the ensemble-averaged
mean profiles of mass fraction along the centerline and at
two radial sections, which are 25 mm and 45 mm distant to
the inlet, respectively, as predicted by modes I, II and III, in
comparison with experiments. All of the three modes seem
to slightly underestimate the experimental trends. This is,
however, in line with other numerical simulation results pre-
sented in the second ECN workshop [42]. In addition, we
notice that our numerical results are in agreement with each
other. In particular, DES and LES simulations provide more
accurate radial profiles with respect to those obtained by
URANS, as expected. These findings further confirm that,
for the present case under study, the hybrid methodology
provide accurate results which are aligned with those from
a LES approach.
Numerical simulations presented in this work were run in
parallel on a Dell PowerEdge M620 workstation, using 20
cores which features are: Intel(R) Xeon(R) CPU E5-2680
v2, 2.80GHz, RAM 128 GB. As far as the k-g turbulence
model is concerned, URANS simulation on mesh m1 re-
quired an overall execution time of roughly 2 hours to com-
plete 1.5 ms of injection. Execution times for LES and DES
simulations on mesh m2, for the same case, took about 14
and 13 hours, respectively. The computational cost of the
last two modes is therefore comparable. This is due to the
fact that, as discussed before, the DES approach mainly
behaves as a pure-LES, especially during the subsequent
stages after the initial transient.

Effect of Stochastic Turbulence Dispersion

In this Section, we investigate on the effects of the STD and
we present results for analysis with modes II (LES) and III
(DES) with k-g closure model and aτ = 0.8. To this aim,
we perform simulations on mesh m2, employing the same
numerical setup of those used for the analogous cases pre-
viously described.
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Figure 19: LES with k-g closure model (aτ = 0.8) on mesh m2:
effects of Stochastic Turbulent Dispersion (STD) on liquid and va-
por penetration. The filled area corresponds to the experimental
standard deviation.
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Figure 20: DES with k-g closure model (aτ = 0.8) on mesh m2:
effects of Stochastic Turbulent Dispersion (STD) on liquid and va-
por penetration. The filled area corresponds to the experimental
standard deviation.

Figures 19 and 20 show our numerical findings from k-g
model simulations in comparison with experimental data.
Differences between cases with and without modeling of
STD are not significant in either LES and DES operating
conditions. In particular, liquid penetration does not seem to
be affected by the STD, while the vapor penetration tips are
slightly over predicted when STD is active. However, both
approaches seem to reasonably capture the experimental
trend.

From this preliminary analysis we observe that STD model-
ing plays a similar role in LES and DES approaches. This
was expected, given the highlighted similar behavior be-
tween the two modes. However, further consolidation is
needed before a judgment can be made on the impact of
STD on both LES and DES. In particular, future studies
should be aimed to I) improve the STD model and II) ex-
tend the analysis to more realistic study-cases. In particu-
lar, focus should be posed on the method of choosing the
turbulence correlation time. This is indeed the most influen-
tial parameter of STD modeling.

Conclusions

The present study was aimed to provide useful insights
on the coupling of LPT spray modeling with hybrid
URANS/LES turbulence formulations. More specifically, our
goal was to: I) investigate the consistency of the pure-
URANS and pure-LES modes of the proposed zonal hybrid
approach; II) evaluate the usage of seamless DES for spray
simulation. In addition to that, a preliminary study was con-
ducted to understand the impact of STD modeling in both
LES and DES operating modes. In order to accomplish to
these tasks, we took into consideration the canonical case
of standard “Spray A” configuration. Such a relatively easy-
to-handle case allows a direct analysis of numerical effects
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given by the turbulence modeling, while avoiding prone er-
ror factors which are related to complex geometries.

After a tuning procedure of the spray sub-models, which
was conducted by means of URANS approach, we tested
the numerical behavior of the k-g closure model for either
URANS and LES operating conditions. Results are satis-
factory, since they evidence the reliability of k-g model to
handle the spray simulation numerical problem. Our find-
ings are in good agreement with experimental data avail-
able from literature. Moreover, we obtained a good agree-
ment between results from the k-g model and those related
to other more commonly used approach, such as RNG k-ε
for URANS and Smagorinsky and WALE for LES.

Further, we investigated on DES, by making a comparative
analysis with previous findings from LES and experimen-
tal data. Apparently, for the particular case-study, the use
of an hybrid dynamic strategy seems to not lead to signif-
icant advantages, in terms of accuracy, on the prediction
of the main spray features and involved physical phenom-
ena. This can be partially justified by analyzing the in-
stantaneous behavior of the FDES function, which dynami-
cally regulates the switch between the two operating modes,
namely URANS and LES. From FDES fields, we notice that
DES operates basically as a pure-LES, since the refinement
level of the computational mesh seems to be dictated by the
strict Lagrangian-Eulerian coupling requirements.

Finally, we considered the STD on both LES and DES ap-
proaches. Our results indicate no significant influence by
the STD modeling. However, an in-depth analysis is in or-
der to better understand the impact of STD related factors,
such as the choice of the turbulence correlation time. This
can be the subject of future works, together with the devel-
opment of more accurate models for STD.
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