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Abstract The dynamics and evolution of the turbulent flow inside an experimentally inves-
tigated engine-like geometry consisting of a flat-top cylinder head with a fixed, axis-centered
valve and low-speed piston were studied numerically by means of Direct Numerical Simu-
lation (DNS) and Large Eddy Simulation (LES), with a particular focus on Cycle-to-Cycle
Variability (CCV). DNS was performed by the spectral element code nek5000 on a 58M
points grid, whereas LES was carried out by the finite volume software OpenFOAM on a
4.6M hexahedral mesh. Results obtained by DNS and LES are compared with respect to the
velocity means and fluctuations, as well with other derived quantities, achieving good agree-
ment between simulations and experiments. The cyclic variability and complex unsteady
flow features like the laminar-to-turbulent transition and the evolution of the tumble vortices
were studied by time-resolved analysis and Proper Orthogonal Decomposition (POD). Sim-
ulations show that during the first half of the intake stroke the flow field is dominated by the
dynamics of the incoming jet and the vortex rings it creates. With decreasing piston speed,
the large central ring becomes the dominant flow feature until the top dead center. The flow
field at the end of the previous cycle is found to have a strong effect on the jet breakup pro-
cess and the dynamics of the vortex ring below the valve of the subsequent cycle as well as
on the observed significant cyclic variations.

Keywords Large Eddy Simulation · Direct Numerical Simulation · engine-like geometry ·
Cyclic Variability · Proper Orthogonal Decomposition · turbulence modeling

1 Introduction

Among all physical phenomena that occur inside the cylinder of an internal combustion
engine (ICE), turbulence certainly has a direct impact on thermodynamic efficiency, brake
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power and emissions of the engine since its influence extends from volumetric efficiency
to air/fuel mixing, combustion and heat transfer. Historically, turbulent flows have been
simulated mainly by models based on Reynolds averaging of the Navier-Stokes equations
(RANS), either in their original version or in the unsteady (URANS) formulation for slowly
varying flows [24]. URANS approaches have proved to yield very good predictions of phase-
averaged flow fields, including macroscopic features of the charge motion like the swirl and
tumble vortices [1]. On the other hand, most of the time-varying quantities characterizing in-
cylinder flows cannot be resolved by models based on implicit time- or ensemble-averaging
methods like URANS: small-scale turbulence, cycle-to-cycle variability (CCV) and in-cycle
evolution of three-dimensional structures (jets and vortices) can be simulated only by a time-
resolved (rather than time-averaged) approach like Large Eddy Simulation (LES) [26] or
Direct Numerical Simulation (DNS). In recent years, LES has been successfully applied to
ICE simulation by several authors, including Haworth et al. [10,11], Thobois et al. [32,33],
and Hasse et al. [9], showing that good predictions of mean and fluctuating velocity together
with estimation of turbulence-driven CCV can be obtained by LES. Nevertheless, due to its
lack of closure models for turbulence, DNS can be regarded as the main tool to carry out
fundamental studies of unsteady flows.

The aim of this paper is to further explore the potential of LES and DNS for ICE simula-
tion. A simplified engine-like geometry for which experimental data are available [16] was
simulated by both LES [15] and DNS [27], and validation of flow statistics (average velocity
and Reynolds stresses) was carried out to assess the capability of each approach to predict
the basic flow features. The dynamics of in-cylinder turbulence was investigated, with par-
ticular focus on the evolution of the vortex structures during multiple engine cycles and the
possible causes of turbulence-driven Cycle-to-Cycle Variability (CCV). LES results were
further post-processed by means of Proper Orthogonal Decomposition (POD) to evaluate
the potential of this tool in the analysis of dynamic systems like the present one.

DNS simulations were carried out by the spectral element solver nek5000 [6], while the
finite volume open-source software OpenFOAM R© [31] was applied for LES. In particular,
the DNS code was was extended with an arbitrary Lagrangian/Eulerian approach (ALE)
to account for moving grids, while specific sub-models for LES were implemented by the
authors in the OpenFOAM R© technology [18–20,23] and were used in the present work;
modifications included the implementation of a compressible WALE subgrid-scale model
[17], improvements to the mesh motion strategy [21,22,14] and appropriate boundary and
initial conditions for LES which includes turbulent structures (generated artificially at the
boundary), with physically sound spatial and temporal correlations [13]. Algorithms for data
post-processing methods like the Proper Orthogonal Decomposition (POD) have also been
implemented [15].

The paper is organized as follows: the presentation of the simulated geometry and the
numerical setup is followed by the validation of the LES approach by comparison against
experimental and DNS data. Finally, a more detailed analysis of dynamic flow features is
presented and the results are discussed.

2 Geometry and case description

The 3-D geometry of the valve/piston assembly (Fig. 1), which was investigated experimen-
tally by Morse et al. [16] using Laser Doppler Anemometry, has a diameter of D = 75 mm,
a stroke of S = 60 mm and the piston moves with a turning speed of n = 200 rpm. The clear-
ance c, i.e. the distance between piston and cylinder head at TDC, is 30 mm. A large plenum
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(not shown) upstream of the valve was employed to avoid specifying boundary conditions at
the valve gap. The valve is coaxial with respect to the cylinder and remains fixed throughout

h

Fig. 1 Geometry of the valve/piston assembly. The large upstream plenum connected to the intake section is
not shown.

the whole engine cycle, so it does not open nor close. Piston motion is purely sinusoidal,
with a period of 360 Crank-Angle (CA) degrees. Due to the low piston velocity, the flow
regime in the valve seat during the intake stroke is laminar. A circular jet is expected to
form in the cylinder during this phase, together with primary and secondary vortex rings as
a consequence of the interaction of the incoming flow with the fluid inside the cylinder. The
maximum flow Mach number remains well below 0.3 for all crank-angle positions, therefore
the flow dynamics could be approximated by the incompressible Navier-Stokes equations.
Nevertheless, the LES solver was developed by taking into account possible density vari-
ations within the flow. The rationale for this (apparently unneeded) choice was to obtain a
validation of the compressible solver also, that is currently used for the simulation of real
engine configurations where compressibility effects (due, e.g., to high compression ratios,
heat transfer, combustion, etc.) are indeed relevant.

3 Numerical methodology

3.1 Direct Numerical Simulation

In order to account for the mesh variation resulting from the piston movement, the highly
scalable spectral element solver nek5000 [6] was extended with an Arbitrary Lagrangian/Eulerian
(ALE) approach for the so-called PN − PN formulation where pressure and velocity are
solved on the same grid [27]. The Navier-Stokes equations are integrated using a 3rd-order
semi-implicit scheme treating the non-linear advection term explicitly while the viscous
term is accommodated by an implicit third-order backward differentiation scheme. No dis-
cretization is required to update the mesh velocity, since it is a-priori specified by the piston
kinematics.

For the spatial discretization the computational domain is split into conforming curve-
sided hexahedral elements and the solution and geometry are expressed in terms of 7-th
order Lagrange polynomials which are based on Gauss-Lobatto-Legendre quadrature points
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(a) DNS (b) LES

Fig. 2 (a) Spectral element skeleton used for DNS; (b) Finite Volume mesh used for LES.

[5]. The domain is discretized by 168,564 spectral elements with the element skeleton con-
structed using the meshing software Cubit [4] in a block-structured way that allows for
local grid adaptation (see Fig. 2-a). The number of elements remained constant during the
simulation so that for the chosen polynomial order the equation are discretized using 57.8
million unique discretization points, resulting in resolutions of better than 0.1 mm in the
radial and axial directions an 0.2 mm in the azimuthal. The distance of the first point from
the walls inside the cylinder is 0.06 mm, while in the valve gap the spatial resolution is
approximately 0.07 mm. The transient inflow velocity at the intake channel of the upstream
plenum is determined by the product of the instantaneous piston speed and the piston-to-
valve gap area ratio. Zero velocities are imposed at all stationary walls and the piston speed
is set on the moving piston. The ambient pressure and temperature are taken to be uniform
at 1 atm and 300 K and the working fluid is air. The simulation is initialized with a zero
velocity field with the piston positioned at TDC and 11 consecutive cycles were calculated
in total. The simulation was performed on 2496 processors of a Cray XE6 system requiring
approximately 160,000 CPU × h per cycle. Additional details on the numerical approach,
resolution requirements and flow dynamics can be found in [27].

3.2 Large Eddy Simulation

LES was performed using the finite volume CFD code OpenFOAM [31], which was ex-
tended for this work by the WALE subgrid scale (SGS) model in its compressible formu-
lation [23] and by an improved mesh motion strategy, which is particularly suitable for IC
engines [21,14].

In the eddy-viscosity based WALE model, the subgrid scale stress tensor is defined as:

τ
sgs
i j = 2µsgs

(
S̃i j−

1
3

S̃mmδi j

)
− 2

3
C′I
ρ̄

µ2
sgs

∆̄ 2 δi j (1)

where the subgrid viscosity is calculated as
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The above expression (Eq. (2)) can be written in compact form by introducing the operators
ÕP1 and ÕP2

µsgs = ρ̄
(
Cw∆̄

)2 ÕP1

ÕP2
(3)

where:

ÕP1 =
(

sd
i js

d
i j

) 3
2
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which are based on sd
i j, the traceless symmetric part of the square of the velocity gradient

tensor g̃i j = ∂ ũi/∂x j
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and the resolved rate-of-strain tensor

S̃i j =
1
2

(
∂ ũi

∂x j
+

∂ ũ j

∂xi

)
(5)

In the above equations, ∆̄ is the LES filter width (estimated as the cubic root of cell volume),
ρ̄ is the filtered density whereas the tilde denotes the Favre-filtered quantities [8].

In Eq. (1) a constant value for C′I = 45.8 is used, as suggested in [36]. Since with the
WALE model the invariant S̃i jS̃i j is zero in the case of pure shear, the model is able to repro-
duce the laminar to turbulent transition. The formulation of the WALE model is based on the
operator sd

i js
d
i j and this represents its main advantage with respect to the dynamic Smagorin-

sky model, since it is sensitive to both the strain and the rotation rate of the small turbulent
structures. Since no explicit filtering is needed and only local information is required to
compute the eddy viscosity, the model is well suited for LES in complex geometries with
structured or unstructured meshes. In Eq. (2), the ratio ÕP1/(S̃i jS̃i j)

5/2 ensures the y3 be-
havior of the subgrid viscosity near the wall. At the same time, ÕP1/(S̃i jS̃i j)

5/2 is not well
conditioned numerically since the denominator can locally tend to zero while ÕP1 remains
finite. The way used in [17] to avoid this problem is to scale ÕP1 by (S̃i jS̃i j)

5/2 +(sd
i js

d
i j)

5/4;
the second term in the denominator is negligible near the wall but it avoids numerical in-
stabilities because ÕP2 does not go to zero for pure shear or irrotational strain. Although
a dynamic procedure could also be applied to the WALE model, in this work Cw was con-
sidered as constant, with a value of 0.3, assessed from the case of isotropic homogeneous
turbulence [17].

The mesh motion strategy employed in the simulations is based on a point-stretching
concept. Given Upiston as the piston velocity (Upiston = S/2sin(ωt)ic; where S is the piston
stroke and ic the unit vector in the direction of the cylinder axis), the velocity up at a point
xp = (xp,yp,zp) is calculated as:

up(xp) = Upiston ·
zmax− zp

zmax− zpiston
(6)
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where zmax and zpiston are the z-coordinates delimiting the moving cell region:

zmax =−c (7)

zpiston =−
[
c+S/2(1− cosθ)

]
(8)

c and S are, respectively, the clearance height and the stroke (see Fig. 1) and θ the crank-
angle; zp is the z-coordinate of the generic mesh point p. The velocity up of Eq. (6) enters
into the conservation equation through the mesh-motion cell face flux that is subtracted from
the advective cell face flux to ensure mass conservation.

The domain is discretized by a purely hexahedral mesh with about 4.6 million elements
(Fig. 2-b). The resulting cell size in the cylinder region is 0.2 mm in the radial direction
and 0.25 in the axial one. The azimuthal cell size ranges from approximately 1.5 mm on
the external circumference and 0.18 mm near the cylinder axis. The innermost part of the
cylinder was discretized using an O-grid type mesh to avoid low-quality cells in proximity
of the valve axis. In the valve seat the near-wall resolution is about 0.07 mm.

The filtered Navier-Stokes equations were solved using a Finite Volume (FV) solver
based on the transient-SIMPLE algorithm [34]. This choice was driven by the necessity to
ensure convergence of the pressure-velocity coupling at each timestep without being lim-
ited by the Courant-Friedrichs-Lewy (CFL) criterion, as it would happen if the classical
PISO procedure were employed. Temporal integration was performed with a fixed angular
step equal to ∆θ = 0.05◦; as a consequence, the maximum Courant number ranged from
0.75 (near bottom- and top-dead-center) to approximately 11 around θ = 90◦+k 180◦, with
k =

[
0;Ncycles

]
. A second-order backward differencing scheme was used to discretize the

time derivatives, whereas momentum convection is performed with the Linear-Upwind Sta-
bilized Transport (LUST) scheme, a low-dissipation method specifically developed for LES
[35]. For the remaining differential terms, pure second-order differencing schemes were
used, with the exception of the energy equation, for which an upwind-biased method was
employed for stability.

3.3 Averaging

In stationary flows, statistical quantities are usually computed by averaging in time. For
non-stationary flows in time-varying geometries, ensemble-averaging should be used in-
stead. This results in significantly higher computational cost since a sufficient number of
cycles must be simulated in order to obtain converged statistics. Taking advantage of the
axisymmetric geometry considered here, a combination of azimuthal and ensemble averag-
ing, referred to henceforth as total averaging, is exploited to reduce the number of required
cycles. In total, eight engine cycles (by DNS) and ten (by LES) were simulated; the first
two cycles were discarded from the statistical analysis, in order to minimize the effect of the
initial conditions. A similar algorithm for averaging was used by Liu and Haworth [11], who
simulated five cycles of the same engine. The convergence of the statistics can be assessed
by looking at the value of the tangential component of velocity Uφ , which is expected to be
zero in the averaged quantities, because of the axis-symmetric geometry. Results are shown
in Fig. 3, where the instantaneous velocity Uφ is compared against the spatial average and
the total average. Convergence is achieved almost everywhere both for LES and DNS. Only
in DNS simulation (Fig. 3-a) there is a small region near the cylinder axis (r/Rc = 0) in
which the average has not converged: the possible reason is that the number of data points
needed for a statistical convergence in this area would have been too high for the adopted
grid resolution.
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(a) DNS (nek5000)
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(b) LES (OpenFOAM)
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Fig. 3 Radial distribution of azimuthal velocity Uφ at CA = 90◦, z = -22.5 mm for the third engine cy-
cle. — instantaneous velocity; −·− spatial average; - - - spatial and ensemble average. (a) NEK5000, (b)
OpenFOAM

4 Results

Fig. 4 Volume rendering of the instantaneous DNS vorticity magnitude at 125o CA of the first cycle [15].

Starting from a quiescent velocity field, eight (DNS) and ten (LES) cycles were simu-
lated in total. A complex flow field consisting of interacting large-scale coherent structures
and a large number of smaller vortices is obtained as can be seen in Fig. 4. The flow fields
were found to vary substantially from cycle to cycle, with the velocity at the top dead cen-
ter (TDC) of one cycle strongly affecting the hollow jet at the valve exit and the flow field
evolution of the subsequent cycle. The flow dynamics are dominated by three vortex rings
formed during the downward piston motion in the central part below the valve, the corners
between the liner and the cylinder head at the beginning of the cycle, and between the liner
and the piston after approximately 90◦ CA. A multitude of smaller vortices are generated
mainly at the shear layers of time-varying momentum at both sides of the hollow jet, and
by the impingement of the jet onto the cylinder liner. The momentum, stability and orien-
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tation of the central vortex ring relative to the axis effectively determines the flow field at
top dead center [29]. When the jet center is sufficiently displaced from the cylinder axis, the
central vortex ring becomes tilted and is only partially pushed through the valve during the
compression stroke, leaving large coherent structures at TDC, which create an asymmetric
flow in the radial direction. Otherwise, an almost horizontal vortex ring is formed around the
axis, which is convected to the plenum through the open valve leaving only the axisymmet-
ric vortex at the piston/liner corner at TDC. The radial velocity at TDC affects strongly the
flow dynamics of the subsequent cycle and results in the observed cyclic variations [29]. The
aforementioned phenomena drastically change if the valve is closed during piston upward
stroke. In this case density variation become relevant and the incompressible approximation
does not hold anymore. Follow up DNS which investigated the effect of compression on
the flow, temperature and composition fields in the closed cylinder [28] revealed significant
changes mainly due to the reduction of the kinematic viscosity and turbulent convective heat
transfer from the walls towards the inner part of the cylinder.

4.1 Averaged fields

The simulated cycles have been post-processed to calculate the ensemble- and azimuthally-
averaged (total) means and fluctuations of the velocity. Streamlines of the mean velocity
field extracted from the experiments [16] have been compared with the numerical ones in
Fig. 5 at 36◦, 90◦, 144◦ and 270◦ CA (first to fourth row, respectively). DNS results are
in very good agreement with the available experimental data at all times and locations. At
36◦ CA the jet enters the cylinder forming two recirculation zones at either side of jet. The
position and direction of the incoming jet, the position and sizes of the recirculation zones
and the axial position of the broadening of the jet streamlines of the LES agrees well with
the DNS and experimental results. At 90◦ CA, where the piston speed reaches its maximum,
the DNS and the experiment show a large central vortex ring in the cylinder center and two
secondary rings at the edges between liner and piston cylinder head. The general structure
is well predicted by LES, but the large central vortex ring appears larger. As a result, the
secondary vortex ring between liner and piston nearly vanished. The agreement of the LES
strongly improves at 144◦ CA. The location and the spatial extent of the three vortex rings
is well predicted, indicating that the LES can capture the mean field close to BDC.

During the exhaust stroke, the mean flow becomes essentially one-dimensional as it can
already be seen at 270◦ CA (last row of Fig. 5). Experiments and DNS show a slight bend
of the streamlines near the piston head, which is due to the vortex rings formed during the
intake stroke; this bend was been found to play an important role for the jet trajectory of the
following cycle.

Mean and RMS fluctuations of the axial velocity have been compared in Fig. 6 at se-
lected axial distances z below the cylinder head. At 36◦ CA the flow is mainly drawn in
the axial direction and the jet velocity is respectively almost ten and five times the mean
piston speed Upiston at z = 10 and 20 mm below the cylinder head; the radial location of the
maximum values remain unaffected by the distance from the cylinder head. In the vicinity
of the piston the mean profile is almost uniform and flow velocity is mainly determined by
Upiston. The rms velocity profiles show that turbulence is generated in the shear layers be-
tween the incoming jet and the fluid inside the cylinder. As indicated by the streamlines, the
LES results agree well with the experimental and DNS results. This is also true for the rms
velocities at 36◦ CA, which predict the magnitude very well but are slightly shifted towards
the cylinder wall.
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Following jet deflection at approximately 90◦ CA, the peak values of the velocity shift
towards the cylinder wall, before the axial profiles flatten for z < 40 mm. The differences in
the rms values of the LES simulation at 90◦ CA and 20≤ z≤ 40 result from the differences
in the mean flow, as can also be seen in the streamline plot (Fig. 5). At 144◦ CA the mean and
rms velocities are well predicted by both approaches. The LES results are in good agreement
with the experimental and DNS data at 36◦ CA and 144◦ CA. However, at 90◦ CA the axial
velocities at the cylinder wall is overpredicted. This can be due to the different reasons: first,
the flow field at 90◦ CA is sensitive to the jet breakup process which renders the jet flow
turbulent and is not easy to capture by LES. In addition, as shown in [27], the DNS shows
that at 90◦ CA the strong shear stresses result in small integral length scales in the shear
layers of the incoming jet, indicating that higher resolution should be used in LES in order
to resolve the steep gradients.

The Length Scale Resolution parameter (LSR) has been used for estimating the LES
completeness [3]. According to Pope [25], an LES is considered to be complete if it resolves
at least 80% of the kinetic energy contained in the flow. Though the completeness can be
in principle assessed by directly computing the ratio between resolved and unresolved (i.e.
subgrid) kinetic energy, this is seldom done since it does not provide information about the
adequacy of local mesh resolution. LSR instead compares the local filter width with the
lower limit of the inertial subrange:

LSR =
∆̄

`DI
, `DI = 60η (9)

where η is the Kolmogorov length scale, estimated as:

η = ν
3/4

ε
−1/4 (10)

with ε being the turbulent kinetic energy dissipation:

ε =Cε

k3/2
sgs

∆̄
, Cε = 1.048 (11)

where ksgs is the subgrid kinetic energy and ∆̄ the local filter width. It was found that LSR
provides a more precise estimation of the local grid resolution and may provide hints about
the overall simulation quality [23,22]. Experience showed that LSR ≤ 5 can be used as a
quality threshold to assess local mesh resolution.

In Fig. 7 the contour plots of LSR at six representative crank angles of the third cycle
are depicted. At TDC and at 36◦ CA (Figs. 7-a and 7-b respectively) velocities are very low
and LSR is well below the threshold everywhere, and the resolution is enough for resolving
all scales down to the dissipation range. With increasing crank angles, until BDC is reached,
the LSR grows as an outcome of two effects: the increasing velocity of the jet stream and
the increasing size of the cells in the cylinder due to the mesh motion. At 90◦ CA (Fig.
7-c) and 144◦ (Fig. 7-d) there are regions where the LSR values are quite high and the
threshold value is exceeded, particularly where the jet breaks up and impinges against the
liner walls, indicating that the smallest resolved length scale is too far from the lower bound
of the inertial subrange; consequently, the energy transfer from large to small scales is not
correctly accounted and discrepancies in both the mean velocity and rms fluctuations can be
observed.
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4.2 Cycle-to-Cycle Variability

Cycle-to-cycle variability was estimated using the volume-averaged velocity magnitude
|U |(t), defined in Eq. (12).

|U |(t) = 1
(V +Vc)

∫
(V+Vc)

U(x, t) dV (12)

Volume averaging was limited to the cylinder region to exclude any influence of the upper
plenum that could mask the variability. The normalized value of |U | is reported against
crank-angle in Fig. 8. The cycle-to-cycle variations are apparent at the local maxima and the
peak values of the kinetic energy follow a non-monotonic variation.

The sequence of cycles having a high peak values with cycles having low peak values of
kinetic energy is an indicator of an existing periodic cycle-to-cycle variability; at the same
time, the limited number of computed cycles does not allow for more concrete conclusions.
Compared to DNS, LES shows increased maximum and decreased minimum values of the
kinetic energy and, therefore, a different prediction of the dissipation. This is also apparent in
Fig. 8-b, where the integrated values of |U | are plotted against the relative crank angle during
the expansion stroke: the jet trajectory and the jet-wall interaction are strongly related to the
dissipation rate. Maximum values of the peak of kinetic energy calculated by LES are higher
than the corresponding values achieved by DNS; also a time shift of 20◦ in their location is
present. Fig. 9-a, showing the phase-averaged values of |U |, confirms this behavior.

A measure of the CCV is achieved by looking at the normalized standard deviation
of |U | plotted in Fig. 9-b. If the first part of the intake stroke (up to 20◦ CA, where the
flow is dominated by the laminar vortex ring) is neglected by the analysis, DNS shows the
maximum deviation at about 100◦ CA, in correspondence to the maximum values of |U |;
in LES, the maximum is about at 60◦ CA, probably because the lower dissipation in the
computed flow causes a higher variability in the local flow, when the interaction between
the incoming ring jet and the surrounding field is stronger.

The evolving flow features are shown in Figs. 10, 11 and 12, where vorticity contours at
36◦, 58.75◦ and 76.5◦ during the expansion stroke are printed. At CA = 36◦ the laminar jet
that enters into the cylinder interacts with a strong turbulent field that determines its evolu-
tion during the following stages. In fact, during the third cycle, when the overall turbulence
level is lower, the vortex formed at the end of the jet is large and almost symmetric; at cycle
no. 6, that is characterized by a higher turbulence level, the primary vortex ring is narrow
and it is strongly disturbed by the turbulent fluctuations around it (Fig. 10). Moreover, the
breakup of the annular jet occurs closer to the cylinder head and the Kelvin-Helmoltz insta-
bility observed on the sides of the jet starts growing earlier with respect to the third cycle
(Fig. 11). The different breakup of the laminar jet yields to completely different flow struc-
tures near the piston wall. During the third cycle a counter-rotating secondary vortex ring is
generated between the main jet and the piston, as apparent both by DNS and LES (Fig. 11).
During cycle no. 6, on the other hand, the incoming jet impinges onto the liner walls and a
single larger vortex is generated, that occupies nearly the entire cylinder region. The same
structures persists for some degrees and can be seen also in Fig. 12 which shows the instan-
taneous vorticity field at 76.5◦ CA. With respect to the evolution of turbulence-generated
structures, both approaches show their ability to predict the flow dynamics. Even though the
turbulent intensity computed by LES is somewhat less accurate, the fundamental mechanics
of turbulence can be simulated with a good degree of predictability, at least in a qualitative
sense.
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4.3 POD analysis

The LES results were further analyzed using phase-dependent Proper Orthogonal Decom-
position (POD). POD consists in decomposing a time-varying velocity field u(x, t) into M
independent pairs [a(k)(t),ψ(k)(x)], where a(k)(t) is a time-dependent coefficient expressing
the energy content of the k-th mode, and ψ(k)(x) is the corresponding spatial basis function:

u(x, t) =
M

∑
k=1

[
a(k)(t)ψ(k)(x)

]
(13)

POD modes are usually extracted by the so-called “method of snapshots”, originally devel-
oped by Sirovich [30], to reduce the computational cost of formal methods [2]. The number
of modes that can be computed from a field equals the number of time realizations (snap-
shots) that enter the POD calculation. By convention, eigenvalues and eigenvectors of the
data covariance matrix are ordered by decreasing magnitude of the eigenvalues, so that the
energy content of POD modes [ψ(1) . . .ψ(M)] will be in decreasing order as well. Since a
reciprocating engine is characterized by a periodic operation due to its varying geometry, it
is generally not appropriate to consider the temporal index i as θ = i ∆θ (being ∆θ the in-
tegration step). One solution is to calculate a “phase-dependent” POD: for each crank-angle
position a different POD is calculated, where the number of snapshots is defined by the to-
tal number of simulated engine cycles. It is worth mentioning that an alternative method is
available, namely the “phase-independent” POD, where linear transformations are applied
to the FV grid and to the velocity field for each crank-angle; the total number of realizations
equals the number of saved timesteps. The “phase independent” POD has been developed
by Fogleman et al. [7] and applied to LES results of the present valve-piston assembly by
Liu and Haworth [12]. However, in the current paper, the former approach has been cho-
sen because, in authors’ opinion, it allows for a better physical insight of the dynamics of
turbulence of in-cylinder flows.

In the method of snapshots, the number of modes that can be extracted equals the num-
ber of computed fields; for a phase-dependent POD this is equal to the number of simulated
cycles. In Fig. 13, the first four eigenvalues are plotted against crank-angle degrees, pro-
viding information about the energy content of each mode at different piston positions. The
eigenvectors of the POD modes provide an alternative way to decompose the flow field and
the dominant first mode strongly resembles the mean velocity plot. Their contours at 90◦ CA
and 144◦ CA are presented in Figs. 14-a and 14-b, respectively.

For the purposes of this section, only the first four modes are presented out of the total
of ten. In Figs. 13-a, 13-c and 13-e, the eigenvalues of each mode are presented for each
velocity component Ux, Uy, and Uz, respectively. Figs. 13-b, 13-d and 13-f report the ratio
ri,i+1 = ai/ai+1 of consecutive eigenvalues. This parameter can be regarded as an indicator
of the level of organization of the flow: when ri,i+1 is high, most of the kinetic energy is
contained in the first modes, whereas the remaining modes are less energetic. Conversely,
when ri,i+1 ≈ 1 the energy is uniformly distributed between modes. The trend of the curves
of the first mode in Figs. 13-a and 13-c reflects the variation of the piston velocity. As it
can be observed, the curves have absolute minima at dead centers and local maxima around
the middle of the expansion and the compression stroke. The POD data for the second ve-
locity component uy are not shown: they are almost identical to those of ux, because of the
axisymmetric geometry. In all the graphs, the ratio r1,2 between the first and the second
eigenvalue is always significant, ranging from a minimum value of 2 (e.g. at dead centers
for x-component) to a maximum of 100 (approximately at 270◦ CA for the z-component).
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The ratio between eigenvalues of greater order is much smaller, being always limited in a
range between 1 and 2. The unorganized character of the flow near the top and bottom dead
centers is evidenced by the low values of r1,2 in Fig. 13. However, since the flow is pushed
into the reservoir and a strong upward jet generates, the value of r1,2 related to uz remains
high.

As the piston accelerates, a hollow jet is formed under the valve and the level of coherent
structures increases, especially with respect to ux and uy. At 90◦ CA the eigenvalue ratios are
higher, not only between the first two modes, but also among successive ones. In the contour
plots of Fig. 14-a the flow structures can be clearly recognized. The first mode has a strong
resemblance to the mean flow field, while the second mode reveals smaller structures, that
are reminiscent of the turbulence cascade from large to small eddies. At 144◦ CA, which
corresponds to the maximum degree of CCV, the first POD mode is still quite energetic, and
its contour plot (Fig. 14-b) has a strong affinity with the mean velocity field. However, the
second mode has a smaller eddy length scale, with most of the energy concentrated in the
jet shear layer. It must be noted, however, that the averaged flow field is the outcome of a
operation of reduction and some information about the turbulence dynamics are inevitably
lost. This is particularly apparent when the first two POD modes are compared with the
average flow fields at 90◦ CA (Fig.14-a). The averaged flow field shows a main vortex ring
with higher velocity values, but no hint of the secondary vortex, which is not generated
at each cycle, is observed in Figs. 11 and 12. On the other hand, the primary vortex ring is
clearly recognizable in the first POD mode at 90◦ CA (Fig. 14-a), since it contains the largest
part of kinetic energy, but a hint of the secondary vortex can be seen in the second POD mode
at 90◦; this secondary vortex is, however, not visible in the average velocity contour. At 144◦

CA secondary structures do not have sufficient energy to appear clearly in the eigenvector
plot of the second mode, but the contours of Fig. 14-b can give an approximate idea of their
lengthscale. Finally, during the compression stroke, most turbulent features are advected into
the plenum or dissipated by the upward motion of the piston. Thus, as one might expect, the
contour plots of velocity modes (not shown here for brevity) represent only small scales
which have almost the same energy level.

5 Conclusions

Direct and large eddy simulation methodologies were employed to study numerically the
unsteady flow inside a time varying engine-like geometry. DNS was performed by a ALE-
based spectral element code to account for the moving grid, while LES was carried out
with a finite volume solver on a purely hexahedral mesh. Comparisons of numerical results
obtained by both techniques with the available experimental data showed that DNS predicted
with very good accuracy the average and RMS velocities for all crank angles and positions,
whereas LES shows larger differences with respect to the measured flow field for crank
angles around 90◦ CA. Both methods were used to investigate cycle-to-cycle variability
due to turbulence-related phenomena. CCV was measured using the in-cylinder average
velocity as an indicator. Similar results were obtained both by DNS and LES, even though
some differences persisted in relation to the crank-angle position and the amount of CCV
during the intake stroke. Differences may be due to the increased resolution requirements
around 90◦ CA when the piston speed attains its maximum value and the sensitivity of the
jet breakup process.

The same evolving turbulent structures were properly reproduced and, for the limited
number of cycles simulated, a periodic trend of CCV was observed by both methods. The use
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of a Cw value for the LES model extracted from the DNS data for the geometry considered
here or the adoption of a dynamic procedure may result in better agreement and will be
investigated in a future study.

Finally, the LES results were analyzed with POD to gain a deeper insight into the flow
dynamics. POD is demonstrated to be able to detect dynamic turbulent structures that can be
observed by a time-resolved flow visualization but are averaged out by a classical statistical
analysis. In this sense, phase-dependent POD can provide information not only on the global
level of organization of the flow, but also on the turbulence dynamics therein involved.

Acknowledgements The DNS work was performed within project 200021 135514 funded by the Swiss
National Science Foundation (SNF) on the computational resources of the Swiss Super Computing Center
(CSCS) under project number s189.
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(a) experimental (b) LES (c) DNS

Fig. 5 Comparison of streamlines extracted from the (a) experimental, (b) LES and (c) DNS results at 36◦

CA (first row), 90◦ CA (second row), 144◦ CA (third row) and 270◦ CA (fourth row). The numerical results
are superimposed on contour plots of the mean velocity fields.
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(a) 36◦ CA, z =−10 mm
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(b) 36◦ CA, z =−20 mm
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(c) 90◦ CA, z =−20 mm
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(e) 144◦ CA, z =−20 mm
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(f) 144◦ CA, z =−30 mm
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Fig. 6 Comparison of mean axial velocity and RMS fluctuations at selected CA degrees and axial locations.
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Fig. 7 LSR parameter for six representative crank-angles computed from the LES results. Snapshots are
taken from the third engine cycle.
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Fig. 8 Comparison of volume-averaged velocity magnitude extracted from the DNS (—) and LES (– –) data.
(a) Global view over seven cycles; (b) Trend over the induction stroke for cycles 2-7.
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Fig. 9 Comparison of volume-averaged velocity magnitude extracted from the DNS (—) and LES (– –) data.
(a) Average values along the expansion stroke. (b) Normalized standard deviation

Fig. 10 Snapshot of instantaneous vorticity magnitude on an axial plane at CA = 36◦ for two different engine
cycles.
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Fig. 11 Snapshot of instantaneous vorticity magnitude on an axial plane at CA = 58.5◦ for two different
engine cycles.

Fig. 12 Snapshot of instantaneous vorticity magnitude on an axial plane at CA = 76.5◦ for two different
engine cycles.
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Fig. 13 (a), (c), and (e) Eigenvalues of POD modes versus crank angle for velocity component Ux, Uy and
Uz respectively. (b), (d), and (f) Ratios ri,i+1 between subsequent eigenvalues for velocity component Ux, Uy,
and Uz respectively.

(a) 90◦ CA

(b) 144◦ CA

Fig. 14 Eigenvectors of the first two POD modes (normalized values) together with the ensemble-averaged
velocity at (a) 90◦ CA and (b) 144◦ CA.
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