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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract

A CFD methodology to model natural gas Light-Duty SI (Spark-Ignition) engines is here proposed. The ignition stage is modeled
by means of a simplified Eulerian spherical kernel approach (deposition model). Then, the fully turbulent flame propagation is
reproduced by the Coherent Flamelet Model (CFM), where turbulence effects are taken into account by considering the flame
surface density evolution. The laminar to turbulent flame transition is managed by the CFM model and it is assumed to occur
when the flame radius reaches a fraction of the integral length scale. This methodology was validated with experimental data of
in-cylinder pressure and heat release rate at different loads and speeds.
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1. Introduction

Nowadays the development of engines is mainly focused on the reduction of pollutants, and in particular CO2
emissions. There are different technologies which are able to achieve this scope, but most of them entail an increase
of the system cost. One of the most effective solution, in particular for commercial vehicles, is to derive from a Diesel
based engine a natural gas variant. The use of natural-gas as a fuel offers various advantages: first of all the high H/C
ratio results in a decrease of CO2 emissions with respect to other fuels and the use of a gaseous fuel reduces a lot
the formation of particulate matter. Moreover, the opportunity to operate with lean mixture leads also to high thermal
efficiency and low nitrogen oxides emissions.

Within this context, a detailed study of the combustion process is the only way to achieve more and more efficient
solutions. The use of computational fluid dynamics (CFD) becomes a powerful and efficient tool since it allows to
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investigate in detail all the processes (ignition, laminar and turbulent combustion) that take place inside the combustion
chamber.

The most used turbulent combustion models are the assumed probability density function model (PDF) [1]-[2], the
eddy breakup model (EBU) [3]-[4] and the coherent flamelet model (CFM) [5]-[6]. The PDF model solves transport
equation for the fluctuation of the reaction progress or mixture fraction variable. Both EBU and the CFM model
assume that the mean reaction rate is controlled by the turbulent mixing time. The advantage of the CFM model lies
in the decoupled treatment of the turbulent flow and the chemical reaction, whereas the EBU model does not consider
the chemical effects. Since the CFM model is based on the laminar flamelet concept [7], the flame surface density
(FSD) equations are valid only when a fully established flame front is considered. Therefore a model for the ignition
process is required and plays a fundamental role in the evolution of the whole combustion process, since it affects the
ignition timing and the first development of the flame during the quasi-laminar phase.

In this work, a CFD methodology to model natural gas Light-Duty SI engines is proposed. The ignition is described
by means of a deposition model and the flame surface density equation is solved according to the Choi and Huh
formulation. Tabulated kinetics was included in the proposed approach to estimate the burned gas composition with
the possibility, in future work, to employ it also for prediction of knock and the main pollutant emissions (CO, soot,
NOx). Fig. 1 summarizes the interaction between CFD solver, CFM model and look-up table: taking from CFD domain
the main thermodynamic data, the CFM model computes the progress variable reaction rate, whereas the chemical
composition of the burned gases is estimated by the look-up table. The proposed computational approach has been
implemented inside the LibICE code, which is a set of libraries and solvers for internal combustion engine modeling
based on the open-source OpenFOAM R© technology.

The validation of the described models is performed on a natural gas Light-Duty SI engine at different operating
conditions. A low load and two high loads operational points are tested at three different rotational speeds. Turbulence
is described through a RANS approach by means of the k−ε model. Validation is carried out by a comparison between
computed and experimental data of in-cylinder pressure, heat release rate and mass burning rate.

2. Numerical Models

The combustion process in a premixed spark-ignited engine is divided into three phases: ignition, laminar and
turbulent propagation. Here are reported the different models used for modeling these phases.

2.1. Ignition modeling

In SI engine the combustion process is initiated by an electrical spark generated by the spark plug, which creates a
initial flame kernel that propagates in an almost spherical way during the laminar phase. This phenomenon is modeled
in this work by means of a deposition model, in which:

• The user defines an initial kernel diameter dk, the spark plug location xspk and a certain duration ∆tspk.
• In cells where the distance between the spark plug xspk and the cell center is lower than the kernel radius

rspk = dspk/2, a source term is applied for the specified duration ∆tspk to simulate ignition.
• The reaction rate during ignition ω̇c,ign is given by

ω̇c,ign = (cmax − c0)
ρu

∆tignition
CS (1)

where c is the progress variable, ρu is the unburnt gases density and CS is a model constant.

Until the normalized progress variable does not reach a value cign close to 1 in the CFD domain, a quasi-laminar
profile is imposed for the flame surface density distribution using the formula proposed by Weller [8]

Σ = |∇c| (2)

http://crossmark.crossref.org/dialog/?doi=10.1016/j.egypro.2018.08.067&domain=pdf
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Fig. 1. Combustion model work flow.

During the quasi-laminar phase, the burning rate mainly depends on the ignition source. When the maximum progress
variable reaches cign in one cell, the flame surface density equation is solved accordingly to the Choi and Huh formu-
lation [9] described below.

2.2. Laminar and turbulent propagation modeling

The coherent flamelet model is based on the assumption of the laminar flamelet concept, in which the turbulent
premixed flame is viewed as a collection of one-dimensional, planar laminar flamelets. The main advantage of the
CFM model is the decoupled treatment of the chemical and turbulence effects. The mass burning rate per unit volume
is given as

ẇ = ρuI0ULΣ (3)

where ρu is the fresh gas density, UL the unstrained laminar burning velocity, Σ the flame surface density and I0 is
the mean stretch factor, function of the Markstein and Karlovits numbers [10]. Chemical and molecular effects are
represented by the laminar burning velocity UL, whereas the turbulence effects are represented by the flame surface
density Σ. Then, a conservation equation for Σ is solved

∂Σ

∂t
+
∂

∂xi
(UiΣ) =

∂

∂xi

(
νt
σΣ

∂Σ

∂xi

)
+ S − D (4)

where νt is the turbulent kinematic viscosity, σΣ the turbulent Schmidt number, S and D are the production of flame
surface by turbulent rate of strain and the annihilation of flame surface by mutual collision correspondingly.

The laminar and turbulent propagation phases are described in this model using the same flame surface density
conservation equation but varying the source terms: during the laminar combustion, the production term is given by
a weighted average with the proper limiting forms of purely laminar and fully turbulent growth and the annihilation
term is omitted:

S = α
[(

1 − R(t)
lt

)
el +

R(t)
lt

et

]
Σ (5)

el = 2
(
ρu

ρb

)
UL

R(t)
(6)

et =
u′

ltc
(7)
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Fig. 2. Tabulated kinetics diagram.

R(t) = UL(t − tign)
Tb

Tu
+ r0 (8)

where α and ltc are two model constants, R(t) is the flame radius, whose growth depends on the laminar burning
velocity and the ratio between burnt and unburnt gases temperatures. On the other hand, the turbulent combustion
source terms are:

S = α
u′

ltc
Σ (9)

D = β
UL(

Ȳ
Y0

) (
1 − Ȳ

Y0

)Σ2 (10)

where Ȳ is the mean fuel mass fraction, Y0 the fuel mass fraction in the fresh mixture and β a model constant. D is
given proportional to Σ2 since annihilation occurs due to collision between flame surfaces.

The transition between laminar and turbulent propagation phase is assumed to occur when the flame radius R(t)
reaches a fraction of the integral length scale lt. According to Cheng and Diringer [11] the fraction value is equal to
0.26.

2.3. Tabulated kinetics

Combined operation of the proposed combustion model and tabulated kinetics is reported in Fig. 2. The look-up
table generator is mainly a Python program which exploits the Cantera library to perform auto-ignition simulations at
constant pressure for different user-specified values of equivalence ratio and unburned gas temperature. Computed re-
sults are then processed and stored in a look-up table which includes both chemical composition and progress variable
reaction rate. In this work, the progress variable reaction rate is computed with the CFM model and the look-up table
is only used to estimate the chemical composition of the burned gases. Incorporation of tabulated kinetics reduces
the computational time since no chemical equilibrium calculations are necessary to estimate the composition of the
burned gases. Moreover, availability of reaction rates at homogeneous conditions will make possible to exploit tabu-
lated kinetics also for prediction of knock or advanced combustion models (like spark-assisted compression ignition)
in future works.
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table generator is mainly a Python program which exploits the Cantera library to perform auto-ignition simulations at
constant pressure for different user-specified values of equivalence ratio and unburned gas temperature. Computed re-
sults are then processed and stored in a look-up table which includes both chemical composition and progress variable
reaction rate. In this work, the progress variable reaction rate is computed with the CFM model and the look-up table
is only used to estimate the chemical composition of the burned gases. Incorporation of tabulated kinetics reduces
the computational time since no chemical equilibrium calculations are necessary to estimate the composition of the
burned gases. Moreover, availability of reaction rates at homogeneous conditions will make possible to exploit tabu-
lated kinetics also for prediction of knock or advanced combustion models (like spark-assisted compression ignition)
in future works.
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Table 1. Details of the simulated operating conditions.

Case name A100 B25 C100

Engine speed [rpm] 1600 2000 3000
BMEP [bar] 11.5 4.3 9.6
Lambda [-] 1.00 1.00 1.00
EGR [%] 0.00 0.00 0.00

Spark Advance [aTDC] -24.2 -18.3 -25.8

3. Validation

3.1. Case setup

The used models were tested on three different operating conditions of a 3.0L natural gas Light-Duty SI engine.
The main engine data and simulated conditions are provided in Tab. 1. The operational points A100 and C100 are two
full-load conditions, whereas the operational point B25 is a low load condition.

The geometry is a 2D representation of half of the engine combustion chamber. In order to have a good control
on the cells shape and dimension, the mesh was generated using a block structured grid. Fig. 3 shows the mesh at
the top dead center whereas Tab. 2 summarizes mesh main characteristics and engine dimensions. Mesh motion was
performed using the dynamic mesh layering technique [12], keeping fixed the cells in the spark plug region and
moving the ones in the piston bowl.

Simulations start at inlet valve closing (IVC) and the initial thermodynamics conditions were derived form exper-
imental data. The in-cylinder velocity field and turbulence were initialized taking the swirl motion into account. A
dedicated utility developed inside the LibICE library initializes:

• The radial component of the velocity field according to the swirl ratio provided by the user.
• The axial component of the velocity field according to the instantaneous piston velocity inside the piston bowl.

Depending on the distance of the point from the cylinder head, the velocity linearly decreases from piston
velocity to zero.

Furthermore, the utility also initializes the turbulent kinetic energy k and the rate of dissipation of turbulent energy ε
according to the following formula:

k =
3
2

u′2 =
3
2

(Cupūp)2 (11)

Fig. 3. 2D grid representing half of the combustion chamber.
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ε =
C0.75
µ k1.5

Li
=

C0.75
µ k1.5

CL · D
(12)

where ūp is the mean piston speed, D is the engine bore, Cup and CL are specified by the user. Therefore, k is computed
assuming that turbulence intensity u′ is a fraction of the mean piston velocity, whereas ε is calculated assuming that
the integral length scale Li is a fraction of the engine bore.

Table 2. Mesh main characteristics and engine dimensions.

Characteristic Value

Mean cell dimension [mm] 0.7
Cell dimension near spark-plug [mm] 0.35

Min number of cells [-] ≈1700
Max number of cells [-] ≈10700

Bore [mm] 95.8
Stroke [mm] 104

This method allows to initialize the velocity field and the turbulence in a consistent way, but depends mainly on
the geometrical data and on the engine speed, without taking into consideration the engine load. This means that a
low load point, where the intake flow is highly throttled, is initialized with the same turbulence and velocity field of
a full load operating condition, which is not really true. In order to have a proper initialization of the velocity and
turbulence, a full-cycle simulation of the exhaust and intake process would be more appropriate.

The ignition method used for the simulations is simplified and depends mainly on the ignition source. To this end,
a tuning of the ignition model was required in order to choose the main ignition constants.

3.2. Ignition model tuning

The operational point named C100 was selected to tune the ignition constants since it is the one with more defined
boundary conditions, turbulence intensity and flow field. A flame kernel with a diameter dk of 8 mm was then selected
with a deposition time ∆tignition of 2 ms and a strength coefficient CS of 12.

Using these coefficients the computed in-cylinder pressure is in good agreement with the experimental data, as
it can be noticed in Fig. 4(a). The pressure peak is well predicted in terms of amplitude whereas is slightly in ad-
vance with respect to the experiments. This behavior can be explained looking at the burnt mass fractions reported
in Fig. 4(b): while the ignition timing is well predicted, the turbulent burning rate is overestimated with respect to
experimental data, causing a faster burning with a consequent anticipation of the pressure peak.

(a) Pressure (b) Burnt mass fraction

Fig. 4. Comparison between computed and experimental pressure for operating point C100 and burnt mass fraction.
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the geometrical data and on the engine speed, without taking into consideration the engine load. This means that a
low load point, where the intake flow is highly throttled, is initialized with the same turbulence and velocity field of
a full load operating condition, which is not really true. In order to have a proper initialization of the velocity and
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The ignition method used for the simulations is simplified and depends mainly on the ignition source. To this end,
a tuning of the ignition model was required in order to choose the main ignition constants.
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The operational point named C100 was selected to tune the ignition constants since it is the one with more defined
boundary conditions, turbulence intensity and flow field. A flame kernel with a diameter dk of 8 mm was then selected
with a deposition time ∆tignition of 2 ms and a strength coefficient CS of 12.

Using these coefficients the computed in-cylinder pressure is in good agreement with the experimental data, as
it can be noticed in Fig. 4(a). The pressure peak is well predicted in terms of amplitude whereas is slightly in ad-
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in Fig. 4(b): while the ignition timing is well predicted, the turbulent burning rate is overestimated with respect to
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(a) Pressure (b) Burnt mass fraction

Fig. 4. Comparison between computed and experimental pressure for operating point C100 and burnt mass fraction.
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(a) CAD: -20 (b) CAD: -10 (c) CAD: 0

Fig. 5. Flame surface density evolution inside the combustion chamber.

(a) CAD: -20 (b) CAD: -10 (c) CAD: 0

Fig. 6. Progress variable evolution inside the combustion chamber.

As it can be seen in Fig. 5 and Fig. 6, the flame surface density Σ and so the progress variable c evolve inside the
combustion chamber as expected: at -20 CAD the flame is enclosed around the spark-plug. Then, it starts to evolve
in an almost spherical way and burn the mixture as the piston moves towards the top dead center (TDC). Finally, the
flame reaches correctly the liner and completes the burning of the mixture.

3.3. Validation on the other operational points

Using the same setup of the case C100, the other two operational points A100 and B25 were simulated. The full
load point A100, Fig. 7(a), shows an underestimation of the pressure peak and a delay in the turbulent combustion
development with respect to the experimental data. In the low load point B25 instead, Fig. 7(b), the switch between
laminar and turbulent combustion occurs too early, and this entails an overestimation of the pressure peak which
occurs in advance. This behavior may be related to the very low load condition (pressure is below 1 bar at IVC) and
to poor air entrainment, but this aspect has to be further investigated.

(a) A100 (b) B25

Fig. 7. Comparison between computed and experimental pressure for operating point A100 and B25, using a flame kernel diameter of 8 mm.
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(a) Pressure (b) Heat release rate

Fig. 8. Comparison between computed and experimental pressure and HRR for operating point B25 using a flame kernel diameter of 4 mm.

In order to see the effects of the ignition model on the overall combustion process, the initial flame kernel diameter
dk was reduced from 8 mm to 4 mm. Fig. 8(a) shows the results of the new simulation. The overall pressure trend
is improved with respect to the previous case, with a better estimation of the pressure peak position and amplitude,
even if it is still slightly overestimated. Looking at the heat release rate in Fig. 8(b) it is possible to see that, using the
smaller flame kernel, the HRR peak position is in good agreement with experimental data and also the amplitude is
improved with respect to the previous case.

4. Conclusions

The purpose of this work was to show a CFD methodology to model natural gas Light-Duty SI engines. A sim-
plified deposition model was used to describe the ignition of the mixture, whereas the turbulent flame propagation is
reproduced by the CFM model.

The achieved results illustrate that the use of a simplified ignition model needs a proper tuning since it will affect
the overall combustion process. Simulations on the full load operational points were in good agreement with the
experimental pressure trace, the burnt mass fractions and the flame surface density evolved inside the combustion
chamber as expected. The low load point B25 needed a later tuning since the results were not in agreement with
experimental data. Some modifications to the ignition timings and ignition constants could be necessary since there is
some uncertainties on turbulence quantities and swirl motion, but this particular aspect has to be further investigated.
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