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Abstract. The application of deep learning to biology is of increasing
relevance, but it is difficult; one of the main difficulties is the lack of
massive amounts of training data. However, some recent applications of
deep learning to the classification of labeled cancer datasets have been
successful. Along this direction, in this paper, we apply Ladder networks,
a recent and interesting network model, to the binary cancer classification
problem; our results improve over the state of the art in deep learning
and over the conventional state of the art in machine learning; achieving
such results required a careful adaptation of the available datasets and
tuning of the network.
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1 Introduction

Gene expression measures the transcriptional activity of genes; the analysis of
gene expression has a great potential to lead to biological discoveries; in particu-
lar, it can be used to explain the role of genes in causing tumors. Different forms
of gene expression data (produced by micro-arrays or next generation sequencing
through RNA-seq experiments) have been used for classification and clustering
studies, using different approaches. In particular, Danaee et al. [1] applied deep
learning for analyzing the binary classification problem for breast cancer using
TCGA public dataset.

Deep learning is a branch of machine learning; it has achieved tremendous
performance in several fields such as image classification, semantic segmentation
and speech recognition [2–4]. Recently, deep learning methods have also achieved
success in computational biology [5].

The problem considered in [1] consists of using classified gene expression
vectors representing samples which are taken from normal and tumor cells (hence
carrying a label) and then training a classifier to learn the label; this is an
interesting preliminary problem for testing the usability of classifiers in medical
studies. The problem is difficult in the context of deep learning, due to the high
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number of genes and the small number of samples (“small n large p” problem) [6].
In [1], the Stacked Denoising Autoencoder (SDAE) approach was compared to
conventional machine learning methodologies. The comparison table of different
feature selections and classifications is available in Table 3.

Deep learning can be performed in three ways: supervised, unsupervised and
semi-supervised learning. Semi-supervised learning [7] uses supervised learning
tasks and techniques to make use of unlabeled data for training. This method
is recommended when the amount of labeled data is very small, while the unla-
beled data is much larger. In this work, we use Ladder network [8] approach,
which is a semi-supervised deep learning method, to classify tumorous or healthy
samples of the gene expression data for breast cancer and we evaluated the Lad-
der network against the state-of-the-art machine learning and dimensionality
reduction methods; therefore, our work directly compares to [1]. In comparison
to the state-of-the-art, the Ladder structure yielded stronger results than both
the machine learning algorithms and the SDAE approach of [1], thanks to its
improved applicability to datasets with small sample sizes and high dimensions.

We considered the datasets extracted from the GMQL [9] project’s pub-
lic repository. They were originally published by TCGA [10] and enriched by
TCGA2BED [11] project. Figure 1 illustrates the number of patients for each
cancer type and also shows that there are fewer normal cells compared to the
cancerous cells; Breast Invasive Carcinoma (BRCA) has the highest number of
cases. We used TCGA RNA-seq V2 Rsem [12] gene normalized BRCA dataset
with 1104 tumorous samples and 114 normal samples available.

Fig. 1. The number of patients for each tumor type. Tumor type abbreviations are
available at: http://gdc.cancer.gov/resources-tcga-users/tcga-code-tables/tcga-study-
abbreviations

2 Dimensionality Reduction and Machine Learning
Techniques

One of the main characteristics of the gene expression datasets is the high-
dimensionality. Therefore, a feature selection or a feature extraction step is often
required prior to the classification. Feature selection methods attempt to identify

http://gdc.cancer.gov/resources-tcga-users/tcga-code-tables/tcga-study-abbreviations
http://gdc.cancer.gov/resources-tcga-users/tcga-code-tables/tcga-study-abbreviations
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the most informative subset of features. A common way of performing feature
selection is to first compute the chi-squared statistic between each feature and
the class labels, then to select the features having the highest chi-squared statistic
scores [13]. Feature extraction methods, on the other hand, derive new features
by combining the initial features of the dataset.

– Principal Component Analysis (PCA): is a well-established method for fea-
ture extraction that uses orthogonal transformations to derive uncorrelated
features and increase the amount of variance explained [14].

– Kernel Principal Component Analysis (KPCA): is an extension of the PCA
that uses kernel methods. With the help of the kernel methods, the principal
components can be computed in the high-dimensional spaces [15].

– Non-negative matrix factorization (NMF): is a technique to reduce the dimen-
sions of a non-negative matrix by finding two non-negative matrices, whose
multiplication reconstructs an approximation of the initial matrix [16].

Support Vector Machines (SVM) is proposed by Vapnik and Cortes [17] and
it has been extensively used on the classification of gene expression datasets
[18–21]. Support vector machines can also be adopted to fit non-linear data by
using kernel functions. Single layer and multi-layer perceptron architectures have
also been widely used in predicting the gene expression profiles of the samples
in various works [22–24].

3 Ladder Networks

Ladder networks are deep neural networks using both supervised and unsuper-
vised learning; training of both supervised and unsupervised learning simulta-
neous, without using layer-wise pre-training (as in the Danaee et al. [1]).

We next provide a simplified description of implementation of the ladder
network introduced in Rasmus et al. [8]:

1. A Ladder network has a feed-forward model that is used as a supervised
learning encoder. The complete system has 2 encoder paths, one is clean the
other is corrupted. The difference between them is the gaussian noises which
are added to all layers of the corrupted one.

2. A decoder is utilized to acquire the inverse of the output at each layer. This
decoder gets the benefit of using denoising function which reconstructs the
activation of each layer in corrupted encoder to approximate the activation
of the clean encoder. The term denoising cost is defined as the difference
between reconstructed and the clean version of that layer.

3. Since it uses both supervised and unsupervised learning, it has correspond-
ing costs for them. Supervised cost is the difference between the output of
corrupted encoder and the desired output. Unsupervised cost is the sum of
denoising cost of all layers scaled by the significance parameter. The entire cost
of training the system is the summation of supervised and unsupervised cost.

4. Fully labeled and semi-supervised structures are trained to minimize the costs
by using an optimization technique.
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Figure 2 illustrates the structure of 2 layered (l = 2) ladder network example
in Rasmus et al. [8]. The clean path at the right (x → z(1) → z(2) → y) shares
the mapping f (l) with the corrupted path on the left (x → z̃(1) → z̃(2) → y).
On each layer, the decoder in the middle (z̃(l) → ẑ(l) → x̂) consists of denoising
functions g(l) and cost functions C(l)

d try to minimize the difference between ẑ(l)

and z(l).

Fig. 2. Structure of 2 layered Ladder network. On the right there is clean path, which
is work as supervised learning, in the middle and the left one is part of unsupervised
learning with encoder (leftmost) and the decoder (middle).

The ability of ladder network reaching high accuracy with very small amount
of labeled data on MNIST dataset [25] suggested us that it could be conveniently
applied to our problem. To the best of our knowledge, this work is the first to
apply the ladder network structure on the gene expression datasets.

Before analyzing the gene expression data, we applied preprocessing tech-
niques to fill the missing data and also normalize all the expression data in order
to get same expression level for each gene type. For this purpose, min-max nor-
malization was applied on the data. In order to test properly, all samples are
divided into three mutually disjoint subset: training, validation and test with
60%, 20% and 20%, respectively.

The configured Ladder Network is freely available as a python-based software
implementation and source code online via an MIT License: http://github.com/
acanakoglu/genomics-ladder.

http://github.com/acanakoglu/genomics-ladder
http://github.com/acanakoglu/genomics-ladder
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4 Tuning of the Ladder Network

In order to optimize the network configuration, different hyper parameters of the
network were analyzed. First of all, the number of layers and structure (number
of nodes) of each layer were detected. Then, the batch size for a given network
were analyzed, for the purpose of optimizing the execution time and the accuracy
of the network.

Table 1. Ladder network performance with different number of levels

Layers Accuracy Sensitivity Specificity Precision F1 score

1 hidden layera 55.33 57.23 39.13 90.36 0.700

2 hidden layersb 97.38 98.55 86.09 98.55 0.986

3 hidden layersc 96.64 97.28 90.43 98.99 0.981

5 hidden layersd 98.69 98.64 99.13 99.91 0.993

7 hidden layerse 97.30 99.17 81.54 97.83 0.985

10 hidden layersf 97.56 98.64 87.75 98.64 0.986

The number of the nodes:
a1 layer → 2000
b2 layers → 2000 - 200
c3 layers → 2000 - 200 - 20
d5 layers → 2000 - 1000 - 500 - 250 - 10
e7 layers → 2048 - 1024 - 512 - 256 - 128 - 64 - 32
f10 layers → 2048 - 1024 - 512 - 256 - 128 - 64 - 32 - 16 - 8 - 4

We tuned the network by using different parameters, the most relevant ones
are the number of layers (single layer or 2, 3, 5, 7 and 10 hidden layers) as shown
in Table 1 and the training feed size (10, 20, 30, 40, 60, 80 and 120 labeled data)
as shown in Table 2. All of the evaluations were performed by using the 5-fold
cross validation technique.

In the Table 1, we analyze the effect of the number of hidden ladders. As
shown in the table, having 5 hidden layers produces the top performance. Hav-
ing less than 5 hidden layers result in lower performance, yet, having more causes

Table 2. Ladder network performance with different batch sizes

Labeled data Accuracy Sensitivity Specificity Precision F1 score

10 label 85.08 85.06 85.22 98.22 0.912

20 label 89.76 98.80 50.22 89.66 0.940

30 label 95.82 98.43 74.24 96.92 0.977

40 label 97.64 98.64 85.87 98.53 0.987

60 label 98.69 98.64 99.13 99.91 0.993

80 label 97.62 98.46 89.09 98.91 0.987

120 label 98.36 98.64 95.65 99.54 0.991
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overfitting of the data. The structure with 5 hidden layers has 2000, 1000, 500,
250 and 10 nodes for each layer and two output nodes, one for healthy, the
other one for cancerous case. Significance number, which is mentioned in step 3
of the method, is selected as [1000, 10, 0.1, 0.1, 0.1, 0.1, 0.1] respectively to indi-
cate the importance of the layer. Figure 2 illustrates the model that is used for
classification of TCGA BRCA data.

We also investigated the impact of using the supervised learning networks
with different batch sizes; Table 2 shows that performance grows while increasing
the batch sizes up to 40 samples and it is rather stable with more sample. Since
the smaller batch sizes are computationally more efficient, we decided to use a
batch size of 40. Terminating condition is satisfied either when the number of
epochs reach 100 or when the training accuracy becomes more than 99%.

With this size, the ladder network converges in about 4 min of execution
time over a dataset of about 1000 gene expression records, with about 20000
genes; execution took place on Nvidia GeForce GTX1060 GPU with 6 GB of
RAM with the Tensorflow library [26]. It achieves accuracy of 98.69, sensitivity
of 98.64, specificity of 99.13, precision of 99.91, F1 score of 0.993.

5 Evaluation and Conclusions

In the evaluation we used the stratified k-fold cross validation [27] and it is
applied on the data with k is equal to 5. In other words, the data were divided
into 5 equal subsets such that the folds contains approximately equal proportion
of cancerous and healthy samples. In each round, 4 subsets are used for training
and validation and 1 subset is used for testing. The procedure is repeated 5 times,
by excluding 1 part of the data for testing. This approach was also employed
in [1] and for the evaluation of the conventional machine learning algorithms
defined in the previous section.

The confusion matrix of each step was summed up and then we calculated
the accuracy, sensitivity, specificity precision and F1 score, as reported in the
last section.

We evaluated our ladder network algorithm by comparing its performance
metrics against the results from the Danaee et al.’s study [1]. A direct comparison
shows that the SDAE network achieves its best result when coupled to SVM for
feature selection and in such case, it achieves an accuracy of 98.04, which is
slightly inferior to ours. The ladder network could be directly applied without
the need for a preliminary feature reduction and it shows that the network learns
the important features and it learns the classes.

As the performance of a learning algorithm does not only depend on the
data, but also on the hyper-parameters. We performed hyper-parameter tuning
on the support vector classifier along with three different dimensionality reduc-
tion algorithms, in order to observe an optimal performance from the support
vector classifier. The GridSearch functionality of the scikit-learn [28] library was
utilized for the hyper-parameter tuning. Subsequently, we compared the resulting
performance of the support vector classifiers with the ladder network algorithm
and reported on the Table 3.
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Table 3. Algorithm comparison table

Features Model Accuracy Sensitivity Specificity Precision F1 score

All Ladder network 98.69 98.64 99.13 99.91 0.993

NMF† SVM 98.60 99.45 90.35 99.01 0.992

PCA† 94.91 94.65 97.37 99.71 0.971

CHI2† 98.28 99.45 86.84 98.65 0.990

SDAE∗ ANN 96.95 98.73 95.29 95.42 0.970

SVM 98.04 97.21 99.11 99.17 0.981

SVM-RBF 98.26 97.61 99.11 99.17 0.983

DIFFEXP500∗ ANN 63.04 60.56 70.76 84.58 0.704

SVM 57.83 64.06 46.43 70.42 0.618

SVM-RBF 77.39 86.69 71.29 67.08 0.755

DIFFEXP0.05∗ ANN 59.93 59.93 69.95 84.58 0.701

SVM 68.70 82.73 57.50 65.04 0.637

SVM-RBF 76.96 87.56 70.48 65.42 0.747

PCA∗ ANN 96.52 98.38 95.10 95.00 0.965

SVM 96.30 94.58 98.61 98.75 0.965

SVM-RBF 89.13 83.31 99.47 99.58 0.906

KPCA∗ ANN 97.39 96.02 99.10 99.17 0.975

SVM 97.17 96.38 98.20 98.33 0.973

SVM-RBF 97.32 89.92 99.52 99.58 0.943
†To further evaluate the performance of our ladder network, the hyperparameters of the
support vector classifiers along with three different dimensionality reduction algorithms
are tuned by an exhaustive search approach.
∗The results are taken from Table 1 of Danaee et al. [1].

The table also shows that the ladder network algorithm improves over con-
ventional machine learning algorithms, where the best method is KPCA. We
also considered the same machine learning methods and actually found better
results than [1], but inferior to the results obtained with the ladder network.

In conclusion, we have shown that a ladder network can be applied to binary
classification of RNA-seq expression data, and compares well with state-of-the-
art machine learning and with the previous attempt of solving this problem by
using deep learning. Although improvements are small, they demonstrate that
this deep learning method can be directly applied to datasets having less than
a thousand samples. Our results indicate ladder networks are very promising
candidates for solving classification problems over gene expression data.
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