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This paper discusses the monitoring of Palazzo Lombardia, one of the tallest high-rise buildings in Italy. First, the layout of the
monitoring system is addressed for a general description of the sensors used. The paper provides details about how data coming
from transducers are used. Special focus is put on the use of signals acquired by means of accelerometers, which are employed
for the estimation of modal parameters through operational modal analysis. The procedure used for choosing the modal analysis
algorithm and fixing the values of its main parameters is discussed in detail. The modal identification results on the first eight
months of monitoring are discussed in the second part of the manuscript, together with a statistical analysis. This allows for a first
model of the relationships between eigenfrequencies and environmental variables aiming at a general structural health monitoring
procedure based on the evolution of the building’s modal parameters.

1. Introduction

Structural health monitoring (SHM) is the discipline aiming
at finding reliable strategies to assess the healthy condition
of civil and mechanical structures [1]. For the last two
decades, this research field has attracted the attention of
many researchers because of the significant outcomes in case
of success of this new approach to maintenance. The main
advantage of using these techniques is the possibility to switch
from a time-based maintenance to a condition-based method
[2]. If maintenance was based on measurements collected
from the structure, it would be possible to repair structural
elements only when really needed. The main advantage is
economic, but the consequence on safety of structures is also
significant. These techniques allow establishing continuous
monitoring systems on important structures such as flyovers,
damps, and power stations to enhance their reliability during
normal operational life and after extraordinary events such as
earthquakes.

Damage identification could be performed at five differ-
ent levels of detail: simply detecting the presence of damage
and its localization, evaluating the type of damage, quanti-
fying its entity, and finally estimating the residual life [3].

The general process to achieve these aims is based on the
acquisition of data from several sensors fixed to the structure
and the elaboration of this information in order to estimate
one or more features sensitive to damage. Since damage could
be seen as a stiffness reduction or the inception of nonlinear
behaviour, for instance, due to a crack, a common strategy is
to measure vibrations and extract damage features from the
dynamic response of the structure in operational conditions
[4]. Depending on the method used to evaluate the presence
of damage, strategies for SHM can be roughly divided into
two groups: model-based and data-driven [3]. The former
detects damage by evaluating the difference between features
extracted from the real structure and those coming from a
physical model that should be as much accurate as possible.
The latter usually identifies damage through a statistical
comparison between features coming from an unknown
scenario of the monitored structure and those coming from
its healthy condition.

For civil structures, both approaches can be used, though
methods based on physical models are usually more popular
because they can achieve all the five levels of damage identifi-
cation and because of the strong experience of civil engineers
in building reliable models. Among model-based strategies,
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linear methods are well-established techniques that are based
on simple assumptions: damage is a stiffness reduction which
modifies the structural dynamic parameters such as vibration
frequencies [5-7], mode shapes and their curvatures [8-
11], flexibility matrix [12-14], and modal strain energy [15-
17]. However, the accuracy of these methods in finding
damage, especially at their first stage of inception, depends
on the uncertainty of modal parameter identification and the
variation of structural properties due to the environmental
conditions [18-22].

Normally, in the context of SHM, dynamic parameters
such as natural frequencies and mode shapes are identified
from the dynamic response of the structure in operational
conditions [23, 24]. This requirement comes from the neces-
sity to keep the structure accessible to the public but having
a continuous control of its health condition at the same
time. Operational modal analysis (OMA) is an only-output
technique that can estimate modal parameters without using
any actuator [25-27]. This property is advantageous because
usually actuators are bulky machineries that require closing
the structure to the public. However, the quality of the
identification strongly depends on the noise affecting the
signals and the frequency resolution of the data used for
the analysis. Generally, incipient damage produces a slight
change of modal parameters; then it is fundamental to keep
the estimation uncertainty under control to detect a small
anomaly in modal parameters.

Beyond the uncertainty of modal identification process,
another issue that can nullify damage detection is the effect
of environmental conditions. Modal parameters, especially
eigenfrequencies, might strongly change because of a vari-
ation of the environmental conditions such as temperature,
humidity, and wind speed. If these variables cannot be filtered
out from the damage identification process, two scenarios
could happen: the variation of the modal parameters gen-
erated by the environment could be recognised as damage
without any reason or the variation due to the environmental
conditions could cover damage which is actually present in
the structure.

In this context, this paper offers a study based on the data
collected from the new skyscraper of the Lombardia Regional
Government. This building is made up of 42 floors and it
is equipped with a continuous monitoring system collecting
data from several accelerometers and inclinometers. Since the
monitored floors are just 5 (see Section 2), it is not convenient
to use mode shapes for SHM purposes. Indeed, the aim of this
work is to explore the use of frequencies as damage features
focusing on the qualification of the modal identification
uncertainty and the effects of the environmental conditions.
However, also mode shapes are taken into account because
the number of sensors could be increased in the near future
with the consequent possible use of mode shapes for SHM
purposes as well.

The paper is structured as follows. Section 2 describes the
structure and the layout of the monitoring system. Section 3
discusses the identification algorithms considered and the
characterisation of their accuracy. Section 4 presents the
results of the modal parameter identification carried out on
the first eight months of the operation of the monitoring
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system. Finally, Section 5 presents a first-attempt empirical
model to link the eigenfrequency behaviour to environmental
factors.

2. Layout of the Monitoring System

The Palazzo Lombardia building is the first in a series of
high-rise buildings that have been built in Milano in the last
years. It is the current seat for the Regional Government and
therefore is considered of strategic relevance. The complex
is made up of five lower buildings (about 40 m high, called
Cores 2, 3,4, 5, and 6), surrounding the high-rise tower (Core
1), which scored, at the time of construction, the new height
record in Italy (161 m). The monitoring system is targeted to
control Core 1 tower and is capable of handling both dynamic
vibration signals and static variables, as well as the wind
conditions. Figure 1 shows a schematic representation of the
system layout, while a full description of the installed sensor
network and its performances can be found in [28].

Five floors are instrumented with inclinometers and
accelerometers according to the general layout given in
Figure 1. The setup was designed in accordance with the
dynamic testing results [29] in order to be able to identify at
least the first three vibration modes and to asses wind comfort
issues.

In order to be able to monitor vibration comfort levels
against wind serviceability and perform continuous oper-
ational modal analysis identifications, very high sensitivity
low noise accelerometers had to be employed. Moreover,
the building’s first natural frequency is around 0.3 Hz, thus
posing problems on both the sensor choice and the data
acquisition hardware. Since a cabled solution has been chosen
(synchronized wireless measurements were not considered
affordable on such a high building), the sensor types were
chosen in order to minimize the needed cabling.

On the other hand, the selected tilt sensors had to provide
long-term stability and a certified temperature sensitivity in
order to guarantee reliability to the static measurements.

According to all the above stated needs, the following
sensors were chosen:

(i) Accelerometers: PCB 393B31 piezoelectric units,
which have been proven to have a very low noise floor
level and guarantee good frequency response down to
0.1 Hz, having a 4.9 m/s” full scale value

(ii) Inclinometers: +5° Singer TS servo-inclinometers
with extended temperature calibration. They are high
reliability sensors with a frequency response up to
3Hz, which is enough to cover the building’s first
frequencies

(iii) Wind speed/direction: anemometer NESA ANS-VV1-
A + ANS-DVE-A (potentiometric wind direction),
with a 50 m/s full scale value

Data acquisition is performed 24h per day with a final
sampling frequency of 250 Hz on all the channels. This is
enough to asses wind comfort and vibration disturbances
and provide data to modal analysis purposes [25, 30-32].
The data acquisition device is Field-Programmable Gate
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FIGURE 1: Layout of the monitoring system. Floor B3 and Velario differ from floors 37/30/09 because of the lack of the external accelerometers.

In each accelerometer location, there are three accelerometers measuring
there are two inclinometers measuring around the x and y axes.

Array (FPGA) based, using 24-bit converters and built-in
antialiasing filters.

A total of 24 high sensitivity piezoelectric accelerometers
and 10 inclinometers are installed along the whole building
together with the wind measurement station on top of it.
A new data file is generated every 10 minutes ready to be
analysed. This monitoring system is also integrated with some
temperature and radiation power sensors previously installed
in the building.

3. Identification of Modal Parameters

As described in the previous section, the monitoring system
is made from inclinometers, accelerometers, and transducers
for environmental variables (e.g., temperature, wind strength,
and direction). One of the approaches used for monitoring
the building is the continuous modal parameter identification
using the accelerometer signals, coupled to the analysis of
the data collected by means of the inclinometers. The modal
data are employed to investigate the dynamic behaviour of the
structure, while the signals provided by the inclinometers are
used to describe its static behaviour.

The modal extraction is performed by means of OMA.
This is a very attractive approach when monitoring huge
structures because it allows considering the unmeasured
environmental excitation as the source to force the system
(e.g., [33-40]). This section focuses on the choice of the
algorithm used to carry out modal extraction. Two differ-
ent algorithms were tested: the polyreference least-squares
complex-frequency (pLSCF) domain method and a method
based on the frequency domain decomposition (FDD), which
relies on the singular value decomposition (SVD). The two
methods are compared in terms of dispersion and bias effects

in x, y, and z (out of the figure) directions. In inclinometer location,

on the estimated modal parameters using the Markov Chain
Monte Carlo (MCMC) method. This analysis also allowed
finding the optimal values for the parameters used in the
analysis of the real data.

3.1. OMA Algorithms. The two algorithms that were taken
into account are the pLSCF and the FDD, as already men-
tioned. They are briefly discussed here to provide the most
relevant information. More details can be found in the
referenced works.

With regard to pLSCE one of its main properties is that
it provides clean and easy-to-interpret stabilization diagrams
and this reduces the amount of complexity for its use as well
as difficulties for getting reliable results. This has caused the
pLSCF to become the industrial standard for modal analysis
at the present time [25, 26]. pLSCF is a least-squares approach
in frequency and can be used in OMA. In this case, the inputs
to the method are the positive power spectra of the system
responses [25].

The second algorithm taken into consideration is the
FDD. As mentioned, it is based on SVD. SVD [41] is a linear
algebra technique that can achieve factorization of a complex
matrix. FDD identification method works by decomposing
the power spectral density (PSD) matrix in its principal
components at each spectral line. More details can be found
in the wide referenced literature (e.g., [25, 27]).

There are two parameters which must be considered as
inputs when using the two mentioned OMA identification
approaches: the frequency resolution R of the power spectra
and the number of averages N used to calculate them [42]. It
is known in the literature that a narrow frequency resolution
allows improving the accuracy of the modal identification.
It is also easy to understand that the higher the number of
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TABLE 1: Reference parameters for the Monte Carlo simulations.

N . Second . .
First eigenfrequency First mode shape cigenfrequency Second mode shape Third eigenfrequency  Third mode shape
0.32Hz Bending (east-west 0.40 Hz Bending (north-south 0.63 Hz Torsion
direction) direction)
averages is, the cleaner the power spectra will be and the 107
more reliable the modal identification will thus be. This would ;
10~

suggest increasing the time length of the acceleration signals

used to calculate the power spectra. Indeed, if T; is the total

time of the acceleration time histories used for the modal

extraction and if the whole time records are divided into N

subrecords of time length ¢, (with no overlap), it results that
1 N N

R=-=2=T,=

t, T, R M

Therefore, T, must be increased in order to both increase N
and decrease R.

However, T, cannot be increased indefinitely because the
structure changes its behaviour in time: for example, the
modal parameters of a structure change between day and
night due to thermal shifts. Hence, a high value of T, would
lead to results of OMA which would be a sort of averaged
result, preventing the description of the time trends of the
identified modal parameters. Therefore, it is important to
choose T, not too high for describing the modal behaviour
of the structure in time; at the same time, T, must be not
too low because this would cause a poor accuracy on the
identified modal parameters. According to these points, a
maximum possible value for T, was fixed equal to 10800 s
(i.e., 3 hours), which is a time span over which an initial
data check did not evidence any significant effect of the
environmental conditions. Once this threshold was fixed, the
effects of different values of R and N were studied by means
of MCMC simulations. These simulations and their results are
described in Section 3.2.

3.2. Markov Chain Monte Carlo Simulations. The comparison
of pLSCF and FDD was carried out by means of the MCMC
method. Time histories of accelerations were generated
numerically with the goal to make them as close as possible to
those collected by the accelerometers placed in the building.
Then these numerical time records were provided as inputs
to the two algorithms.

These simulated signals were generated by means of a
modal model of the structure, considering the first three
modes. The data used to build such a model came from
a former modal analysis carried out just after the building
construction (see Table 1) [29]. The PSDs of the generated
signals were made as close as possible to the PDSs of the actual
signals collected by the accelerometers. The reference actual
PSDs were chosen from a day with very low wind in order to
test the case with the poorest signal-to-noise ratio.

The effect of the electrical noise due to the transducers,
cables, and so forth was taken into account as well. Indeed,
random noise was added to the generated signals and this

PSD ((m/s*)?/Hz)

10—11

01 02 03 04 05 06 07 08 09 1
Frequency (Hz)

FIGURE 2: Experimental (solid curve) and numerical (dashed curve)
PSD for an accelerometer on floor 30 in case of low wind.

allowed testing the modal extraction in situations close to
the real application. The PSD of the added random noise was
obtained from the accelerometer and acquisition board data
sheets.

Figure 2 shows a comparison between a PSD of a
simulated signal and a real one. The agreement is satisfactory.
Obviously, since the signals are of random nature, Hanning
window was always used [43, 44] to process the time signals
before passing in the frequency domain. This figure also
shows that the value of the numerical PSD curve far from the
resonances is close to the experimental one. This proves that
the amount of random noise added to the numerical signals
was correct.

The signal generation for each configuration tested (i.e.,
fixed values of N and R) was repeated 300 times. Then, modal
identification was carried out for each iteration. The focus of
the analysis was on the estimation of eigenfrequencies and
mode shape components. Since the mode shape vectors are
made from many numbers (i.e., many eigenvector compo-
nents), the results related to mode shapes were described by
a synthetic index: the modal assurance criterion (MAC) [41]
between the identified mode shapes and the reference ones
used in the modal model.

This procedure allowed us to build statistical populations
for the following indexes:

(i) Errors between estimated and reference eigenfre-
quency values: these errors account for bias on the
estimations by computing the population mean val-
ues ¢ and for the dispersion of the estimation by
employing the standard deviation o
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FIGURE 3: Results of the MCMC simulations for pLSCF as function of R (N = 36): mean value of the error for the eigenfrequency estimation
(a), mean value of the MAC (b), o of the error for the eigenfrequency estimation (c), and o for the MAC (d). Curves with squares (0O0) for the
first mode, with circles (O) for the second mode, and with triangles (A) for the third mode.

(ii) MAC value: the mean MAC value y accounts for
bias, while again dispersion is related to the standard
deviation o of the MAC populations

The trends of these mean and standard deviation values were
investigated as function of two input variables: the number
of averages N and the frequency resolution R employed to
calculate the power spectra provided as inputs to the modal
identification algorithms. The populations of the errors
on the eigenfrequencies and each eigenvector component
were almost Gaussian. It is important to remark that the
MAC results obviously show nonsymmetric populations.
This means that the value of o associated with the MAC
populations cannot be directly related to any confidence
interval of the estimates (an identification of the type of
distribution would be required). However, the value of o for
the MAC is shown here for the sake of conciseness to provide
an indication about the dispersion of the results in place of
showing the standard deviation related to each eigenmode
component (which would be correct under a metrological
point of view).

Table 2 shows the limit values of R and N tested in the
MCMC simulations. Each of the selected R-N pairs was such
that the limit on the total time history, 10800 s, was satisfied;

TaBLE 2: Values of T,, R, and N tested in the Monte Carlo
simulations.

Tested values of R
[mHz]

From 3.3to 13

Tested values of T, [s] Tested values of N

From 1000 to 10800 From 13 to 72

therefore, the pairs leading to T, higher than 10800 s were
discarded (an exception was made for few pairs considered
for checking the results). It is noticed that in this case overlap
between two subsequent subrecords was not used to increase
N for a given value of R. The value of the overlap V was thus
always equal to 0% [43].

Figures 3-6 show the results in terms of ¢ and o for the
first three modes of the building as function of the frequency
resolution and the number of averages. Particularly, Figures 3
and 4 show the results for pLSCFE, while Figures 5 and 6 show
the results for FDD.

The analysis of these figures suggests the use of pLSCF
for estimating the eigenfrequencies. Conversely, the FDD is
more accurate for identifying mode shapes. With regard to
eigenfrequencies, the values of y of the differences between



x107°
2+
’Q
5 0 % L S
X
2
0 20 40 60
N
(a)
6 X107
4L
N
T
S
2k
0 1 1 )
0 20 40 60

w 099975

Shock and Vibration

BT —N—

0.9995 1 1 .
0 20 40 60

(b)

15 >_<10_3

0.5

0 20 40 60

(d)
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estimated and reference values are similar for the two algo-
rithms (and negligible). Conversely, the dispersion of the
error is much lower in the case of the pLSCF (see Figures 3(a),
3(c), 4(a), 4(c), 5(a), 5(c), 6(a), and 6(c)). As for the MAC, the
FDD provides better results for the second mode (see Figures
3(b), 3(d), 4(b), 4(d), 5(b), 5(d), 6(b), and 6(d)). Therefore, a
mixed approach was used when analysing real data: the use of
pLSCF for identifying poles (and thus eigenfrequencies) and
then FDD for the mode shape components.

Therefore, choosing a mixed approach allows improving
the accuracy associated with the estimated modal quantities.
The MCMC simulation also allowed finding reliable data
about the effect of frequency resolution and number of
averages of the power spectra and thus choosing properly
their values (see Table 3). The bias values associated with
the identified eigenfrequencies are very low, as evidenced by
Figures 3(a) and 4(a). Instead, the expected values of the
dispersion associated with the identified eigenfrequencies are
gathered in Table 4 and can be used as an estimation of the
uncertainty of the identification method [45].

It is remarked that, for the configuration of values of
Table 3, the MCMC test was repeated with a higher number
of simulations (using an adaptive version of the MCMC [46])

TABLE 3: Chosen values of T}, R, and N to be used in OMA with real
signals.

Chosen value of R
[mHz]

7200 36 5

Chosen value of T, [s] Chosen value of N

TABLE 4: Expected values of o on the eigenfrequency estimations.

o on the third
eigenfrequency

0.6 mHz

o on the second
eigenfrequency

0.8 mHz

o on the first
eigenfrequency

0.8 mHz

to assess statistical reliability. The results obtained are almost
the same as those already shown with 300 simulations.

4. Trend of the Identified Modal Parameters
for the High-Rise Building

The values of Rand N chosen with the MCMC simulations, as
well as the use of the mixed approach pLSCF/FDD, allowed
developing an automatic OMA identification system. To do



Shock and Vibration

x10™
2L
\[Eq/ O X
B8
21t
0 5 10 15
R (mHz)
(a)
x1073
4L
<
T
S
2L
0 1
0 5 10 15

p 0.9995 +
0.999 - - g
0 5 10 15
R (mHz)
(b)
x107°
1.5
1t
o
0.5+
0 % i ; ; ,
0 5 10 15
R (mHz)

(d)

FIGURE 5: Results of the MCMC simulations for FDD as function of R: mean value of the error for the eigenfrequency estimation (N = 48)
(a), mean value of the MAC (N = 36) (b), o of the error for the eigenfrequency estimation (N = 48) (c), and o for the MAC (N = 36) (d).
Curves with squares (O) for the first mode, with circles (O) for the second mode, and with triangles (A) for the third mode.

this, an automated data check procedure was also developed.
Relying on the use of the Skewness coefficient and peak-
peak values of the signals, corrupted time records (e.g.,
due to saturation, lightning, and transducer damage) are
automatically discarded before modal identification.

The automated extraction was applied to eight months of
vibration data coming from the installed monitoring system.
Figures 7-9 show the trend of the first three eigenfrequencies
of the structure. Instead, Figure 10 shows the MAC trend for
the first mode. The changes of the eigenfrequencies are always
lower than 5%. Furthermore, the uncertainty interval equal
to +20 (see Table 4) around the identified eigenfrequency
value for the first mode is shown in Figure 11. This +20
interval expresses a level of confidence of about 95% [45].
The width of the uncertainty intervals is clearly overestimated
(indeed the cycles due to daily variability are clearly visible),
which is probably due the fact that the value of o was
estimated through MCMC considering a day with very low
wind (see previously in the paper). Therefore, when the
wind increases (even slightly) the signal-to-noise ratio of the
accelerometer signals and the accuracy of the estimations of
the modal parameters improve as well. The consequence is
that o appears to be overestimated in this case.

The wind speed is proven to be able to change the eigen-
frequency values significantly. Indeed, the spikes towards
zero in Figures 7-9 are always related to the presence of an
increased value of the root mean square (RMS) of the acceler-
ation signals (the RMS is calculated on the frequency band of
the considered mode). This RMS is strongly correlated with
the wind speed (Figure 12 shows that peaks of the RMS of
vibration correspond to peaks of the wind speed sensor).

It is also remarked that the eigenfrequency trends show
a daily cycle due to temperature and sun exposure trends, as
evidenced in Figure 13.

As for the MACs, slight decreases in time are evident.
However, more data are needed (at least one year of data for a
whole seasonal cycle) for a consistent analysis of such a trend.
Moreover, the MAC changes are within the dispersion found
with the MCMC simulations (see previously in the paper).

5. Empirical Model of the Eigenfrequencies

An empirical model to describe the behaviour of the eigenfre-
quencies as function of environmental factors was developed.
Something similar will be performed for the mode shapes.
The aim of the empirical model is to have a reliable tool
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to describe the evolution of natural frequencies due to
environmental factors. If the model is accurate enough,
discrepancies between experimental data and model results
could be employed to assess the presence of a change in the
structure not due to environmental factors and thus possibly
due to damage. Indeed, if a change of the eigenfrequencies
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FIGURE 8: Time trend of the second eigenfrequency.

could not be described by the model, a check of the building
would be required.

Many correlation studies were carried out before devel-
oping the statistical model in order to understand which
variables should have been used as inputs to the model: for
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example, sun exposure, temperature, level of the aquifer, and
wind speed and direction.

A first analysis showed that many environmental factors
affect the building behaviour. Particularly, as already men-
tioned, the first natural frequencies can undergo shifts due to
sun exposure, temperature, adjustments of the foundations,
wind speed and direction, and so forth. The problem is quite
complex and it is difficult to understand which parameters
should be included in the empirical model for several reasons:
firstly, only general information is available; for example,
the authors do not have any temperature or radiation map
but just a punctual value, while the acceleration sensors are
distributed along the whole building. Secondly, it is important
to understand which variables are correlated in order not
to include them in the model and to avoid redundancy in
the information. Finally, it has to be underlined that the
available data do not come from a planned test but are
related to the actual environmental conditions during the
observation period. All these aspects make the problem
difficult to approach; for this reason, the authors decided
to try to reduce its complexity by considering few synthetic
variables able to take into account the effect of most of
the environmental parameters. To this purpose, the authors
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FIGURE 11: Trend of the first eigenfrequency (solid blue curve) and
+20 interval (dashed red curves).

selected two quantities: the acceleration RMS and the value
of the building inclination. Many correlation studies were
carried out, showing the correlation between these syn-
thetic parameters and the environmental factors. Finally,
the authors chose as inputs of the empirical model the
following three physical quantities which demonstrated no
(or negligible) correlation:

(i) The RMS Apgyg of the signal of the accelerometer
placed in correspondence of the instrumented degree
of freedom of the building with the highest mode
shape component associated with the eigenfrequency
considered. This allows automatically taking into
account wind speed and direction. Obviously, the
RMS is calculated on the frequency range of the mode
considered

(ii) Inclination at the 3rd floor underground of the
building I_; in east-west direction (about x-axis, see
Figure 1) (see Figure 14(a)). This accounts for the
possible foundation adjustments

(iii) Inclination at the 30th floor of the building I;, in
east-west direction (about x-axis, see Figure 1) (see
Figure 14(b)). This accounts for sun exposure and
temperature effects.

Linear regression was performed between each of the three
eigenfrequencies and the three mentioned inputs. After the
checks for the significance of the regression (e.g., check of
the residues [47]), the model was further refined. Particularly
the RMS of the accelerometer was replaced by its logarithm.
Indeed, this allowed increasing significantly the correlation
between the statistical model and the modal parameter values
identified experimentally. Different indexes were used to
quantify this correlation (e.g., PRESS [47]). Finally, the model
used was

fi = BiIyy + C;I_; + D;log Ay, )

where f; is the ith eigenfrequency (with i = 1, 2, 3), while B;,
C;, and D; are the constants to be determined.
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However, the correlation level must be further increased
(and confidence intervals must be estimated [47]). To do
this, more data are needed to find out all the possible input
parameters that must be considered in the model as well as
possible transformations (e.g., application of logarithm).

Nevertheless, the current version of the model shows a
moderately satisfactory behaviour (see Figure 15). The sudden
changes of the eigenfrequency value are shown to be mainly
due to the acceleration RMS value (as already mentioned
and as also evidenced by Figure 16, where the peaks of
the vibration RMS correspond to sudden decreases of the
eigenfrequency considered), while the values of inclination
are able to properly describe the long-time trends (from daily
trends to seasonal trends), as expected.

When more data coming from the system will be avail-
able, they will be used to further improve the model presented
herein.

6. Conclusion

The paper has described the monitoring system installed and
a proposed data analysis strategy for Palazzo Lombardia, one
of the tallest buildings in Milano. The layout of the system is
presented, highlighting the measured variables and therefore
the data available for a health monitoring strategy.

An approach based on automatic and continuous modal
parameter extraction has then been presented. The main fea-
tures of the automatic modal analysis software used for modal
identification are then provided, explaining how Markov
Chain Monte Carlo simulations were used to optimise it.

This automatic identification system allowed producing
the first plots of the trends of the modal parameters of the

building along eight months of monitoring. These modal
parameters allowed the authors to develop a first-attempt
empirical model to describe the relationship between the first
three eigenfrequencies of the building and a number of input
variables representative of the environmental conditions.
The statistical model proved to be able to estimate the
predicted values for the identified frequencies as a function of
environmental conditions and therefore could be used (after
its improvement) to detect anomalous trends indicating a
change in the structure.
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