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Abstract— The iterative demodulation and decoding algorithm the received carrier phase for arbitrary phase-shift lgyin
introduced in 2005 by Colavolpe, Barbieri, and Caire to cope (PSK) and quadrature amplitude modulation (QAM) constel-
with channels affected by phase noise needs pilot symbols t0|54ions in presence of phase noise. Among these methods, the

bootstrap. However, pilot symbols reduce the spectral effiency . !
of the system and, consequently, system's throughput. Theira blind feedforward scheme of [10] addresses the constraints

of the paper is to show that trellis-based demodulation can & imposed by high speed parallel processing. Pilot-aidedecar
used to bootstrap the iterative process without the need ofipt phase recovery schemes have recently gained attention as

§ymbols. A|SO,. the complexity issue of trgllis-based demathtion candidate phase recovery approaches for systems affegted b
is addressed in the paper. The result is that the performance strong phase noise. Papers [11], [12] are based on theigrsert

of iterative demodulation and decoding after the iteratiors f ilot t . tch of the t itted si | ¢
is virtually unaffected by complexity reduction, provided that of a piiot tone In a notch ot the transmitted signal spectrum,

the reduced-complexity demodulator guarantees cycle-glifree ~ While in papers [13]-[15] pilot symbols are inserted in time
operation. From the numerical results presented in the pape domain. Papers [16]-[21] discuss coding and demodulation
we show that cycle-slip-free operation can be achieved with techniques based on pilot symbols aimed at combating the
substantial complexity reduction also for phase noise assiated cycle-slip phenomenon. The drawback of pilot symbols is
with linewidths of practical interest. . ; L
o _ that they are introduced at the expense of spectral effigienc
Index Terms— Coherent communication, Phase noise, Coded To mitigate the loss of spectral efficiency one can resort

modulation, Demodulation, Information rate. to the approach of [22], [23]. Basically, strongly encoded
symbols are periodically inserted in the sequence of maeldila
I. INTRODUCTION symbols. Thanks to their strong encoding, thesasi-pilot

i ) symbols allow for robust decision-directed phase detacts
The context of the paper is coherent demodulation of codfthappens in conventional decision-directed phase detect

modulatio_ns with high spectral efficier_my i_n the presence @fhemes operating at high signal-to-noise ratio (SNR). An
phase noise. The goal of demodulation is to work out thgyanced approach to demodulation is based on the union
sequence of probability distributions of the input bitsegithe ¢ hijot symbols and iterative demodulation and decoding
_ent|re received S|gnal._D<_emoduIat|on can become a chaIIeTg4]' [25], where pilot symbols allow for bootstrapping the
ing task when transmission takes place over a channel Wilyeiver before the first decoding, then the following demod
memory. Prominent examples of channels with memory &igyion stages take advantage from the estimates of source
the mtersymlbol interference channel, the pha;e nmsenﬂh,ansymbors log-likelihood ratios (LLRs) obtained by softsnft-
and the fading channel. Among channels with memory, g (s1SO) decoding of the error correcting code. The aim of
phase noise channel is considered here, a recent tutorialyQ naper is to show that trellis-based demodulation can be
the subject bgmg [1]'_ _ . used to bootstrap the iterative process of [24] without thech
Demodulation of signals affected by the phase noise ISof pilot symbols, leading to throughput increment.
classical and hot topic in the context of point-to-pointiead 14 show the benefits of trellis-based demodulation we rely
backhauling systems [2], [3] and coherent optical systeths [ ypon the analysis of the information rate transferred thhou
[7]. In these systems, coded constellations with high $pECtihe phase noise channel. It is strongly intuitive that inacc
efficiency are adopted, and the performance of demodulatigfties that are introduced in tracking the time-varyingssha
in the presence of phase noise becomes one of the major is{}ggess can impair the information rate between the source
in the rush to higher and higher spectral efficiency. “and channel’'s output. This topic has been deeply investigat
In optical systems, phase noise is due to both laser oscilig-the past. Specifically, the information rate transferoeer
tors used for up- and down-conversion [8], and cross-phagg \wiener phase noise single input single output channel is
modulation that arises in wavelength-division-multipiex _considered in [26]-[36], while the information rate treerséd
systems [9]. Several schemes have been proposed to estimgt§ the more general autoregressive moving-average phase
Manuscript received Month DD, 2015; revised Month DD, 2015 noise channel is SIUdie:d in [3.7]’ [38] White phase noisé wit
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Fig. 1: Block diagram of the proposed receiver with hybridrative demodulation and decoding. In the receiver prapdse[24] the switch between
demodulation and decoding is always connected to the blpakametric demodulation”.

demodulation, the actual information rate extracted by tlieerative demodulation and SISO decoding receiver that we
receiver depends on the specific demodulation algorithm. Anopose is shown in Fig. 1.

observation of major practical importance that we can makeThe outline of the paper is as follows. In Section Il the
by studying the information rate is that, as it will be cleanotation and the channel model are given. Section Il deals
from the results to be hereafter presented, the informa#in with the achievable information rate of general channels
achieved by non-iterative and non-pilot-aided demodaitati with memory, and presents formulas for the information rate
can be close to the information rate of ideal demodulaticGithieved by modulations based on the specific bit mapping
in many channels of practical interest, provided that demothat will be adopted in the Section devoted to simulation
ulation fully exploits the information that can be obtainedesults. In Section IV ideal demodulation, that is, infotima-

from the received signal about the carrier phase. To fulkate achieving demodulation, and the practical demodiriati
exploit the information carried by the received signal, onschemes of [15] and CBC, are illustrated. Section V is del/ote
can adopt non-parametric Bayesian tracking methods as tbecomplexity reduction of the trellis-based algorithm, il@h
trellis-based demodulation scheme of [15] which reliesrupdn Section VI simulation results for the achievable infotima

the classical forward/backward recursion on the trellif4@]. rate and for the bit error rate (BER) performance of the
The main difference between the conventional parametric ggroposed iterative demodulation and decoding scheme and of
proach and non-parametric Bayesian tracking is the follgwi competitor schemes are presented. Finally, conclusivanem

In the conventional parametric approach, the demodulatiare given in Section VII.

algorithm produces an estimate of two parameters that aims
to represent the unknown phase: its mean value and variance

given the available observations. In contrast, in trdbsed Il. NOTATION AND CHANNEL MODEL

demodulation the entire probability distribution of theagk Let u” indicate the vectofu;, w1, - - - ,ux) with u¥ € UF.
is computed and used in an integral equation to produce théhen & < i we assume that¥ is void. Let U indicate
wanted statistics. a stationary and ergodic proce$s,= (Ui, Us,---), whose

) ant & o
After having observed that, in many cases of practicdfnerc realization 'skth,e sequen@g, uz, -~ ). Whenl(' is
interest, non-iterative and non-data-aided non-paracneé- & continuous setp(u;) is used to indicate the multivariate

7
- : . - o )
modulation can virtually extract all the information thagnc ProPability density function ofU;* evaluated inu;, while
be extracted by ideal demodulation, our next step, and mdi

enUr is a discrete sep(uf) indicates the multivariate
ili k _ k .
contribution of the paper, is to propose non-pilot-aidedlis masls pr0bab||lt)Pr(Ui = uj) and [i4;] denotes the number
demodulation to bootstrap the iterative demodulation alq(ljeements Its;.

decoding algorithm of Colavolpe Barbieri and Caire [24] (CB ASsuming that the chromatic dispersion has been com-
in the following). We show that, once properly initialized,pensated before demodulation and that laser phase noise is

the CBC algorithm does not need the aid of pilot symbol§0nstant during a symbol interval, theth output of the phase
hence the combination of a first trellis-based demodulati®QiS€ channel is

followed by the iterative algorithm allows for saving the
bit rate that would be elsewhere sacrificed to pilot symbols.

However, while the complexity of the parametric iterativiB© wherej = /—1 is the imaginary unit® is the phase noise
algorithm is moderate, the complexity in terms of number Lgé&c;é:essw is a complex-valued additive white Gaussian noise
operations per symbol of trellis-based demodulation can GN) process with two-dimensional variané®R ', and
large, making it not so attractive for those systems whelge input modulation process is made by points drawn from
due to the very high symbol rate, the number of operatiogsyo-dimensional/-ary constellationt carved out from the
per symbol can become a stringent constraint. This mosvaigd of two-dimensional integer§?, scaled in order to have
the second contribution of the paper, that is the introducti 53 ynitary average input power. For the first-order contirssou

of techniques that allow to reduce the complexity of the fultate Markov phase procedswe take a discrete-time Wiener
trellis where, with full trellis, we mean a trellis parame&d process folded in the range, 27):

in such a way that it achieves virtually optimal performance
The block diagram of the hybrid non-parametric/parametric Ok = [Pk—1 + k=1 mod2rs kK=1,2,-- (2)

yk:xke'j¢k+wk7 k:1a27 ) (1)



S. PECORINOet al.: BOOTSTRAPPING ITERATIVE DEMODULATION AND DECODING WITHQ@T PILOT SYMBOLS 3

where the frequency noidé is a sequence of independent andhannel. However, practical use of this scheme, that isdbase
identically distributed Gaussian random variables withozeon interleaving codewords with interleaving depth equah&
mean and unit variance, the step sizés a real scalar, and memory of the channel, is limited by the high latency that it
¢o is uniformly distributed in[0, 27). The phase process (2)introduces, which turns out to be too high in many practical
is obtained by sampling at symbol frequency the phase ofsgstems.

continuous-time complex exponentiét’¢(Y)} whose power  When demodulation and decoding are disjoint, demodula-

spectral density is the Lorentzian function tion cannot exploit the knowledge of past symbols, thaths, t
AN2T conditions appearing in the argument of the mutual informa-
L(f) = S tion in the right side of (6) are dropped. In many cases, one

Tyt 162 2T . e . .
uses preliminary decisions taken from some signal procgssi
where T' is the symbol repetition interval ang is the made o}V in place of the actual past source symbols, but we
frequency. The parametef is often expressed as know that this approach can lead to unsatisfactory perfooma
V2 = 2 AT when the error probability on prelimi.nary decisions is _high
’ Whatever use we make &Y, renouncing to the observations
where Av is the full-width half-maximum bandwidth of the X! one renounces to some information rate, as it is apparent
spectral line. from the following:
The state transition probability of the hidden phase is I(Xk;YlN|Xf‘1)

H(Xp|XPh) = HXG YN, X7
H(Xy) — HXR Y, X7 ()
H(Xy) — H(XY]Y) (8)
I(XkQYlN)

oo

p(kldr-1) = Y (k-1 +2im,7% dr), 3)

1=—00

AV

where g(u,0?; ) indicates a Gaussian probability density

function of = with mean and variances?. The channel . L - .
where the inequality is because conditioning does not asee

probability is entropy.
plyklor) = > pler, yklor)
TREX Bit Mapping
= Z P(@r)p(yk| Pk, k), (4) Consider the case of disjoint demodulation and decoding
TREX wherem=log, M independent bits are mapped onto a constel-
where the last step is due to independence betwégrand lation with M points, and letBy, = (Bi;k, B2k, -+ Binsk)
@, and from the channel model (1), since the additive noike the vector of bits mapped onfd. In the following, we
is Gaussian and with circular symmetry, one has will consider a mapping scheme that is based on the partition
. . Z2/4Z2. In this mapping, the generic constellation poixit
Pyl dr, k) = ge(wne’ SNR™ yp), ®G) s decomposed as

whereg. (11, 0%; ) indicates a two-dimensional Gaussian prob-
ability density function with circular symmetry over thermme
plex plane spanned by with meanyu and two-dimensional where X is 16-QAM with Gray mapping,X’ is (M/16)-
varianceo?. QAM with Gray mapping, and the minimum squared Eu-
clidean distance it” and X" is 6(M?2—1)~!, thus obtaining
I1l. ACHIEVABLE INFORMATION RATE unitary power forX. The four bits that select the point i’
Consider a transmission scheme where the source is the &¢- (_:oded by a unique error correcting code and their I.‘LRS
tor XV of V independent random variables, and the chanri@l" mdependently computed from the demodulated signal,
ile the bits of X" are left uncoded and are demodulated

output isYY. The achievable information rate between the - )
source and channel’s output can be written by chain rule agfter the_ decision of the error_correctlng code [.44]’ [45eT .
information rate brought by this LLRs computation scheme is

X =4X' + X",

1
I(X:Y)2 lim NI(XfV; YY)

4 m
Nﬁool N ZI(BLMYlN) +ZI(Bi;k§Y1N|Bik) ()]
= 1 - (X 7YN Xk—l ] 6 =1 i=b

The above formula is very general and can be used as a startirigere the inequality can be demonstrated by observing that
point when one studies the information rate transferrealifin intra-symbol chain rule is not exploited in the first sum, and

a channel with memory. In (6), the information extractethat it is only partially exploited in the second sum. Actyal
about X, takes advantage from the knowledge of past souraéthough source bits are assumed here to be independent,
symbolst‘l. A scheme that allows to make use of paghey are not conditionally independent givEfY'. However, in
source symbols is the joint equalization and decoding sehemany practical systems, (9) is close to (10). Numericallg on
proposed in [43] for the inter-symbol interference channdinds that the penalty payed by the first sum is negligibleto al
which, in principle, could be used also in the phase noiggactical purposes, at least on the AWGN channel. Moreover,
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2m
with a redundancy below 1bit/2bthe error probability on the Ny o / N d
uncoded bits given zero errors on the coded bits is virtuallyyj/(qsklyk ) o< Plyxlw) 0 PPy POkl dnra) b,

ﬁzrnoC:t the SNR corresponding to the constrained capac\l;%ere theblind channel probabilityp(yx|éx) is computed

from (4) by taking forp(x)) a uniform distribution onX’,
while the data-aided channel probabilityp(yi, zi|or) =
meaning that also the penalty payed by the second sy |z, or)p(zr) is computed by taking for the probability
compared to the case where intra-symbol chain rule is fullistribution of input datagy(zx) an indicator function that is
exploited is negligible. non-zero only for the input symbol visited by the realizatio
Consider the four coded bits, that is the first sum in (9). The When past input data are not available one is forced to resort

achievable information rate can be evaluated by MonteeCatb non-data-aided demodulation, that is similar to (14},tha
integration as conditionsz~! are dropped:

I(Big; YV |Bly) ~ 1, i >4,

1 p(bisk |y1) 2m
]&ﬂoﬁng& Pows) A plaalyl)e / p(@klytp(delyt Ip(lye, ox) dr. (15)

The probability of the bits given the received signal is coMy, jterative demodulation and decoding, demodulation iebda
puted from the probability of constellation points as on (15), but, after the first decoding, one can use the prob-
p(bik = Oly) = Z plzklyM). (12) al_aili?y _distributi_on p(a:k) coming from the Qecpdgr asx-
4 €X by =0 trinsic information in (4) (not to compute thetrinsic term

The second sum in (9) is treated in a similar manner, the orx s> @) inside the integral (15)) to get the transition
! metric of forward and backward recursions.

difference being that the four coded bits are now given as a

condition. In practice, the continuous-state channel model is in-

tractable. To cope with the continuous-state model one can
IV. DEMODULATION compute a non-parametric approximation to the wanted prob-
ability distribution by introducing an auxiliary channehere
tlae state space is discretized into bins, leading to a grelli
Based representation of the evolution of the phase in the
o discrete-state space, where trellis’ states are the ddatod
plawlyY, xllcfl) _ / p(r, Ty, xllcfl) Ao the bins, see for m_stance [15], [29] for details. Howe\mdlls-_
0 based demodulation can be complex, and the complexity of

Ideal demodulation, which exploits the conditiong
appearing in the conditional entropy (7), can be perform
as

B m N kel d demodulation increases by a factor equal to the number of
_/0 P(rlyr s or )p(zelyn, i) ddu iterations. Therefore we propose trellis-based demoidulat
@ [ at the first demodulation step followed by the classical CBC
0</ Py 2 oe)p (e, u )p(xklye, o) dér (13)  algorithm.

OQﬁ hel k1 The CBC algorithm, where the probability distribution of
oc/ P(Prlyr 2y )p(¢k|y;§)p(wk|yk,¢k)d¢k the hidden_ phasg gi\{en the observation is modglled as a
0 p(¢r) Tikhonov distribution, is less complex than the trellis-based
2 . . . . . . . .

1 k1 N technique. In CBC, the incoming phase distribution is ot
OC/O P(@klyn ™ 23 )p(Dklyc ) (rlys, dr) dodx,  (14) by tracking the parameter of the Tikhonov distribution. To
where x indicates that a factor independent of and ¢y, make the paper self-contained, we recall here the main steps
has been brought outside the integral and cancelled, ffe CBC. The two-step forward recursion for the tracked
product p(y¥ =", 241 |ér)p(¢, yl¥) in step (a) is obtained Parameteris
from p(¢k|y{V,xlf_1) by passages similar to those of [42],

_ : Yre—10,_
the last step of (14) holds becaus;) is uniform, and al =af_, + 2SNR_1 -:5% lz _1 or 1 (16)
(k| ok, r)p(2r)
P(xk|yr, dx) = :
p(Yrlor) _f
The forward and backward probability distributions of the a{ = “716, (17)
phase appearing inside the integral (14) are iteratively-co 1+ +2[af|

ted by B ian tracking: .
puted by Bayesian tracking wherec* denotes the complex conjugate ©oand

P(brslyt, zt)

27 ap = ok p(k),
O</ p(or|y ™t 2 D p(yk, 2| o )p(dr41]0r) dor, meEX
0 2 2
B =Y lanl* plar).

1t is shown in [46] that, when the redundancy is 1bit/2D, the drom
the constrained capacity of the AWGN channel in the bandwidinstrained
region is about 0.1 dB. Hence, the potential benefit of addedundancy
greater than 1bit/2D is negligible. 2Also known as Von Mises distribution.

rreX
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The parametric approximation to the wanted probability di®f the random walk. This leads to the following auxiliarytsta

tribution is computed as transition probability
2
p(anly) o e~ PSR (’a£ +ab +2SNRyai]), (1) plsplsn-1) = / M A6in A 1y
R(Sz,l)
where a! is obtained from a backward recursion similar to (24)
the forward one andy(-) is the zero-th order modified BesseMith
function of first kind. To prevent numerical problems that >0 ) )
occur when the argument of the Bessel function becomes tod(Pkn|P(r—1)n) = Z 9(@(r—1)n + 207,077 din). - (25)
large, one can use the exponential approximation T
R The auxiliary channel probability is obtained by approxiimg
Iy (2) = 62—, 2> 0, (19) phase noise to a constant between timeand timekn+n—1:
\VaTzZ
leading to P " Ms) = > et s
ghntn—lcyn
kn
N o~ |2k *SNR+[af +-a} +2 SNR ypz} |- n_1
plakly’) o ’ (20) = Z H P(Ykn+is Thn+ilsk)

\/27r ‘a£ + a’ + 2SNR yy} gknn—le yn i=0

n—1

where the role of)\, which is up to the designer, is that _ H Z P(Yknti, Thonsi|Sk)
of keeping under control the exponent of the exponential
function. At the first iteration of the iterative demodutati o1
and decoding algorithm, extrinsic information about theuin — . . .

symbols is not available, hence the parametersand g;, are H Z PGl it k)P (@) (26)
computed by assuming uniform distribution fpfzy ). If the
mean value of constellation’s symbols is zero, thef is
a vector of N' zeros, hence from the numerator of (16) oNe  p(yp,s|Trniis Sk) = ge(Trniie’™, SNR ypnii).
realizes that the algorithm cannot bootstrap.

=0 Tpp4i €X

1=0 Thn4iEX

where

A transition on the trellis corresponds to a blockroGource
symbols, and, fori = 0,1,---n — 1, the probability distribu-

V. REDUCED COMPLEXITY TRELLIS-BASED tion of thei-th symbol in thek-th block is computed as
FORWARD/BACKWARD DEMODULATION

. . . T C R
In trellis-based demodulation, the continuous phase is dis 1 N

cretized into|S| bins, where the discrete state takes its Z P(sklyn™ ™ )p(sklYin )P(Thn-tilYen+is sk), (27)
values in the set of bins’ centroids: sKES
where the forward and backward probabilities are reculsive
computed by the state transition probability (24) and by the
channel probability (26). By reducing the state transition
A ™ 22) frequency one reduces the number of serial operations per

|S] second. This is crucial for feasibility of the serial algbm

is half the bin width. For the sake of simplicity, we limit leer " "dh-speed processing implemented in optical receivers

: L : T Anyway, if further reduction of serial operations per setd
ourselves to uniform and time-invariant quantization. Stage . . o
i o needed, it can be achieved by parallelizing the procesding o
transition probability is

codewords at the expense of latency.

S={=(SI-DA, (8| =3)A,---,(|S| = DA}, (21)

where

B p(¢x|Pr-1)
P(sklsk-1) = /R(Slkcl) A ok dgi-1, (23) B. Reducing the Computation per Sate Transition

k - , , L By looking at the phase evolution in time domain, at
Whgre R(sf_4) |nd|gatgs the -two-dlmen5|0na| quantization .~ instantk only a small range of the phase domain has
region whose centroid is;_, . Sincep(sx|s;—1) depends only non-negligible probability, and the range with non-neiplig

on the (lj)|ffererr]1cesk _sk‘l’ it takes |t§ l\)/alues n a szeg 0_';_Erobability can be predicted from the distribution at tifne 1

S| numt ers that can © p_re_-compute oy equation (_ )- fid tracked by a feedback loop. Based on this observation,
probability p(yx|sk, zx) is similar to (5) with the centroid of |, propose a state reduction technique where the set a§trell
the bins; in place of the continuous phagg. statesS’ is a subset of the s& of (21) centered around phase
zero, that is

A RedUCing the Sate Transition Frequency S = {_(|8/| _ Q)A _(|Sl| _ 4)A o (|Sl| _ 2)A}
For small step sizey, an approximation to the wanted (28)

distribution can be computed by introducing an auxiliarwhereA is the same as (22) arid’| < |S| is even and up to
discretized phase noise process obtained by mergisteps the user.
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Assuming thats, is known and starting fromuy, = so,

p(s; =0)=1, fork=1,2,---, N the forward recursion is 35k
plsilui™) = > plsilsio)p(sioilui ™), (29)
sl _, €S
pk = pk—1 + arg max p(sy |uf ), (30)
s, €S’
g = yre I, B %
psilut) o< plug|si,)p(silut ™), (32)

and the distributiorp(s},|u}) for s; outside the binned range
is set to zero. Basically, between the classical predict §29
update (32) steps of Bayesian tracking, we introduce egusiti
(30) and (31) whose scope is that of tracking the hidden pha
to maintain the phase errgn, — i inside the binned range.
Note that, sincep(s}|s},_,;) depends only on the difference
). — s\ _1]modans the distributionp(s}|uf~") in the left
hand side of (29) is proportional to the convolution between
the state transition probability, which is constant and ban
pre-computed, and the distributigris;,_,|u¥~"). Therefore,
for number of states greater than 32, (29) can be efficient
computed as: fast Fourier transform (FFT) of the state weetri
p(s,_,|ut™1), product in frequency domain by the FFT of the
constant vector of state transition probabilities, ineefsT.

Assuming thats 1 is known, the backward recursion is
performed in a similar way. To put together the contribusion
coming from forward and backward recursions, the correspol
dence between the absolute phase and the states of the tre
must be recovered. Specifically, the wanted probabilitiebe®
actual states;, are obtained from those of the state by the
variable transformation

10® 10° 103

AvT
(a) SNR=10dB

1(X:Y)

sk = [8) + 1klmod 270 (33)

of course using the forward,s for the forward recursion and
the backwardus for the backward one. The state reductior
technique proposed here fails when the set of states wiui
nonzero probability obtained from the forward recursios ha (b) SNR=16dB
zero_ overlap with the set of states _W|th nonzerolpmbab'“wg. 2: Achievable information rate versusvT" for the phase noise channel
obtained from the backward recursion. When this happens, with 16-QAM and two values of SNR. Dashed line: pure AWGN
for instance due to a cycle slip occurred in one of the two (AvT'=0). Solid line with squares: full trellis, forward data-adtie
. 27) d t id inaful distriuti recursion. Dash-dotted line: full trellis with forwardfavard non-
recursions, ( ) 0€es not provide a mean!ng ul distrimiio ) data-aided recursions. Solid line: reduced complexityligrevith
Another saving can be made on the discrete-state version forward/backward non-data-aided recursions. Dashedulitiecircles:
of (4) which, for QAM with large number of points, can be Circular QAM with Viterbi-Viterbi carrier phase estimatid7].
unnecessarily complex. Actually, at intermediate-tokh8NR
only N, constellation points give non-negligible contribution
to the sum. To further simply signal processing, we suggest t
associate with each constellation point a look-up tableTLU

that contains the coordinates of nearest constellatiamiist . :
B (fﬂr various types of demodulation and two values of SNR

After this, only the hard decision on the de-rotated sign . . ) .
in (31) and the points in the LUT associated with the har@E" modulation. In addition to the information rate of thegu

decision are considered in (4), thus avoiding the searcheof WGN channel QT =0), for each pair SNR/modulation f'V?
nearest constellation points to the received signal. curves are drawn. Two out of five curves refer to a full version

of the trellis with A = 7/512 andn = 1. The state transition
metric of the full trellis is based on 16 points witl6-QAM
and on 49 points witt64-QAM. One of the two curves is

In the simulation results presented in this Secti6rQAM  obtained with the data-aided forward recursion and no non-
and 64-QAM are considered. data-aided backward recursion. Although the non-dataehid

AvT

Figures 2 and 3 report the achievable information rate
versus normalized full-width half-maximum bandwidtyT

VI. SIMULATION RESULTS
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Fig. 3: Achievable information rate versusvT" for the phase noise channel

TABLE I: Parameters of the trellis used to get the perfornearepresented
by the solid line curves in Figs. 2-5.

| 16-QAM | 64-QAM |

Half bin width, A w/16 w/64
Number of bins|S’| 8 8
Number of nearest constellation poinfs,, 16 9
Number of merged steps, 73 73

methods give virtually indistinguishable results with kbav
intermediate phase noise, while, with strong phase ndise, t
performance of non-data-aided demodulation suddenlysdrop
after a threshold that depends on SNR, while the perfor-
mance of data-aided demodulation degrades smoothly. At the
threshold, non-data-aided demodulation starts to betafidxy
cycle slips, and, above the threshold, the only way to preven
cycle slips is of adding pilot symbols. The information rate
extracted by the non-data-aided forward/backward trelith
reduced complexity is obtained with the dramatic reduction
of complexity of the full trellis reported in Table I. The
phase range spanned by the reduced trelli§—is/2,7/2)
and(—n/8,n/8) for 16-QAM and 64-QAM, respectively. We
observe that the complexity reduction operated on theidrell
affects the cycle-slip threshold, while the performancéhia
cycle-slip-free region is virtually unaffected by complgx
reduction. The gap between the threshold of the reduced-
complexity trellis and the threshold of the full trellis che
bridged by acting on the design parameters that have been
introduced in the section devoted to complexity reductias.
a competitor of the reduced-complexity trellis, in Figs.ritla
3 the information rate extracted by the Viterbi-Viterbi idar
phase estimator with circular QAM modulation proposed in
[7] has been reported. For each value/ofT" the duration of
the sliding-window filter of [7] has been optimized. Notettha
despite the strong complexity reduction reported in Tathd,
threshold of trellis-based tracking outperforms the thoéd
of [7] at low SNR, that is at the SNR of interest for coded
systems.

To show the impact of the results presented in Fig. 2

with 64-QAM and two values of SNR. Dashed line: pure AWGNC'n j[he iterative demOdUI_atlon f"‘”d decodlng _algorl_thm, we
(AvT=0). Solid line with squares: full trellis, forward data-aitle d€SIgn @ coded system with a binary low-density parity-khec
recursion. Dash-dotted line: full trellis with forwardtdavard non- (LDPC) code with(n, k) = (4088,3066) derived from the

data-aided recursions. Solid line: reduced complexityligrevith
forward/backward non-data-aided recursions. Dashedilitiecircles:
Circular QAM with Viterbi-Viterbi carrier phase estimatid7].

LDPC code with rater/8 in [47] by using the dummy bit
insertion technique described in [48]. We hasten to poirtt ou
that deeply investigating coding methods for channelscsdéte

by phase noise is out of the scope of the present paper, which
is focused on demodulation. One pilot symbol is inserted

backward recursion would, at least theoretically, imprtve at the beginning and at the end of every blodk-QAM
information rate, it happens that, with strong phase noisexploits Gray mapping of all the encoded bits, leading to a
cycle slips affect non-data-aided backward tracking, ilad spectral efficiency of 3 bits per QAM symbol. Motivated by
to numerical problems that appear when one tries to comptite discussion in Section 1164-QAM is based on the&? /422

the product inside the integral (14). For this reason we nteponapping, where four bits per symbol are encoded and two bits
only the information rate extracted by the data-aided fodwaare left uncoded, leading to a spectral efficiency of 5 bits pe
recursion, which is virtually optimal because the non-datAM symbol. (The choice of a redundancy of one bit per
aided recursion is much weaker than the data-aided one-thelimension pair is discussed in footnote 2.) The normalized
fore in practice it can be ignored. The second curve with fullill-width half-maximum bandwidth of the spectral lingvT
trellis is obtained with non-data-aided forward and baakivais 1.3-1075 for 16-QAM and3.7-10~° for 64-QAM. The first
recursions. Figures 2 and 3 show that the two demodulatidemodulation and decoding step is performed by a reduced-
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Fig. 4: BER versus SNR after the first demodulation and decpditep, Fig. 5: BER versus SNR. Dashed line: performance limit of AM/@han-
no pilot symbols. (a)l6-QAM, phase range spanned by the trellis nel. Dash-dotted line: performance limit of AWGN and phasése
(—m/2,m/2). Solid line:|S’| = 8, n = 73. Dashed line|S’| = 32, channel. Dashed line with triangles: pure AWGN. Solid lihgbrid
n = 73. Dashed line with circles}S’| = 16, n = 2. Solid line with iterative demodulation and decoding without pilot symbdotted
trianglestS’| = 128, n = 2. (b) 64-QAM, phase range spanned by line with crosses: full trellis with data-aided forward vesion and
the trellis (—7/8,7/8), and number of nearest constellation points non-data-aided backward recursion. Solid line with cgclgerative
N, = 9. Solid line: |S’| = 8, n = 73. Dashed line}|S’| = 32, demodulation and decoding of [3] with pilot rate 1/25.

n = 73. Dashed line with circlestS’| = 8, n = 14. Solid line with
trianglestS’| = 128, n = 2.

the phase noise channel is drawn. Also, Fig. 5 reports the BER

versus SNR for different demodulation methods with phase
complexity trellis with non-data-aided forward and backsva noise and the reference curve for the pure AWGN channel.
recursion ands iterations of the LDPC decoder. The BERFor the phase noise channel, Fig. 5 reports the BER with ideal
after the first demodulation and decoding step is reportdémodulation based on a finely discretized version of (14),
in Fig. 4 for different parameters of the reduced-complexithe proposed hybrid iterative method of Fig. 1 with reduced-
trellis. A trellis with complexity greater than the one usedomplexity trellis at the first demodulation stage with the
to get the results marked with the solid line with trianglesomplexity reduction of Table I, and the competitor methéd o
does not improve performance. From the results reported[8] with pilot rate 1/25 initialized by the unconstrained &ler
Fig. 4 one observes tha4-QAM is much more sensitive filter studied in [13]. The parameter of iterative demodolat
than 16-QAM to n, the number of merged steps. After theand decoding of the proposed method and of [3] are reported
first demodulation and decoding step, parametric demddulatin Table IlI. It is apparent from Fig. 5 that, although the
and soft-output LDPC decoding are iterated as depicteden throposed method does not make use of pilot symbols, it out-
block diagram of Fig. 1. The results of Fig. 5 are obtainedhwitperforms the adversary method based on pilot symbols. Also,
trellis parameters reported in Table I. In Fig. 5, the limMNFS we observe that, despite the dramatic complexity redugction
with the given constellation with the pure AWGN channel anthe performance with reduced complexity trellis is virtyal



S. PECORINOet al.: BOOTSTRAPPING ITERATIVE DEMODULATION AND DECODING WITHQ@T PILOT SYMBOLS 9

TABLE II: Iterations performed by the proposed hybrid itara demodula-

tion and decoding algorithm.

El

| 16QAM | 64-QAM | 11y

Number of demodulation and decoding iterations 3 2
Number of iterations of the LDPC decoder fo

optimal. Actually, we have found that trellis complexitynca

each iteration of demodulation and decoding 5 5
Number of iterations of the LDPC decode
after the last demodulatiol

50 50

[11]

[12]

be reduced without any appreciable performance degradatjgs)

until cycle slips stars appearing. Moreover, the dramaiim-c
plexity reduction applied on the trellis makes the compaiat

of our proposed method affordable also in high-speed ddtd!
transmission.

VII. CONCLUSION

[15]

The paper has shown that there exists a threshold tigj

divides the operation of iterative demodulation and dengdi

in two regions: low-to-intermediate phase noise and strong
phase noise. Focusing on the region of low-to-intermedigi®; 1. yoshida, T. Sugihara, K. Ishida, and T. Mizuochi, ‘@ slip compen-
phase noise, the paper has shown that the iterative process sation with polarization block coding for coherent optig@nsmission:
can bootstrap also without pilot symbols, provided that-non

parametric demodulation, such as trellis-based demadnlat ;g
is adopted before the first decoding iteration. Complexity

reduction techniques are proposed to mitigate the contglexill

of the forward/backward recursions on the trellis. The perf

mance of iterative demodulation and decoding turns out to be
virtually unaffected by complexity reduction, providedatht

is adequate to guarantee cycle-slip-free operation of tisé fi

demodulation stage.
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