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Abstract: By using time-of-flight information encoded in multiply
scattered light, it is possible to reconstruct images of objects hidden from
the camera’s direct line of sight. Here, we present a non-line-of-sight
imaging system that uses a single-pixel, single-photon avalanche diode
(SPAD) to collect time-of-flight information. Compared to earlier sys-
tems, this modification provides significant improvements in terms of
power requirements, form factor, cost, and reconstruction time, while
maintaining a comparable time resolution. The potential for further
size and cost reduction of this technology make this system a good base
for developing a practical system that can be used in real world applications.
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1. Introduction

One of the motivations for developing non-line-of-sight imaging is to remotely view areas that
are difficult or dangerous to access. Potential applications of this technology include monitoring
hazardous industrial environments, improving spatial awareness in robotic surgery, and search-
ing disaster zones for survivors. There is also a desire to use it in security applications, vehicle
navigation and for remote exploration via air and spaceborne imaging systems. The practicality
of employing these systems outside of the laboratory is currently limited by their cost, lack of
portability, time resolution, and signal-to-noise ratio.

Non-line-of-sight imaging has been demonstrated using both radio and visible wavelengths.
At radio wavelengths, systems have been developed to create low resolution images through
walls [1], around corners using specular reflections [2], and to detect motion around a cor-
ner [3]. These systems typically require large apertures, especially when the imaging system is
far from the scene to be imaged. Methods of doing non-line-of sight imaging at visible wave-
lengths include using a coded controllable light source, such as a projector, to illuminate hidden
objects [4] or using specular reflections in a window pane [5]. Photon time-of-flight, which is



typically used for ranging in imaging LIDAR or gated viewing systems [6, 7], can also be ap-
plied to multiply reflected light to image beyond the direct line of sight.

One of the first techniques used to create time-of-flight videos or transient images was holo-
graphic light-in-flight imaging [8]. This method only captures direct, first bounce light and can-
not be used for the light transport analysis of light undergoing multiple reflections. Transient
imaging of multiply reflected incoherent light has been demonstrated using a streak camera [9],
inexpensive photonic mixer devices [10–13], and Single-Photon Avalanche Diode (SPAD) ar-
rays [14].

These devices are also able to capture the light transport information encoded in multi-
ply scattered light, which can be used to reconstruct images of scenes beyond the direct line
of sight [15]. A streak camera based system was one of the first to demonstrate this tech-
nique [16, 17]. This system provided time resolutions down to 2 picoseconds and a lateral
spatial resolution of approximately 1 cm in the reconstruction. The size, price (approximately
$150,000), and fragility of the streak camera limit the applications of such a system.

In attempts to make these systems more practical, interest has turned to using time modulated
source and detection devices such as photonic mixer devices (PMDs) [13]. These devices
are compact and inexpensive (less than $500), but are limited to a time resolution of several
nanoseconds or a spatial resolution of approximately 3 meters. It is possible to reconstruct
smaller scenes with the help of regularization, but this requires the incorporation of additional
assumptions about the scene, such as the absence of volumetric scattering [13].

Another method of collecting time-of-flight information is to use a microchip laser in com-
bination with a gated intensified Charge-Coupled Device (iCCD) camera [18]. This system is
portable and has a time resolution of several hundred picoseconds. While less expensive than a
streak camera based system, an iCCD camera, at $80,000 is still above the price range of mass
market applications. It also has a low photon count rate, making it less ideal for this type of
work.

Our system uses a single SPAD detector. SPADs are solid-state photodetectors that are able
to collect extremely fast and weak light signals, down to the single photon level [19]. A silicon
SPAD is essentially a p-n junction, reverse biased above its breakdown voltage. A single photo-
generated charge carrier absorbed in this junction can trigger a self-sustaining avalanche that
can be detected by an external readout circuit. SPADs can be gated by modulating the bias
voltage a few volts above or below the breakdown value to filter incoming photons. Recently,
non-line-of-sight tracking of the position of a single object in an empty space using a 32 by 32
non-gated SPAD array was demonstrated [20].

We use a single gated SPAD detector along with a scanned laser to produce full reconstruc-
tions of complex scenes. We demonstrate reconstruction with approximately 10 cm resolution
using normal surface materials at an average illumination power of 50 mW.

2. Experimental setup

The major components of our system include a laser light source, a SPAD detector, a time-
correlated single photon counting (TCSPC) module, and the hidden scene to be imaged.
Fig. 1(a) shows the light path through our experimental setup.

The light source is an Amplitude Systems Mikan Laser, generating 250 fs long pulses with
a repetition rate of 55 MHz and wavelength of 1030 nm. This wavelength is doubled to create
a pulse train at 515 nm with an average power of 50 mW. This is an order of magnitude lower
than the laser power used by Velten et al. [16]. The pulse train is directed towards one of the
side walls of the laboratory using a pair of galvanometer-actuated mirrors following the pattern
shown in Fig. 1(b).

Returning photons are collected using a time-gated SPAD with a 20 µm diameter active-
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Fig. 1. (a) shows the light path through our system. The laser pulse is directed towards the
wall by a set of galvanometer mirrors at point S. The light strikes the wall at point s via
r1. Some of the light is reflected back to the detector (first bounce light) and the rest is
scattered throughout the scene. A small amount of light goes towards the object via r2, is
reflected back to the wall via r3, strikes the wall at point d, and is detected at D. The camera
takes pictures of the laser spots on the wall. Data is collected for different positions s on
the wall, following the laser scanning pattern shown in (b).

area [21]. This detector is made using a standard 0.35 µm Complementary Metal Oxide Semi-
conductor (CMOS) technology. With a 7 V excess-bias voltage, it exhibits a photon detection
efficiency of up to 35% at 515 nm with less than 10 dark counts per second at 273 K. The
afterpulsing probability is lower than 1% with a 50 ns hold-off time. The timing jitter on this
detector is a key parameter in the present work. In our case, it is better than 30 ps full width
at half maximum (FWHM), which corresponds to a traveled path length of about 1 cm at the
speed of light.

The time-gating feature of the SPAD allows us to disable the detector during the arrival of the
first bounce light (indicated by the dashed arrow in Fig. 1(a)), which would otherwise blind the
detector from subsequent bounces. Our SPAD module achieves ON and OFF transition times
down to 110 ps, at repetition rates up to 80 MHz and has an adjustable ON-time between 2 ns
and 500 ns [22]. In our experiments, the detector ON-time window has a duration of 9.5 ns.
This time was chosen as it provides the best compromise between first bounce rejection and
extension of the reconstruction volume.

This detector is focused on a single spot covering a 1 cm2 area of the wall, using a 1” diameter
lens with a 1” focal length. The detector field of view is not changed during the experiment.
The detector is protected by an interference filter with a peak transmission at 515 nm and a
FWHM bandwidth of 10 nm.

A Time Correlated Single Photon Counting (TCSPC) unit (PicoQuant HydraHarp) is used to
produce a histogram of the photon counts versus the number of time bins after the illumination
pulse. This system uses the trigger output of the laser as the time-base. An example of the
histogram produced by the TCSPC unit is shown in Fig. 2.

The pattern we use results in 185 datasets or time series. For an exposure time of 1 or 10
seconds, the total capture time is about 5 or 32 minutes respectively.

The objects placed in the scene include two white patches of different sizes, and a 38 by
41 cm letter T made of white paper. These objects are placed so they span the entire available
reconstruction volume, as defined by the repetition rate of the laser. In our case, this is approx-
imately a quarter of a sphere with a radius of 1.5 meters since we only reconstruct above the
plane of the optical table in front of the wall. We are not able to detect objects outside this area
because their reflected light is blocked by the gate closing to prevent the detection of the next
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Fig. 2. (a) An example of the histogram produced by the TCSPC module for two different
laser positions, as indicated by the red and blue dots highlighted in (b). The cross in the
center of (b) indicates where the SPAD is focused on the wall.
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Fig. 3. (a) Photograph of the scene. (b) Objects in the scene to be reconstructed.

first bounce pulse. A photo of the scene is shown in Fig. 3(a) and the three objects are shown
in Fig. 3(b).

A web camera is used to take images of the laser spots on the wall during data capture. We
use these pictures to determine the location of the spots in 3D space and prevent inaccuracies
due to pointing error in our scanning mirror system.

The web camera is calibrated using the regular point grid shown in Fig. 4. We extract the
centroids (in pixels) for each of the colored dots in the image and pair them with their known
three-dimensional coordinates (in centimeters). The positions of the laser spots are determined
in pixels from the pictures taken by the web camera and converted to 3D coordinates using
linear interpolation between the pixel/three-dimensional coordinate pairs.

The accuracy of this calibration method is verified by using the first bounce time-of-flight.
We deactivate the gating mechanism to detect the first bounce light and remove the lens from the
SPAD detector to eliminate distortions. This time-of-flight data is compared with the time-of-
flight values calculated from the manually measured 3D coordinates of the galvos and SPAD
detector relative to the wall and the positions of the laser spots as determined from the web
camera images. The results are shown in Fig. 5(a). The relative errors between the two methods
are less than 10 ps or about 3 mm, as shown in Fig. 5(b).

After calibration, the web camera can be used with the first bounce information from the
SPAD to determine the laser and camera positions on the wall or any other irregular relay
surface without prior knowledge of its position. For a new scene, manual measurements with



Fig. 4. The image of the grid used for web camera calibration. The dots are 5 cm apart and
origin of the 3D coordinates system is marked by the black cross in the lower right corner.

respect to the relay surface would no longer be necessary.
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Fig. 5. Spacing between time bins is 1 ps. (a) Comparison of the measured time-of-flight
in time bins(blue .) with the time-of-flight calculated from the 3D coordinates(magenta *).
(b) The differences between the the measured and calculated first bounce time-of-flight.

3. Reconstruction method

For image reconstruction we use a modified version of the backprojection algorithm presented
by Velten et al. [16]. While other methods have shown superior resolution and reconstruction
quality, such as the convex optimization algorithm used by Heide et al. [13], the size of the
projection matrix that would be required for our reconstruction makes this method unfeasible.
Since the size of this matrix is determined by the product of the number of laser positions, cam-
era positions, time points, and voxels in the reconstruction volume, the size of our projection
matrix would be on the order of 2 terabytes. A filtered backprojection also does not require
assumptions about the hidden scene geometry and can be used without regularization. More
complex reconstruction methods can also make it difficult to separate hardware and software
based artifacts.

Our algorithm uses the number of photons counted per time bin, the photon time of arrival
t, the coordinates of the laser spot on the wall xi and yi, and the coordinates of the spot on the
wall observed by the detector xo and yo to determine the location and geometry of the hidden
object.



Each photon count, N(t, xi, yi, xo, yo) is projected from its original five dimensional space
onto an ellipsoid in the three-dimensional Cartesian space V (x,y,z) spanning the volume to be
reconstructed. We choose a voxel size of 2 cm by 2 cm. To correct for the lower intensity of the
light further from the wall we include a distance term in the backprojection algorithm. We also
account for Lambertian shading on the wall. Since the angle of the object relative to the wall is
unknown, we cannot account for Lambertian shading on the light hitting the object. Lambertian
shading and distance terms only subtly effect the calculation of object position since they do
not alter the position of the ellipsoids being drawn in the backprojection.

This backprojection results in a confidence map that describes the likelihood of the light
being reflected by the different voxels in the reconstruction volume. An example of this is
shown in Fig. 6.
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Fig. 6. An example of the confidence map taken from one slice in the reconstruction vol-
ume. (a) shows the raw backprojection of a slice near the bottom of the reconstruction
volume containing the return from the camera filter, as well as sections of the letter T and
the large patch to the right. (b) is a slice in the center of the volume containing only the
letter T and the camera. Finally (c) is near the top of the volume with a larger section of
the T on the right and the small patch to the left. The second row (d,e,f) shows the same
slices after application of the Laplacian filter and the bottom row (g,h,i) shows the slices
after application of the thresholding algorithm.

We apply two different filters to the results of the backprojection. The first filter is a Lapla-
cian as used in [16]. This filter enhances surface edges in the reconstruction volume. To remove
noise and obtain surfaces suitable for rendering and display, we apply a thresholding algo-
rithm that favors continuous regions over individual, disconnected voxels. This helps to remove



some of the noise that would be present in the 3D reconstruction. Removing the distance and
Lambertian shading terms does not negatively impact the results of the thresholding algorithm,
indicating that the decreased intensity due to those factors is not significant in our case. In-
cluding Lambertian shading, actually tends to amplify noise at the edges of the reconstruction
volume and often leads to subjectively inferior reconstruction results. The backprojected ellip-
soids have a thickness that is determined by the time resolution and by the size of the laser spot
and the size of the area where the SPAD is focused on the wall, as illustrated by s and d respec-
tively in Fig. 1(a). Broadening of the ellipsoid due to time resolution is implicitly included in
the backprojection since the sampling rate in the data (1 ps) exceeds the time resolution of the
detector (30 ps) and a single impulse on the detector automatically creates a broadened ellip-
soid. The thickness due to the size of spots s and d is below 10 ps for the entire reconstruction
volume and was ignored in the reconstruction. Furthermore the broadening of an ellipsoid is
smaller than the diameter of a single voxel in our reconstruction. The complete reconstruction
algorithm is outlined below:

• Create a grid of voxels V(x,y,z) referring to points in the reconstruction volume.

• For each collected photon count N(t,xi,yi,xo,yo) compute the set of voxels V where
the scatterer reflecting those photons could have been located. Increment the confidence
value for those voxels by N*(2πr3/Ad)*(2πr1/Av)*cos(θ), where 2πr3/Ad is the dis-
tance correction term for the SPAD area of focus, 2πr1/Av is the distance correction
term for the voxel of interest and cos(θ) is the Lambertian term. θ is the angle between
r3 and r4.

• Filter: Compute the Laplacian, ∇2V and normalize.

• Threshold: Each voxel is considered to be above the threshold if its confidence and the
confidence of at least 4 neighboring voxels are above the threshold. By normalizing the
results of the backprojection before thresholding, we are able to maintain a threshold
level that is consistently between 0.5 and 0.6. The threshold is currently adjusted manu-
ally to remove visible uniform noise from the 3D reconstruction. This process could be
automated in future applications if required, but would take at least several minutes of
computation time in the current MATLAB implementation.

The results of this algorithm are converted into a three-dimensional object using a graphical
visualization tool (UCSF Chimera [23]).

4. Results

The first scene we reconstruct consists of the 38 x 41 cm letter T and the two white patches,
placed so they span the entire reconstruction volume as shown in Fig. 3(a). The time-of-flight
data was collected with the lights off and an exposure time of 10 s. The resulting reconstruction
is shown in Fig. 7.

All three objects in this scene are reconstructed at their correct positions (Fig. 7). An artifact
is created by the specular reflection of the 1 inch filter on the camera. It appears at approx-
imately the correct position and depth and does not interfere with the reconstruction of the
remaining objects in the scene.

Using the letter T from the scene described above, data was collected again with the room
lights off using 1 s and 10 s exposure times to see how the signal to noise ratio effects recon-
struction quality. As seen in Fig. 8, the 1 s exposure time (lower signal to noise ratio) resulted
in a reconstruction with only slightly less defined edges compared to the 10 s exposure. In both
cases the general shape of the object is recovered.
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Fig. 7. (a) Reconstruction rendered using a similar perspective as the scene photograph. (b)
Reconstruction as viewed from the wall. In both (a) and (b) the box shows the reconstruc-
tion volume with dimensions of 200x90x40 cm.

(a) (b)

Fig. 8. (a) Reconstruction of the letter T with a 1 s exposure time. (b) Reconstruction of
the letter T with a 10 s exposure time. Both (a) and (b) have a reconstruction volume of
150x90x70 cm, shown by the white box.

Time-of-flight data was also collected for the letter T with the room lights turned on with a
10 s exposure time. The background noise due to the room lights is around 188,000 counts per
second, compared to the 30 background counts per second measured with the room lights and
laser off. The three-dimensional reconstruction of this case is shown in Fig. 9. Although, the
signal-to-noise ratio is much lower, the quality of the reconstruction is not much worse than the
case with the lights off.

Fig. 9. Reconstruction of the letter T with the room lights turned on. The size of the recon-
struction volume is 150x90x70 cm, shown by the white box.

We also create a similar scene using objects of different materials. The first target is a cross
made of cardboard and the second one is a cross made of a diffuse black material that absorbs
most of the incoming light. Both objects are placed approximately one meter from the center



of the projection area on the wall. Fig. 10 shows the 3D reconstructions of these targets. Al-
though, both objects are detectable, the black cross is barely visible and the correct shape is not
reconstructed.

10 cm

(a) (b)

10 cm

(c) (d)

Fig. 10. (a) The cardboard target. (b) The reconstruction of the cardboard target with a 10 s
exposure. (c) The black target. (d) The reconstruction of the black target. For both (b) and
(d), the reconstruction volume is 80x90x70 cm, shown by the white box.

5. Discussion

5.1. Resolution

Our reconstruction method establishes object position by triangulation of distances calculated
using time-of-flight information from different points on the laboratory wall. The accuracy of
the distance calculation, and resulting position depend on the system’s time resolution and the
separation between the considered points on the wall (Fig. 11). One would expect that the
angular resolution Θ behaves roughly as

Θ = 1.22
cτ

a
(1)

Where τ is the time resolution of the system and a is the largest distance between any two
sample points on the wall in the entire pattern contributing to the reconstruction, and c is the
speed of light. This is analogous to the Rayleigh criterion for phase based optical and radar
imaging. Our system has an angular resolution of (1.22·c·30ps)/1m = 0.0011 rad. Therefore,
at a distance of 1 m from the wall we expect a resolution on the order of 1.1 cm. The actual
resolution achieved as determined by the reconstructed feature size, is on the order of sev-
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Fig. 11. Resolution in the reconstruction is determined by how well the intersection of
ellipsoids can be determined. This depends on the time resolution, i.e. the width of the
ellipsoids, but also the difference in their focal points.

eral centimeters due to uncertainties in the system geometry and artifacts in the reconstruction
algorithm.

5.2. Point spread function and number of laser points

The number and distribution of points illuminated on the wall determines the shape of the
backprojection for an individual point in the hidden space. This shape varies throughout the
reconstruction space and can be seen as the point spread function of the reconstructed image.
The more points on the wall involved in the backprojection, the more symmetric and uniform
the point spread function is. This is important for a good reconstruction. The decrease in recon-
struction quality after reducing the number of laser spots on the wall is shown in Fig. 12. In this
reconstruction, we only used half of the collected data by ignoring every second laser spot on
the wall.

Finding the optimal number of acquisition points involves finding a balance between mini-
mizing the amount of data required and the appearance of the backprojection. In our case, we
found that a 15 x 14 point grid over a 1 x 0.8 m area provided the best balance. We did not
use the laser positions surrounding the focus point of the detector on the wall, d as shown in
Fig. 1(a). When the wall is illuminated close to d stray light can hit the detector despite the gate
and imaging lens.

The backprojection of a single voxel is shown in Fig. 13. It can be viewed as a local point
spread function for the reconstruction. If the number of laser positions is small this point spread
function is less well defined at the center and contains high frequency artifacts on the sides.
This decreases the reconstruction quality and decreases the effectiveness of the Laplacian filter
due to its sensitivity to high frequency noise. As the number of laser positions increases, the
artifacts are smoothed. However, this is only true until a certain point. When the width of an
individual ellipsoid, as determined by the time resolution, is large compared to the spacing of
ellipsoids from adjacent laser positions further decreasing the spacing of points has little effect.
This threshold depends mainly on the time resolution of the detector. An example is shown in
Figs. 13(b) and 13(c).

5.3. Noise levels

Reducing the acquisition time from 10 s to 1 s lowers the signal-to-noise ratio. As the distance
from the wall increases, the noise from previous pulses and higher order multiple bounces also
increases. A reconstruction of the letter T for different acquisition times is shown in Fig. 8.
Although, the edges are not as well defined in the 1 s exposure case, the shape of the object is
still discernible and it is reconstructed in the correct location.
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Fig. 12. Reconstruction of the multiple objects scene with only half of the laser positions
used to generate the reconstruction as (a) viewed from the same perspective as the photo-
graph in Fig. 7 and (b) from the wall. (c) The laser pattern with half of the points removed
used to reconstruct images (a) and (b).

In principle, the issue with the low signal-to-noise ratio for short exposure times could also
be addressed by increasing the power of the laser.

The data in Table 1 suggest that the most significant source of noise in our data comes from
multiply scattered light from previous pulses. To reduce this noise source an illumination laser
with a lower repetition rate is required.

Table 1. Detected light level in different room lighting conditions.
Condition Photons per second
Detector covered (dark counts) 5
Lights Off, Laser Off 30
Lights Off, Laser Blocked 850
Lights Off, Laser Unblocked 7100
Lights On, Laser Off 188000

5.4. Ambient light capture

Our current filter for ambient light rejection has a full width at half maximum of about 10 nm.
By narrowing the filter width, one could improve the ambient light rejection. The best theo-
retically achievable value is determined by the time resolution of the laser and detector which
sets a minimum for the spectral bandwidth of the light used. A diffraction limited Gaussian
pulse of 30 ps length would have a spectral bandwidth of about 49 picometers. This suggests a
theoretical optimum of about 1/203 of the ambient light measured with the currently used filter
which would yield a count rate of approximately 927 photons per second and is comparable
to the noise background of 800 counts per second measured in a dark room for our actual data
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Fig. 13. The confidence map resulting from the backprojection of a point located 0.5 m
away from the wall using different numbers of laser positions. (a) was created using the
3x3 pattern shown in (d). (b) used the 6x6 pattern shown in (e), and (c) used the 11x11
pattern shown in (f). In (d,e,f), the location of the target is shown by the o, the detector
location is represented by the x, and the laser origin is shown by the *

collection. This requires a laser with a range of tunability to tune it to a commercially available
narrow band filter.

5.5. Capture speed

With a total capture time of several minutes, our current system is unsuitable for imagining
scenes with moving objects. To reduce the acquisition time required for a good reconstruction,
it is possible to increase the laser intensity, introduce multi-point detection, or increase the col-
lection area of the detector and the aperture of the lenses. One could be encouraged to keep
the laser intensity as low as possible for eye-safety, power dissipation, and cost reduction pur-
poses. Finally, it would also be possible to replace the single SPAD with a 2D array of multiple
detectors observing multiple patches on the wall simultaneously. By detecting photons at mul-
tiple sources on the wall, multiple intersecting ellipsoids could be created in the backprojection
with only one laser position, reducing the number of needed laser points and the total capture
time. This kind of detector has already been demonstrated [24] and recent developments on
fully-integrated fast-gating circuits [25] will pave the way for producing a suitable monolithic
array of gated SPADs. With these methods, capture times can likely be reduced to fractions of
a second.

Unlike previous methods, our system is able to sample a grid of disconnected points on the
wall. Previous systems were only able to image a connected area of pixels. Because of this
sparse sampling of positions on the wall, the amount of data collected in this setup is relatively
small.

5.6. Portability, cost reduction, and eye safety

In its current implementation, our system makes use of stand-alone components like the gated-
mode SPAD module and the TCSPC module, used in combination with an high-performance



pulsed laser source and some ancillary instrumentation (scanning system, calibration camera,
etc). The overall cost has been reduced compared to previous high time resolution, single pho-
ton sensitive implementations [16], going from hundreds of thousands of dollars for a streak
camera to tens of thousands of dollars for the current setup. Beyond this, the real advantage of
our implementation is the potential integration of most of the components into a single, com-
pact device such as a single integrated circuit. This has already happened for non-gated SPAD
arrays [24].

Both the gating and TCSPC electronics could be integrated into silicon and already exist in
separate chips. The detector is designed in a standard 0.35 µm CMOS technology, making it
suitable for integration with time-gating electronic circuits [25] (both in single and multi-pixel
implementations). High-performance 0.35 µm CMOS Time-to-Digital Converters (TDCs) have
already been proven to be an effective solution for TCSPC measurements, obtaining resolutions
of tens of picoseconds with extremely low power consumption [26]. This type of implemen-
tation will take advantage of the cost reduction allowed by microelectronics miniaturization.
By using it in combination with a pulsed laser diode, the overall system cost can be cut down
to a few thousand dollars, or even less. Furthermore, the portability could benefit from the
integration process, giving rise to a compact, hand held, low-power device.

For field use, eye safety is a factor that needs to be taken under consideration. Our current
implementation is not eye safe, however there are several things that could be done. Factors
affecting the eye safety of a laser include the wavelength of light, scanning speed, and power
level of the beam. To avoid retina damage, a laser should have a wavelength between 1.4 and
2 µm. Between these wavelengths, radiation does not penetrate more deeply than 100 µm into
the cornea [27] which has a higher damage threshold than the retina. To modify our system
to operate within the “eye-safe” range, we could use a mid-IR range laser with a InGaAs/InP
SPAD rather than a silicon based one [28]. This would also lead to higher dark count rates of
thousands of counts per second and may not be advisable if dark count rates and not ambient
light are the limiting factor. On the other hand there are several frequency bands in this range
where sunlight does not effectively penetrate the atmosphere but attenuation levels are low
enough to not significantly attenuate a beam over hundreds of meters. Increased scanning speed
can lead to reduced laser dwell times and thus reduced average illumination intensity.

6. Conclusion

We demonstrate a novel photon counting non-line-of-sight imaging system based on a time-
gated SPAD detector and demonstrate the ability to reconstruct images of part of our laboratory
via the laboratory wall. We also study the sensitivity of the system towards noise and ambient
light.

Because of high loss in the propagation path it is essential to maximize the sensitivity, dy-
namic range, and signal to noise ratio of non-line-of-sight imaging systems. For this reason, it
is advantageous to use a sensitive high throughput photon counting detection system such as
a gated SPAD. Photon counting is possible with a streak camera and iCCD cameras, but since
only a few photons are counted in each frame it takes a long time to build up sufficient photon
numbers for a reconstruction. The effective dynamic range of a gated SPAD is further increased
by blocking the first bounce light from the detector since this light is many orders of magnitude
brighter than the third bounce data required for reconstruction.

SPAD based non-line-of-sight imaging systems provide a promising option for compact, high
time resolution, and high sensitivity non-line-of-sight imaging systems.
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