
Dear session organizers,

authors thanks the reviewers for the very useful suggestion and comments to include the quality of the paper. The

text was modified accordingly and changed parts were highlighted with the red color. A detailed response to reviewer

comments follows.

Response to Reviewer 1

Stochastic Eulerian field PDF methods are combined with a combination of acceleration strategies to reduce the

computational cost associated with the use of large chemical mechanisms in CFD. The resulting model is used to

simulate autoignition in a high-pressure turbulent spray combustion vessel under diesel-engine-like conditions. While

the individual methods are not new, the combination of methods and their application to autoignition for engine-

relevant conditions is novel, and would be of interest to the SAE audience. This is an approach that has significant

potential for accurately capturing effects of turbulence-chemistry interaction over a wide range of engine operating

conditions.

Authors thanks the reviewer for the comments. The proposed combustion model based on Eulerian Stochastic fields

will be continuosly developed and applied soon to more realistic engine studies.

Response to Reviewer 2

In the work described in this manuscript, the authors pursued to bring a Stochastic Eulerian Field (SEF) PDF ap-

proach into IC engine combustion CFD analysis. The work was performed using OpenFOAM CFD code - an open

source code. The authors exercised the modeling for one of the ECN database cases (i.e., 15After having read

through the whole content of the manuscript, this reviewer considers the work is incomplete, suggesting the authors

to re-submit it in 2015 SAE Congress after improving the quality of the work.

The title of the paper ”Towards the Use of Eulerian Field PDF Methods for Combustion Modeling in IC Engines”

should clearly indicate that this is a first attempt to apply what is considered by the combustion community to be one

of the most complex and realistic models currently available to predict flame propagation. Presentation of preliminary

results and discussion about them within the SAE world congress toghether with the major experts of the engine

combustion community represents, to the authors’ opinion, one of the best ways to understand the main advantages

and drawbacks of such model and to find proper ways to improve it. For this reason, authors do not think this work is

incomplete but it represents an important step towards the adoption of advanced models to predict combustion in IC

engines.

1. The amount of the work is insufficient The authors began with an opening of good cause in Abstract: ”Detailed

chemistry and turbulence-chemistry interaction need to be properly taken into account for a realistic combustion

simulation of IC engines where . involve a a wide range of combustion regimes and require a proper description of

several phenomena such as auto-ignition, flame stabilization, diffusive combustion and lean premixed flame propa-

gation.” However, the authors themselves agreed that ”Further work is required to include a comprehensive validation

at different ambient conditions and investigate if it is possible to reduce the number of stochastic fields required for

the statistical convergence.” at the end of the manuscript.

This reviewer’s comment is not completely clear to the authors. The first sentence is just a general consideration,

while the last one clearly states that this is just a preliminary work and for this reason further validation is required.

2. The model description is poor This reviewer has only moderate level of knowledge on the SEF PDF method.

However, after reading the manuscript, the reviewer becomes skeptical of the authors’ model implementation into

OpenFOAM, for the difficulty of following the content in ”Numerical Models”. For example, on Page 3, the paragraph

following Eq. (1), ”Here summation is implied ”, does not seem to comment on Eq. (1). Further, what is N F in the

next paragraph? How to understand it? Further more, what is the Wiener term in Eq. (2)? What is the vector-related

Wiener process? And, Does W in Eq. (4) share the same meaning as W in Eq. (2)? If NOT, why does the author

choose a way of expression confusing the reader? Is S alpha in Eq. (5) different from omega in Eq. (4)?

For what concerns the model description, in this work it was not possible to include all the complete details about
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how stochastic combustion models and related processes work. We recommend the reviewer to look at references

[21-28] for further information. Eq. 1 illustrate the generic formulation of a transport equation for the joint pdf function

inside the computational domain. Such equation is too complex to be solved directly (it is a transport equation for a

function and not a scalar or vector field) and for this reason it is solved either with the help of Lagrangian particles

(Lagrangian PDF methods) or by using Stochastic fields. The statement ”summation is implied ...” is referred to

divergence terms appearing in Eq. 1 and other transport equations included in this work as well. The Wiener vector

is a stochastic source term which is introduced in each stochastic field transport equation to generated a consequent

PDF for enthalpy and each chemical species involved. This aspect was clarified in the text and highlighted with red

color. Authors also thanks the reviewer for the other observations and text was changed accordingly, in particular:

- the same notation was adopted for all the Wiener terms, avoiding confusion

- same expression for chemical source term was also used (omega and not S alpha).

3. No deep-dive discussion with the results of the study On Page 5, ”the importance of the Wiener term in Eq.(2)” is

emphasized by the author. Irrespective of the importance of other terms in Eq. (2), the author identified four challenges

associated. For example, in the 1st paragraph of ”Experimental Validation”, the authors mentioned that ”in case of

spray simulation, computed fuel mass from stochastic fields might not coincide with what was really evaporated and,

consequently, a wrong prediction is expected for both fuel-air mixture formation and combustion processes.” However,

the author just simply presented Figure 3 and Figure 4 with no deep-dive discussion. The authors concluded that,

by means of Table 3 or Figure 4(b), using 32 fields could ensure a good solution. But, the reviewer is not very much

convinced (see, Table 3).

Most of the Experimental Validation paragraph is dedicated to the model performance at non-reacting conditions.

This choice was mainly done in order to understand if the stochastic field method is able to properly predict variances

and how it performs for what concerns conservation of instantaneous fuel mass. Such quantity was considered quite

important since it mainly governs at reacting conditions the heat release rate profile. When performing a sensitivity

analysis, it was found that at least 32 fields are required to achieve:

- proper conservation of instantaneous fuel mass

- realistic and symmetric profiles of mixture fraction and its variance

More comments were added in that part of the text to better clarify why 32 stochastic fields can ensure a good

solution.

4. The scope is not well defined The authors laid out three tasks for the study on Page 5-6. Task 3 is defined

as ”comparison between predicted pressure trace and flame structure between SEF, well-stirred reactor and mRIF

model.” This reader considers Task 3 should be the core motivating the study. However, the authors spent a great

amount of effort on the first two tasks but only briefly mentioned this aspect, with one figure (Figure 9). It is unclear

why no comparison with the experimental visualization (from ECN database) is provided.

Authors thanks the reviewer for such observation. Assessment of the model at non-reacting conditions required a

significant amount of time and for this reason it was not possible, by the deadine date of the paper, to also include

a detailed validation of the model at non-reacting conditions. Hence, only a flame structure comparison between

the three tested models was performed and a detailed comparison between them, also including different operating

conditions will be carried out in a future work. However, authors think that the investigation proposed already include

a significant amount of results.

Response to Reviewer 3

This paper presents an interesting PDF methods for turbulent combustion modeling, and is very well written. I recom-

mended paper to be approved and for journal publication. Some comments for the authors to address and suggestions

for the authors to refine their paper as below
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Authors thanks the reviewer for the general comments. Paper was modified following suggested changes.

(1) Eq. (3) and (7) seem inconsistent

Equation (7) was corrected, since it shows the calculation of the fuel mass and not fuel mass fraction.

(2) Figure 4 compared total evaporated mass for different number of fields. It is not clear why the authors concern

about those. They are expected to be different as different average mixture fraction is predicted resulting in different

evaporation profile. I will be more concerned on fuel mass conservation as total (i.e. how much liquid mass reduced,

how much vapor mass increased)

Authors thanks the reviewer for this consideration. As stated in the text, the evaporation source term is the same for

any of the stochastic fields and spray evolves according to the average composition in each cell. Figure 4 reports the

total amount of fuel mass.

(3) The paragraph prior to CPU time reduction is not clear. More detail such as EMST can help the reader to under-

stand

Text was changed including further details on mixing models and requirements about them from the SEF method.

(4) It is difficult to follow 1st paragraph of experimental validation.

1st paragraph was partially rewritten to make the contents more clear

(5) How evaporation source term in Eq (2) is modeled

Evaporation source term is computed according to the average composition in each cell. Then such quantity is applied

to the vapor fuel species of any stochastic field.
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ABSTRACT

Detailed chemistry and turbulence-chemistry interac-

tion need to be properly taken into account for a real-

istic combustion simulation of IC engines where ad-

vanced combustion modes, multiple injections and

stratified combustion involve a wide range of com-

bustion regimes and require a proper description of

several phenomena such as auto-ignition, flame sta-

bilization, diffusive combustion and lean premixed

flame propagation. To this end, different approaches

are applied and the most used ones rely on the well-

stirred reactor or flamelet assumption. However, well-

mixed models do not describe correctly flame struc-

ture, while unsteady flamelet models cannot easily

predict premixed flame propagation and triple flames.

A possible alternative for them is represented by

transported probability density functions (PDF) meth-

ods, which have been applied widely and effectively

for modelling turbulent reacting flows under a wide

range of combustion regimes. For IC engine simula-

tions, the most promising ones are the Eulerian field

PDF methods (SEF) whose formulation was origi-

nally proposed by Valiño and Sabel’nikov. Such mod-

els can be easily incorporated into CFD codes and

are less computationally intensive with respect to La-

grangian approaches. In particular, Lagrangian par-

ticles are replaced by stochastic fields and transport

equations are solved for them including a random pro-

cess as a source term. Purpose of this work is the as-

sessment of a SEF combustion model, that has been

implemented into the Lib-ICE code, which is based

on the OpenFOAM technology. To make the use of

detailed chemistry possible in a reasonable amount

of time, a multi-zone approach was incorporated in

the combustion model and coupled with the TDAC

technique, combining in-situ adaptive tabulation and

dynamic adaptive chemistry. Experimental validation

was carried out by simulating Diesel combustion ex-

periments at constant volume conditions.

Introduction

The continuous innovation towards the achievement

of more efficient and less polluting engines has signif-

icantly extended the range of occurring combustion

regimes and transitions from one mode to another

in the same engine technology. Kinetically controlled

combustions with or without spark-ignition such as

HCCI, PCCI or SACI [1, 2, 3], Diesel engines with

multiple injections and/or high EGR [4], GDI engines

operating with a lean stratified charge [5, 6, 7] are ex-

amples of such a trend. On the modeling point of view,

this evolution is motivating the definition of a unique

and high fidelity combustion models that should be

applicable in all relevant combustion regimes [8].

With such a premise, it is clear the need to incor-

porate in the proposed model a detailed chemistry

approach, but also to account at some stage of the

non-linear interaction between fluid mixing and finite-

rate chemistry. On the other hand, in literature there

are many studies [9, 10, 11, 12] in which success-

ful simulations of Diesel, HCCI and premixed com-

bustions were achieved by neglecting any sub-grid

interaction between turbulence and chemistry, espe-

cially emphasis was give on the capability of well

predicting auto-ignition rather than the flame struc-

ture. In this sense, very common alternative ap-

proaches, mainly for Diesel combustion simulations

are the multiple Representative Interactive Flamelet

Model (mRIF) and the Conditional Moment Closure

(CMC). The first approximates the flame structure as

a set of multiple unsteady laminar diffusion flames

(flamelets). Their evolution is computed in the mix-

ture fraction space [13] where species and energy

equations are solved. Effects of mixing are incorpo-

rated in the scalar dissipation rate, which is com-
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puted as a conditional average of its distribution in

the CFD domain. Use of multiple flamelets ensures

a better prediction of both flame structure and auto-

ignition, since spatial variations of the scalar dissi-

pation rate are properly taken into account [14]. The

CMC model introduces a further level of detail, since

flamelet equations are solved including also a term

accounting for flow-field effects. This requires a sim-

plified 1D, 2D or coarse 3D mesh of the studied ge-

ometrical domain, and suitable mapping techniques

to interpolate computed solution on the real mesh.

CMC model is very powerful, but computationally very

demanding due to the need to solve flamelet equa-

tions directly in the CFD domain [15, 16]. For this rea-

son its application is limited to small chemical mech-

anisms operating only with simplified surrogate fu-

els, like n-heptane [17]. Incorporating detailed chem-

istry in premixed or partially-premixed combustion is

more complicated since flame propagation takes gen-

erally place in a thin wrinkled laminar flame front.

Application of the flamelet concept to SI combustion

(premixed or stratified) is not immediate, due to the

need to properly account for both ignition process and

pressure effects in post-flame kinetics governing both

soot and NOx formation. Finally, the third possible

approach to model turbulent combustion, accounting

for multi-regime conditions, is based on the applica-

tion of probability function methods (PDF), which offer

compelling advantages for modeling chemically react-

ing turbulent flows, providing an effective resolution

to the closure problems that arise from averaging the

highly nonlinear chemical source terms. Most devel-

opments of PDF models derive from Pope’s original

work [18] and are extensively discussed in [19, 20]. A

comprehensive review and a perspectives on recent

advances and trends can be found in [21, 22]. In a

composition PDF method, a modelled transport equa-

tion is solved for the one-point, one-time joint PDF of

the composition variables describing the local thermo-

chemical state of the reacting system. The main ad-

vantage of PDF methods is that the chemical source

term appears in closed form. Multiple strategies were

proposed to solve PDF transport equations: most

of the work was carried out by Lagrangian particle

Monte Carlo methods where the PDF is represented

by a large number of notional particles that evolve ac-

cording to stochastic equations, and local mean quan-

tities are estimated as appropriately weighted aver-

ages over the particles in a small neighborhood. How-

ever, implementation of Lagrangian particle methods

into conventional CFD codes is complex and con-

sistency issues might arise [21]. Moreover, a large

number of particles is required to simulate statistically

non-homogeneous systems, and particle-based PDF

methods are computationally demanding. Examples

of applications of Lagrangian PDF methods for IC en-

gine simulations can be found in [23, 24]. A possi-

ble alternative is represented by Stochastic Eulerian

Field PDF (SEF) methods, which might be more com-

patible and efficient when implemented into conven-

tional CFD codes. Valiño presented such approach in

[25], demonstrating its equivalence with Lagrangian

methods. Examples of application of the SEF to spray

combustion [26, 27] , turbulent non-premixed [28] and

premixed combustion [29] can be found in literature.

In this work, a novel methodology to simulate modern

IC engine combustion with Stochastic Eulerian Field

PDF method and detailed chemistry is presented. The

SEF method was implemented into the LibICE code,

based on the OpenFOAM R©technology and exten-

sively applied in the past for simulations of both pre-

mixed and non-premixed combustion in IC engines

[30, 31, 32]. In particular, a novel, fully parallelized

technique for on-line chemistry tabulation was em-

ployed, integrating the chemistry in a very limited set

of points. Computational overheads were limited to

the solution of a large number of transport equations

which are multiple of the number of adopted stochas-

tic fields. The proposed methodology was assessed

and validated simulating Diesel combustion experi-

ments. First, non reacting conditions were simulated

to understand how the model predicts the mixture

fraction distribution and its variance. Then combus-

tion simulations were carried out and the flame struc-

ture computed by the SEF model was compared with

the ones from well-mixed and the multiple RIF ap-

proaches.

Numerical models

Stochastic Eulerian field (SEF) PDF
method

In an open, ideal-gas, single-phase, multi-component

reacting mixture containing Ns chemical species, the

local thermochemical state and the species chemical

production rates Ω can be determined from the Ns

species mass fractions Y and the mixture specific en-

thalpy h. This set of variables will be referred to as

composition variables denoted by φ a vector whose

dimension is Nφ = Ns + 1. The corresponding com-

position joint PDF is denoted by fφ = fφ (ψ;x, t).
Conventional (denoted using angled brackets, 〈〉) and

mass-weighted or Favre-averaged (denoted using a

tilde, ∼) mean values of any function of the composi-

tion variables, Q = Q (φ), can be expressed as inte-

grals of the PDF over its sample space.

The starting point is a modelled transport equation for

the joint PDF of the Ns species mass fractions Y the
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mixture specific enthalpy h:

∂ρfφ
∂t

+
∂ρũifφ
∂xi

+
∂ρΩαfφ
∂ψα

=

∂

∂xi

[
ΓTφ

∂ (ρfφ/〈ρ〉)

∂xi

]
+

1

2

∂
[
Cφω

(
ψα − φ̃αρfφ

)]

∂ψα

(1)

Here summation is implied over repeated Roman

(Cartesian coordinate index) or Greek (composition

variable index) subscripts within a term. Transport in

physical space by the mean velocity ũi and transport

in composition space by chemical reaction Ωα ap-

pear in closed form on the left-hand of Eq. 1. The first

term on the right-hand side corresponds to a gradient

transport model for turbulent velocity fluctuations, and

the second term corresponds to an interaction-by-

exchange-withthe-mean (IEM) model [33] for molec-

ular transport or mixing.

In the stochastic Eulerian field (SEF) PDF method,

NF notional Eulerian fields evolve according to

stochastic PDFs. The system of stochastic PDEs is

designed such that its one-point, one-time Eulerian

joint PDF evolves according to Eq. 1. The number

of PDEs to be solved is equal Nφ × NF , and stan-

dard Eulerian CFD algorithms are employed to solve

stochastic PDEs of the method [28]. In this work, the

SEF method was implemented following the approach

introduced by Valiño where the SEF equation corre-

sponding to Eq. 1 is written as:

d
(
〈ρ〉φ#α

)
=

−
∂〈ρ〉ũiφ

#
α

∂xi
dt+Ωα

(
φ#

)
dt+ S#dt

−
1

2
Cφω

(
φ#α − φ̃α

)
dt

+
∂

∂xi

[
ΓTφ

∂φ#α
∂xi

]
dt+

(
2ΓTφ

〈ρ〉

)1/2
∂φ#α
∂xi

dW#
i (2)

the superscript # refers to any one of the fields in the

vector φ; S# is the source term due to spray evapo-

ration, different for each species but identical for each

stochastic field; ω is the turbulence mixing frequency

defined as the ratio between turbulent kinetic energy

k and dissipation rate ε. W# denotes a vector-valued

Wiener process that varies in time, but is indepen-

dent of spatial location. Purpose of the Wiener vector

is to introduce a stochastic noise in transport equa-

tions and generate a consequent PDF for enthalpy

and each chemical species. The last two terms on the

right hand side of Eq. 2 involve the apparent turbulent

diffusivity ΓTφ and correspond to a gradient transport

model for turbulent velocity fluctuations.

In the absence of the Wiener term W
#, Eq. 2 is equiv-

alent to a PDE. However, the stochastic field equa-

tions are written in increment form to emphasize that

the stochastic term is not differentiable with respect

to time. A key point in the Valiño formulation is that

each field must be smooth (twice continuously differ-

entiable) at the scale of the computational mesh. To

be consistent with this statement, the same random

increment is applied uniformly in each coordinate di-

rection for each field by approximating W
# at the be-

ginning of each computational time-step and to treat

explicitly the last term on the rhs in Eq. 2. Following

earlier SEF modelling studies, the dW#
i is approxi-

mated as dt1/2ηi, where ηi is a {−1,+1} dichotomic

vector. An operator-splitting strategy is used for the

chemical and spray source terms, the mixing term

and the random term in Eq. 2. Density-weighted mean

quantities are then obtained by ensemble averaging

over the fields:

Q̃ = Q̃ (x, t) ≈
1

NF

NF∑

n=1

Q (φn (x, t)) (3)

An important difference between Lagrangian parti-

cle and SEF methods is that, in the former, turbulent

transport is represented by a stochastic term in physi-

cal space, while in the latter, turbulent transport is rep-

resented in part by a stochastic term in composition

space (Eq. 2). This can result in unphysical field com-

positions, and measures must be taken to minimize

these excursions. Here the maximum magnitude of

the stochastic term in the species equations is lim-

ited to the difference between the current value of the

species mass fraction and the nearest physical bound

on the species (either zero or unity) [34]. Despite

very promising, Eulerain field PDF methods require

specific developments mainly for what concerns the

possible mixing models that can be adopted. In par-

ticular, the spatial smoothness has to be preserved

and this aspect imposes some restrictions in case

of models having stochastic processes with jumps,

like the Curl’s model. Another very promising model

is the EMST, where the change of particle composi-

tion is determined by particle interactions along the

edges of a Euclidean Minimum Spanning Tree con-

structed in composition space. However, implemen-

tation of the EMST model into the Eulerian stochas-

tic method requires proper development efforts and

detailed verifications about its assumptions. For all

such reasons, the IEM (Interaction by Exchange with

the Mean) mixing model was used in this work, since

it ensures spatial smoothness. So far, SEF meth-

ods were only applied to model simplified configura-

tions and, due to the need to use a large number of

stochastic fields to properly represent the PDF distri-
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bution of the chemical species involved, small mech-

anisms were generally adopted to achieve results in a

reasonable amount of computational time.

CPU time reduction

To compute chemical reaction rates in Eq. 2, an oper-

ator splitting technique is used. In particular, an ODE

stiff solver takes the thermodynamic conditions (com-

position and temperature) of each stochastic field in

any cell and integrates the chemical problem within

the time-step, solving the species and energy equa-

tions. Then species mass fractions are updated as:

φ#α
∗

(t+∆t) = φ# (t) +

∫ t+∆t

t

ω̇#W
#

ρα
dt′ (4)

where ρα is the density related to a stochastic field,

ω̇# is the reaction rate and W# is the molecular

weight of the chemical species. Solution of Eq. 4 is

carried out by means of a multi-step, Semi-Implicit

Bulirsch-Stoer method, SIBS [35].

Finally, the reaction rate Ωα is estimated as:

Ωα =
φ#α

∗

(t+∆t)− φ#α (t)

∆t
(5)

and it is included in the chemical species and en-

thalpy transport equations as a source term. Direct-

integration of chemistry introduces significant compu-

tational overheads in the simulation when SEF meth-

ods are used. As a practical example, the use of

20 stochastic fields in a Diesel combustion simula-

tion (∼ 20000 cells during main combustion) and a

100 species mechanism will require to integrate 40

millions of stiff equations for each CFD time step

taking time-scales of the 0.1 - 10 µs order into ac-

count. This is not feasible and for this reason solu-

tions to reduce the CPU time need to be found. To

this end, two different approaches are generally fol-

lowed: in the first one, chemical composition or re-

action rates are retrieved from large tables includ-

ing pre-computed reaction rates or flamelet solutions

[36, 37, 38, 39] while the second approach com-

putes on-line the chemical species reaction rates by

means of stiff integrators [40, 30, 41]. Tabulated kinet-

ics make simulations very fast mainly when applied to

constant-pressure conditions. However, the need to

include pressure, equivalence ratio, progress variable

and EGR variations in them grows their size signif-

icantly and makes their application complicated due

to the need to load, store and retrieve a very large

amount of data even shared by different processors.

Possible recent improvements were proposed in [42].

When using direct-integration, CPU time can be dras-

tically reduced by the use of on-line techniques for

mechanism reduction and tabulation [43, 44, 30, 45]

preserving the accuracy of the results and the flexibil-

ity of the method with respect to the adopted kinetic

mechanism. In this work, a novel parallel method-

ology was developed which combines three differ-

ent chemistry acceleration techniques: a multi-zone

method, known as Chemistry Coordinate Mapping

(CCM), Dynamic Adaptive Chemistry (DAC) and In-

Situ Adaptive Tabulation (ISAT).

To integrate the stiff ODEs of elementary reactions

and estimate the source term in the species trans-

port and energy equations for each stochastic field,

the CCM method works as follows [31, 45]: first, a

phase space consisting of three principal variables T̃ ,

JH and β = log10(∇JH · ∇JH + 1) is constructed. JH
is elemental mass fraction of hydrogen atom defined

as:

JH =

N∑

k=1

WH

Wk
βH,kỸk, (6)

where WH and Wk are the atomic and molecular

weights of the hydrogen and the k−th species, re-

spectively. βH,k is the number of H-atoms in the k−th

species. Note that variables β and ∇JH · ∇JH are

uniquely related each other. In this way, for each

stochastic field, computational cells are mapped into

a three dimensional (T , ∇JH , β) space.

Let the phase space be discretized by NT number of

temperature zones, NJ number of JH zones, and Nβ

number of β zones. The (i, j, k) cell in the physical do-

main is mapped to the (l,m, q) zone in the (T̃ , JH , β)

space. In discretized form the mapping is between the

index (i, j, k)α of the cells for each stochastic field

in the physical domain to the index (l,m, q) of the

zones in the phase space. For each cell in the phys-

ical domain, cell indices, i.e., the value of iT (i, j, k),
iJ (i, j, k), and iβ(i, j, k) in the phase space are stored

on line at each time-step during the simulation, and

they will be used later for the procedure of mapping

back results from the phase space to physical space.

The mean values of the variables in the phase space

zones are determined and used as the initial con-

dition for integrating the reaction rates. The mean

reaction rate is then computed for each zone and

mapped back to the cells in the physical space us-

ing the stored mapping index. Differently from many

of the available multi-zone approaches [46, 47], us-

ing only a two-dimensional tabulation that accounts

for mixture fraction and temperature, in the CCM ap-

proach local flow and mixing conditions are also taken

into account through the ∇JH ·∇JH term. This makes

the proposed tabulation method more oriented to the
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combustion mode that is going to be simulated. CCM

reduces the computational time since the size of the

(T̃ , JH , β) space where chemistry equations are in-

tegrated is generally 1-2 orders of magnitude lower

than the number of employed CFD cells. Furthermore,

compositions from all stochastic fields are mapped

onto a single (T̃ , JH , β) space and then integration

is performed on multiple processors, with each one

of them receiving approximately the same number of

points to be integrated with almost the same range of

thermodynamic conditions. In this way, different de-

composition methods are used between flow solu-

tion and chemistry integration, with this last one per-

formed with a very good load balancing on a relatively

small number of points. Application of parallel CCM to

chemistry integration with SEF model is displayed in

Fig. 1.

Figure 1: Application of parallel Chemistry Coordinate Map-

ping technique (CCM) to chemistry integration with the SEF

combustion model.

Accuracy of the CCM method was extensively veri-

fied by the authors in [31, 45] where it was applied

to RANS and DNS non-premixed combustion simula-

tions. To further reduce the CPU time for chemistry

integration, the CCM method operates together with

the TDAC algorithm [30, 32] which combines the ISAT

and DAC techniques [41, 44, 48]. The ISAT algorithm

intends to reuse computationally demanding results,

e.g. the integration of large and stiff ODE systems,

by storing those results and all the necessary data to

retrieve them. The DAC method dynamically reduces

the chemical mechanism is each cell and time-step

before every call to the stiff solver according to the

directed relation graph (DRG) method, which identi-

fies the relevant species and reactions according to

the thermodynamic conditions in each cell [44]. Com-

bined operation of CCM, ISAT and DAC is schemat-

ically illustrated in Fig. 2. When ISAT receives from

CCM a query ψq that needs to integrate the ODE set,

it provides ψq to the DAC algorithm which then finds

the reduced mechanism for the local thermochemi-

cal conditions and provides the reduced set of active

species ψq
a to the ODE solver. This solver computes

the reaction mapping for the reduced set R(ψq
a) that is

used by ISAT to build the reaction mapping R(ψq) in

the full composition space. Using simplification meth-

ods at distinct levels combines their effects and al-

lows a significant reduction of the computational cost.

The use of TDAC ensures speed-up factors ranging

from 10 to 1000 depending on the mechanism size

and simulated combustion mode [32].

Figure 2: Combined operation of CCM, ISAT and DAC for

acceleration of chemistry integration with SEF model.

Experimental validation

The main objective of the paper is understanding

the performance of the SEF model when applied

to combustion experiments at engine-like conditions,

including spray evaporation and heat transfer. To

properly describe all the physical and chemical pro-

cesses, small time-steps are necessary and neither

time-blending or under-relaxation are possible. Fur-

thermore, both convergence and consistency of the

method must be verified in presence of fuel evapo-

ration. In particular, the Wiener term should not in-

duce large mass and energy conservation errors dur-

ing the fuel evaporation process and such errors must

be rapidly reduced when increasing the total num-

ber of stochastic fields. Hence, application of the SEF

method to the simulation of Diesel spray combustion

is very challenging and a step-by-step validation is re-

quired in a first stage of the model assessment. Within

this context, the following methodology was applied in

this work:

1. simulation at non-reacting conditions, to under-

stand the model capability to reproduce relevant

global quantities, such as fuel mass in the do-

main. To this end, computed results were com-

pared with the ones achieved by using a stan-

dard flow solver based on the well-stirred reactor

assumption;

2. model capability to reproduce mixture fraction

8



variance during simulations at non-reacting con-

ditions.

3. comparison between predicted flame structure

between SEF, well-stirred reactor and multiple

representative interactive flamelet (mRIF) mod-

els.

Sandia combustion vessel

Experiments conducted within the Engine Combus-

tion Network [49], http://www.ca.sandia.gov/ecn,

in a constant-volume chamber were used to assess

the potentialities of the SEF model to describe a tur-

bulent spray flame. A single operating condition was

considered, including both non-reacting and reacting

conditions. The fuel used was n-dodecane (nC12H26)

and further details about the simulated ambient con-

ditions are illustrated in Tab. 1.

Table 1: Simulated operating condition for Diesel combus-

tion simulations.
Ambient density 22.8 kg/m3

Ambient temperature 900 K

O2 concentration 15%
Injection pressure 150 MPa

Nozzle diameter 90 µm
Injection duration 1.5 ms

Simulations were carried out in a 3D domain, us-

ing adaptive local mesh refinement [50] to reduce

both grid dependency and computational time. In par-

ticular, the initial mesh size is 8 mm and then re-

duced to 0.5 mm only in regions where spray evolu-

tion and fuel-air mixing processes take place. A sum-

mary of the employed numerical set-up (e.g., mesh

size and distribution, computational time step, numer-

ical schemes, spray-sub model constants) is given in

Tab. 2.

Table 2: Summary of the numerical setup used for spray

combustion simulations.
Mesh type 3D + ALMR

Minimum mesh size 0.5 mm

Time step 0.5 ms

Atomization model Huh-Gosman [51]

C5 1.5

Breakup model KH (wave)

B1 1.7

Turbulence model k − ε
Mixing model coefficient Cφ 2.0

Spatial discretizatoin 2nd order

Temporal discretizatoin 1st order

First, the validity of the proposed setup was verified

at non reacting conditions in Fig. 3, and a rather good

agreement with experimental data was achieved for

both computed liquid and vapor penetrations.
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Figure 3: Spray model assessment: comparison between

computed and experimental liquid and vapor penetrations.

Once the numerical setup was properly verified, non

reacting conditions were analyzed and a sensitivity

analysis was performed to understand the SEF model

capability to conserve mass during the fuel injection

phase. In particular, simulations were carried out with

4, 8, 16, 32 and 64 stochastic fields. In particular,

computed fuel mass evolution from stochastic fields is

compared with the one obtained directly from mixture

fraction transport equation. Fuel mass from stochastic

fields is computed as:

mfuel,SEF (t) =
1

Nf

Nf∑

i=1

∫

V

ρYnC12H26,idv (7)

while computation of fuel mass from mixture frac-

tion Z requires an additional transport equation to be

solved, including spray evaporation source term (S):

∂ρZ̃

∂t
+
∂ρũiZ̃

∂xi
−

∂

∂xi

[
ΓTZ

∂Z

∂xi

]
= S (8)

The expected total fuel mass from Z distribution is:

mfuel,Z (t) =

∫

V

ρZdv (9)

Fig. 4(a) shows how the number of stochastic fields

affects computed instantaneous fuel mass in the do-

main. Despite all the simulated setup are able to re-

produce the proper trend with fuel mass continuously

growing due to evaporation, severe discrepancies ap-

pear mainly for the cases where 4 and 8 fields are

used. This is due to the fact that a small number of

stochastic fields is not able to properly represent in

each computational cell the proper PDF of the mixture

9



fraction, and this creates inconsistencies between the

fuel mass computed from stochastic fields compared

with the ones deriving from mixture fraction equation.

This aspect is further clarified by Fig. 4(b), which dis-

plays that the relative error between mfuel,SEF and

mfuel,Z is very high towards the end of injection for

the 8 stochastic fields case, while 4 stochastic fields

produces very large error oscillations. Increasing the

number of stochastic fields (NF > 8) produces a bet-

ter PDF and, consequently, a better agreement be-

tween mfuel,Z and mfuel,SEF is obtained, with instan-

taneous error remaining well below 3% for most of the

injection duration.

Figure 4: Effects of the number of stochastic fields on total

instantaneous fuel vapor mass during the injection process.

Results are reported from 4, 8, 16, 32 and 64 fields and fuel

mass computed from mixture fraction distribution.

For sake of completeness, Tab. 3 reports how maxi-

mum instantaneous error and mean error are affected

by the number of stochastic fields used: it is possible

to see that the error is drastically reduced increas-

ing them from 8 to 16. Further increases do not sub-

stantially change the quality of results. The reason for

this is related to the fact that, despite the number of

stochastic fields is increased, it is still not possible to

make the PDF of the mixture fraction completely regu-

lar and still some discontinuities in that appears. From

this first investigation it is clear that at least 16 fields

need to be used to consistently simulate the fuel-air

mixing process.

Table 3: Effects of number of stochastic field on relative

maximum and mean error in fuel mass compared to value

calculated from mixture fraction distribution.

4 8 16 32 64

Max err [%] 5.12 8.39 2.30 0.30 1.87

Mean err. [%] 0.96 2.63 -0.74 -1.17 0.12
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Figure 5: Comparison between computed and experimental

radial distributions of mixture fraction: (a) 25 mm distance

from injector; (b) 45 mm distance from injector. Computed

data using 16, 32, 64 stochastic fields and mixture fraction

transport equation.

The capability of the SEF model to reproduce exper-

imental radial mixture fraction profiles is illustrated in

10



Figs. 5(a)-(b), at two different distances (25 and 45

mm) from the injector and 1.5 ms after start of in-

jection (ASOI). Cases with 16, 32 and 64 stochastic

fields were considered due to their acceptable results

in terms of mass conservation. In both figures, also

the measured and computed with Eq. 8 values are re-

ported. For all the three displayed cases, results are in

acceptable agreement with experimental data and, in

particular, 64 stochastic fields seems to be necessary

to reproduce the same symmetric profiles computed

with the mixture fraction transport equation. When

32 stochastic fields are used, computed mixture frac-

tion distribution looks non completely symmetric and

slightly overestimating experimental data. 16 stochas-

tic fields underpredict radial profiles and, despite not

shown here, exhibit a non-negligible asymmetry with

respect to the injector axis.

Very similar considerations can be done for what con-

cerns the predicted axial mixture fraction distribu-

tion which is shown in Fig. 6. Both 32 and 64 fields

agree rather well with both experimental data and

distribution computed from mixture fraction transport

equation. Again, results with 16 stochastic underesti-

mates experimental data and are not completely axy-

symmetric.
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Figure 6: Comparison between computed and experimental

axial distributions of mixture fraction. Computed data using

16, 32, 64 stochastic fields and mixture fraction transport

equation.

In the SEF model, the capability to reproduce the PDF

of the main species makes possible to use chemical

source terms in a closed form in both species and

energy equations. For this reason, it is necessary to

verify the model capability to reproduce variances of

the main species since they strongly affect heat re-

lease during the combustion process. Here, a com-

parison between computed mixture fraction variance

from stochastic fields and one computed from trans-

port equation according to [52] was performed. SEF

mixture fraction variance Z̃ ′′2
SEF was defined as:

Z̃ ′′2
SEF =

1

Nf

Nf∑

i=1

(
YnC12H26,i − ỸcC12H26

)2

(10)

while formulation proposed by [52] was used to com-

pute mixture fraction variance Z̃ ′′2 with the following

transport equation:

∂ρZ̃ ′′2

∂t
+
∂ρũiZ̃

′′2

∂xi
−

∂

∂xi

[
Γ
T ˜Z′′2

∂Z̃ ′′2

∂xi

]
=

2Γ
T ˜Z′′2

(∇Z · ∇Z)− ρχ (11)

where χ is the scalar dissipation rate, defined as:

χ = CχZ̃
′′2ω (12)

Following [52, 13, 53], the Cχ term was set to 2.0.

Figs. 7(a)-(b) report computed radial distributions of

mixture fraction variance at 25 and 45 mm distances

from the injector axis using 16, 32 and 64 stochastic

fields. In the same figures, also computed data with

Eq. 11 and experimental profiles are reported. It is

interesting to see that SEF method and Eq. 11 pre-

dicts values of the same order of magnitude without

any tuning of both Cχ and Cφ constants for mixing.

Results from the SEF method, at least with 32 and

64 stochastic fields are in rather good agreement with

experimental data mainly at 25 mm distance from in-

jector, while both 16 fields and Z̃ ′′2 from Eq. 11 over-

estimate the experimental values. A good prediction

of mixture fraction variance at this position might posi-

tively affect the computed lift-off length which is exper-

imentally found 18 mm far from the injector. Further

downstream, a rather good agreement between com-

puted and experimental data was achieved except for

the 16 stochastic field case, still overestimating the

experimental distribution.

For what concerns the axial distribution of the mix-

ture fraction variance, close to the nozzles, up to 15

from it, Z̃ ′′2 computed from stochastic fields is quite

lower than values estimated with Eq. 11, even if such

equation does not include effects of spray evaporation

as suggested in [54]. Further downstream, a rather

good agreement was found and all the tested configu-

rations showing almost the same hump at the fuel va-

por tip. Results achieved so far with the SEF method

applied to fuel-air mixing process for diesel spray are

11



very promising and allowed to identify that with almost

32 stochastic fields it was possible to predict mixture

fraction and its variance distribution very accurately.
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Figure 7: Comparison between computed and experimen-

tal radial distributions of mixture fraction variance: (a) 25

mm distance from injector; (b) 45 mm distance from injec-

tor. Computed data using 16, 32, 64 stochastic fields and

mixture fraction transport equation.

Once consistency and convergence of the method

was verified at non-reacting conditions, combustion

simulations were performed. A reduced mechanism

for n-dodecane proposed in [55] was used. It has 106

species and 420 reactions and it was extensively val-

idated with constant-volume ignition delay data in a

wide range of ambient conditions, including variation

of pressure, ambient temperature and equivalence ra-

tio. Preliminary results are presented in this work, in

particular results from the SEF model are compared

with the ones achieved by the well-mixed and mRIF

model [13, 14]. Both these last ones were recently

implemented in the Lib-ICE code and extensively val-

idated in [56, 57] where the reader can refer for fur-
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Figure 8: Comparison between computed and experimen-

tal axial distributions of mixture fraction variance. Computed

data using 16, 32, 64 stochastic fields and mixture fraction

transport equation.

ther information. In the mRIF simulations, 15 flamelets

were used: they are sequentially created during injec-

tion and each one of them includes 1/15 of the to-

tal injected fuel mass. For what concerns simulations

with the SEF model, despite it was shown that at least

32 stochastic fields were necessary to achieve con-

vergence in mass conservation, results with 16 fields

are presented here. In a future work, also a sensitiv-

ity analysis at reacting conditions will be performed.

For all the three models, auto-ignition takes place at

approximately 0.6 ms, while experimentally this was

found at 0.44 ms. Since such discrepancy was consis-

tently predicted by all the tested models, authors think

this was mainly due to the kinetic mechanism used. A

qualitative comparison in terms of flame structure is

provided in Figs. 9(a)-(b) showing temperature field,

fuel mass fraction contours (in white) and 10−4 OH

mass fraction iso-contour with a black line. Fig. 9(a)

displays results at 0.45 ms after SOI, immediately af-

ter cool flame ignition delay. At this time, it is possi-

ble to see that all three models predicts maximum

temperatures which are just slightly higher than the

ambient one. However, the way cool ignition is pre-

dicted is quite different for all them. The well-mixed

model predicts a cool flame mainly located at the

bottom of the fuel vapor region, while cool flame re-

gion from SEF model is larger due to a better way to

represent the PDF of the reacting chemical species.

The mRIF model predicts lower peak temperatures

at 0.45 ms with a large cool-flame zone and this is

mainly related to the model assumptions of represent-

ing non-premixed combustion with a set of 1D, un-

steady flamelets and the use of a β-PDF to estimate

species concentration in each cell.
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Figure 9: Comparison between computed flame structures

from well-mixed, SEF (with 16 stochastic fields) and mRIF

(with 15 flamelets) models. Temperature distribution: scale

700 (red) - 2000 (white); fuel mass fraction iso-contours

(white, range is 0 - 0.02); OH mass fraction iso-contour

(black line correspond to 10−4 mass fraction. (a) flame

structure at 0.45 ms after SOI; (b) flame structure at 0.7

ms after SOI.

The flame stabilizes soon after auto-ignition, and

Fig. 9 reports its structure at 0.7 ms after SOI com-

puted by the three different models. Despite similar

temperature fields were found at auto-ignition time,

computed flame shapes are rather different at 0.7 ms

and this is due to the different way the employed mod-

els stabilize the flame. When the well-mixed assump-

tion is used, stabilization is mainly governed by tur-

bulent diffusion and local flow conditions [57] which

determine a thin region where most of heat release

takes place. In the mRIF model, auto-ignition of mul-

tiple diffusion flames was found to be the stabilization

mechanism [57, 56], and for this reason the flame is

much longer and, due to turbulence chemistry inter-

action, even wider. The flame structure from SEF is

different from the other two models. First, the PDF

of the chemical species is mainly created due to the

Wiener term in the core region of the spray, where fuel

evaporates and turbulent diffusion is very high. Large

variances will be then smoothed downstream due to

turbulent mixing. Hence, in the SEF model a diffu-

sion flame structure is first created and, after auto-

ignition, turbulent mixing determines the temperature

fields where heat release takes place. For what con-

cerns flame stabilization, surely it is affected by local

flow and diffusion but also turbulence mixing is also

expected to play a role there. As a consequence of

this, the SEF model seems to incorporate aspects of

both well-mixed and mRIF models and for this reason

it might be a very powerful tool for combustion mod-

elling. However, further investigations are required to

better understand its performance at reacting condi-

tions.

Conclusions

Purpose of this paper was the assessment of a

Stochastic Eulerian Field combustion model to be ap-

plied for IC engine simulations. Advantages of such

model are mainly represented by its flexibility in terms

of combustion modes to be simulated since no sub-

grid model or flame structure assumption are neces-

sary to compute the chemical species reaction rate.

The approach originally proposed by Valiño [25] was

followed in this work and implemented into the Lib-

ICE code. Combustion experiments carried out in the

SANDIA constant volume vessel were used to vali-

date the proposed approach [49]. Such configuration

was mainly chosen due to the large amount of related

documentation and measured data. Initially the SEF

model capability to conserve global quantities was

verified. It was found that when more than 32 fields

were used, mass conservation errors become rela-

tively small. The use of less stochastic fields, on the

other hands, does not allow to compute the correct

amount of fuel mass, due to the too small number of

points available for the reconstruction of mixture frac-

tion PDF. The SEF model was also able to properly

reproduce mixture fraction variance distributions in-

side the whole domain. This is expected to be very

important to describe both auto-ignition and combus-

tion processes. Finally, preliminary analyses carried

out at reacting conditions shows that the SEF model is

able to predict both premixed and non-premixed fea-

tures in the flame structure, making it very promising

for turbulent combustion simulations. Further work is

required to include a comprehensive validation at dif-

ferent ambient conditions and investigate if it is possi-

ble to reduce the number of stochastic fields required
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for the statistical convergence.
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