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#### Abstract

In this paper we study one dimensional backward stochastic differential equations (BSDEs) with random terminal time not necessarily bounded or finite when the generator $F(t, Y, Z)$ has a quadratic growth in $Z$. We provide existence and uniqueness of a bounded solution of such BSDEs and, in the case of infinite horizon, regular dependence on parameters. The obtained results are then applied to prove existence and uniqueness of a mild solution to elliptic partial differential equations in Hilbert spaces. Finally we show an application to a control problem.
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## 1 Introduction

In this paper, we are mainly interested in finding a probabilistic representation for the solution to the following elliptic PDE

$$
\begin{equation*}
\mathscr{L} u(x)+F(x, u(x), \nabla u(x) \sigma)=0, \quad x \in H, \tag{1}
\end{equation*}
$$

where $H$ is a Hilbert space and $\mathscr{L}$ is a second order differential operator of type

$$
\mathscr{L} \phi(x)=\frac{1}{2} \operatorname{Trace}\left(\sigma \sigma^{*} \nabla^{2} \phi(x)\right)+\langle A x, \nabla \phi(x)\rangle+\langle b(x), \nabla \phi(x)\rangle .
$$

with $A$ being the generator of a strongly continuous semigroup of bounded linear operators $\left(e^{t A}\right)_{t \geq 0}$ in $H$ and $F$ being a nonlinear function.
It is by now well known that this kind of Feynman-Kac formula involves Markovian backward stochastic differential equations (BSDEs for short in the remaining of the paper) with infinite horizon, which, roughly speaking, are equations of the following type

$$
\begin{equation*}
Y_{t}^{x}=\int_{t}^{\infty} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) d s-\int_{t}^{\infty} Z_{s}^{x} d W_{s} \tag{2}
\end{equation*}
$$

where $\left\{X_{t}^{x}\right\}_{t \geq 0}$ stands for the mild solution to the SDE

$$
\begin{equation*}
d X_{t}^{x}=A X_{t}^{x} d t+b\left(X_{t}^{x}\right) d t+\sigma d W_{t}, \quad t \geq 0, \quad X_{0}^{x}=x \tag{3}
\end{equation*}
$$

$W$ being a cylindrical Wiener process with values in some Hilbert space $\Xi$ (see Section 2 for details). With these notations, the solution $u$ to the PDE (1) is given by

$$
\begin{equation*}
\forall x \in H, \quad u(x)=Y_{0}^{x}, \tag{4}
\end{equation*}
$$

where $\left(Y^{x}, Z^{x}\right)$ is the solution to the previous BSDE. For this infinite dimensional setting, we refer to the article [14] in which the authors deal with functions $F$ being Lipschitz with respect to $z$.
One of the main objective of this study is to obtain this nonlinear Feynman-Kac formula in the case where the function $F$ is not Lipschitz continuous with respect to $z$ but has a quadratic growth with respect to this variable meaning that the PDE is quadratic with respect to the gradient of the solution. In particular, in order to derive this formula in this setting, we will have to solve quadratic BSDEs with infinite horizon.

BSDEs with infinite horizon are a particular class of BSDEs with random terminal time which have been already studied in several paper. Let us recall some basic facts about these equations. Let $\tau$ be a stopping time which is not assumed to be bounded or $\mathbb{P}$-a.s. finite. We are looking for a pair of processes $\left(Y_{t}, Z_{t}\right)_{t \geq 0}$, progressively measurable, which satisfy, $\forall t \geq 0, \forall T \geq t$,

$$
\left\{\begin{array}{l}
Y_{t \wedge \tau}=Y_{T \wedge \tau}+\int_{t \wedge \tau}^{T \wedge \tau} F\left(s, Y_{s}, Z_{s}\right) d s-\int_{t \wedge \tau}^{T \wedge \tau} Z_{s} d W_{s}  \tag{5}\\
Y_{\tau}=\xi \text { on }\{\tau<\infty\}
\end{array}\right.
$$

where the terminal condition $\xi$ is $\mathscr{F}_{\tau}$-measurable, $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ being the filtration generated by $W$. As mentioned before, there exists a wide literature about the problem, mainly when the generator $F$ has a sublinear growth with respect to $z$. There are two classical assumptions on the generator $F$ in order to solve such BSDEs, we refer to [7], [23] and [3]:

- $F$ is Lipschitz with respect to $z:\left|F(t, y, z)-F\left(t, y, z^{\prime}\right)\right| \leq K\left|z-z^{\prime}\right|$;
- $F$ is monotone in $y:\left(y-y^{\prime}\right)\left(F(t, y, z)-F\left(t, y^{\prime}, z\right)\right) \leq-\lambda\left|y-y^{\prime}\right|^{2}$.

Of course, one also needs some integrability conditions on the data namely

$$
\mathbb{E}\left[e^{\rho \tau}|\xi|^{2}+\int_{0}^{\tau} e^{\rho s}|F(s, 0,0)|^{2} d s\right]<+\infty
$$

for some $\rho>K^{2}-2 \lambda$. Under these assumptions, the BSDE (5) has a unique solution $(Y, Z)$ which satisfies

$$
\mathbb{E}\left[\int_{0}^{\tau} e^{\rho s}\left(\left|Y_{s}\right|^{2}+\left|Z_{s}\right|^{2}\right) d s\right]<\infty
$$

Thus, solving BSDEs with random terminal time requires a "structural" condition on the coefficient $F$ which links the constant of monotonicity and the Lipschitz constant of $F$ in $z$, that is $\rho>K^{2}-2 \lambda$. In particular, if $\tau=+\infty$ and $F(s, 0,0)$ bounded (there is no terminal condition in this case), one needs $\lambda>K^{2} / 2$, in order to construct a solution. Let us point out that, under this structural condition, BSDE (5) can be solved when the process $Y$ takes its values in $\mathbb{R}^{k}$ with $k \geq 1$ and also in an infinite dimensional framework (see e.g. [14]).
For real-valued BSDEs, in other words when the process $Y$ takes its values in $\mathbb{R}$, Briand and Hu in [4] and, afterward Royer in [25], improve these results by removing the structural condition on the generator $F$. In the real case, they require that $F(t, 0,0)$ is bounded and use the Girsanov transform to prove that the equation (5) has unique solution (Y,Z) such that $Y$ is a bounded process as soon as $\lambda>0$. The same arguments are handled by Hu and Tessitore in [17] in the case of a cylindrical Wiener process. The main idea which allows to avoid this structural condition is to get rid of the dependence of the generator $F$ with respect to $z$ with a Girsanov transformation. To be more precise, the main point is to write the equation (5) in the following way

$$
\begin{align*}
Y_{t \wedge \tau} & =Y_{T \wedge \tau}+\int_{t \wedge \tau}^{T \wedge \tau}\left(F\left(s, Y_{s}, 0\right)+\left\langle b_{s}, Z_{s}\right\rangle\right) d s-\int_{t \wedge \tau}^{T \wedge \tau} Z_{s} d W_{s}, \\
& =Y_{T \wedge \tau}+\int_{t \wedge \tau}^{T \wedge \tau} F\left(s, Y_{s}, 0\right) d s-\int_{t \wedge \tau}^{T \wedge \tau} Z_{s} d \widehat{W}_{s}, \tag{6}
\end{align*}
$$

where $\widehat{W}_{t}=W_{t}-\int_{0}^{t} b_{s} d s$ and the process $b$ is given by

$$
b_{s}=\frac{F\left(s, Y_{s}, Z_{s}\right)-F\left(s, Y_{s}, 0\right)}{\left|Z_{s}\right|^{2}} Z_{s} \mathbf{1}_{\left|Z_{s}\right|>0} .
$$

When $F$ is Lipschitz with respect to $z$, the process $b$ is bounded and, for each $T>0$,

$$
\mathscr{E}_{t}=\exp \left(\int_{0}^{t} b_{s} d W_{s}-\frac{1}{2} \int_{0}^{t}\left|b_{s}\right|^{2} d s\right), \quad 0 \leq t \leq T,
$$

is a uniformly integrable martingale. If $\mathbb{P}$ stands for the probability under which $W$ is a Wiener process, the probability measure $\mathbb{Q}_{T}$, whose density with respect to the restriction, $\mathbb{P}_{T}$, of $\mathbb{P}$ to $\mathscr{F}_{T}^{W}$ is $\mathscr{E}_{T}$, is equivalent to $\mathbb{P}_{T}$ and, under $\mathbb{Q}_{T},\left\{\widehat{W}_{t}\right\}_{0 \leq t \leq T}$ is a Wiener process. Coming back to (6) and
working under $\mathbb{Q}_{T}$, we see that the dependence of the generator with respect to $z$ has been removed allowing finally to get rid of the structure condition.
As mentioned before, we are interested in the case where $F$ has a quadratic growth with respect to $z$ and $F$ is strictly monotone in $y$ without any structure condition. We will assume more precisely that

$$
\left|F(t, y, z)-F\left(t, y, z^{\prime}\right)\right| \leq C\left(1+|z|+\left|z^{\prime}\right|\right)\left|z-z^{\prime}\right|,
$$

and we will apply more or less the same approach we have just presented when $F$ is Lipschitz with respect to $z$. In this quadratic setting, the process $b$ will not be bounded in general. However, we will still be able to prove that $\left\{\mathscr{E}_{t}\right\}_{0 \leq t \leq T}$ is a uniformly integrable martingale for each $T>0$. This will result from the fact that $\left\{\int_{0}^{t} b_{s} d W_{s}\right\}_{0 \leq t \leq T}$ is BMO-martingale. We refer to [18] for the theory of BMO-martingales.
Let us also mention that M. Kobylanski in [19] considers also quadratic BSDEs with random terminal time. However, she requires that the stopping time is bounded or $\mathbb{P}$-a.s finite. Her method, based on a Hopf-Cole transformation together with some sharp approximations of the generator $F$, do not allow to treat the case we have in mind, precisely the case where the stopping time $\tau$ is almost surely equal to $+\infty$.
The results on quadratic BSDEs on infinite horizon that we will obtain in Section 3 will be exploited to study existence and uniqueness of a mild solution (see Section 5 for the definition) to the PDE (1) where $F$ is a function strictly monotone with respect the second variable and with quadratic growth in the gradient of the solution. Existence and uniqueness of a mild solution of equation (1) in infinite dimensional spaces have been recently studied by several authors employing different techniques (see [6], [15], [11] and [20]). Following several papers (see, for instance [5], [7], [22] for finite dimensional situations, or [14], [17] for infinite dimensional case), we will use a probabilistic approach based on the nonlinear Feynman-Kac formula (4).
The main technical point here will be proving the differentiability of the bounded solution of the backward equation (2) with respect to the initial datum $x$ of the forward equation (3). The proof is based on an a-priori bound for suitable approximations of the equations for the gradient of $Y$ with respect to $x$ and to this end we need to require that the coefficient $\sigma$ in the forward equation is constant and $A+\nabla b$ is dissipative. We use arguments based on Girsanov transform that we have previously described. We stress again that doing this way we need only the monotonicity constant of $F$ to be positive. The same strategy is applied by Hu and Tessitore [17] to solve the equation (1) when the generator has sublinear growth with respect to the gradient.
The mild solutions to (1), together with their probabilistic representation formula, are particularly suitable for applications to optimal control of infinite dimensional nonlinear stochastic systems. In Section 6 we consider a controlled process $X$ solution of

$$
\left\{\begin{array}{l}
d X_{s}=A X_{s} d \tau+b\left(X_{s}\right) d s+\sigma r\left(X_{s}, u_{s}\right) d s+\sigma d W_{s},  \tag{7}\\
X_{0}=x \in H,
\end{array}\right.
$$

where $u$ denotes the control process, taking values in a given closed subset $\mathscr{U}$ of a Banach space $U$. The control problem consists of minimizing an infinite horizon cost functional of the form

$$
J(x, u)=\mathbb{E} \int_{0}^{\infty} e^{-\lambda s} g\left(X_{s}^{u}, u_{s}\right) d s
$$

Due to the special structure of the control term, the Hamilton-Jacobi-Bellman equation for the value function is of the form (1), provided we set, for $x \in H$ and $z \in \Xi^{*}$,

$$
\begin{equation*}
F(x, y, z)=\inf \{g(x, u)+z r(x, u): u \in \mathscr{U}\}-\lambda y \tag{8}
\end{equation*}
$$

We suppose that $r$ is a function with values in $\Xi^{*}$ with linear growth in $u$ and $g$ is a given real function with quadratic growth in $u . \lambda$ is any positive number. We assume that neither $\mathscr{U}$ nor $r$ is bounded. In this way the Hamiltonian $F$ has quadratic growth in the gradient of the solution and consequently the associated BSDE has quadratic growth in the variable $Z$. Hence the results obtained on equation (1) allow to prove that the value function of the above problem is the unique mild solution of the corresponding Hamilton-Jacobi-Bellman equation. We adapt the same procedure used in [12] in finite dimension to our infinite dimensional framework. We stress that the usual application of the Girsanov technique is not allowed (since the Novikov condition is not guaranteed) and we have to use specific arguments both to prove the fundamental relation and to solve the closed loop equation. The substantial differences, in comparison with the cited paper, consist in the fact that we work on infinite horizon and we are able to characterize the optimal control in terms of a feedback that involves the gradient of that same solution to the Hamilton-Jacobi-Bellman equation. At the end of the paper we provide a meaningful example for this control problem. We wish to mention that application to stochastic control problem is presented here mainly to illustrate the effectiveness of our results on nonlinear Kolmogorov equation.
Such type of control problems are studied by several authors (see [13],[12]). We underline that the particular structure of the control problem permits that no nondegeneracy assumptions are imposed on $\sigma$. In [13] the reader can find a model of great interest in mathematical finance, where absence of nondegeneracy assumptions reveals to be essential.
The paper is organized as follows: the next Section is devoted to notations; in Section 3 we deal with quadratic BSDEs with random terminal time; in Section 4 we study the forward backward system on infinite horizon; in Section 5 we show the result about the solution to PDE. The last Section is devoted to the application to the control problem.
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## 2 Notations

The norm of an element $x$ of a Banach space $E$ will be denoted $|x|_{E}$ or simply $|x|$, if no confusion is possible. If $F$ is another Banach space, $L(E, F)$ denotes the space of bounded linear operators from $E$ to $F$, endowed with the usual operator norm.
The letters $\Xi, H, U$ will always denote Hilbert spaces. Scalar product is denoted $\langle\cdot, \cdot\rangle$, with a subscript to specify the space, if necessary. All Hilbert spaces are assumed to be real and separable. $L_{2}(\Xi, U)$ is the space of Hilbert-Schmidt operators from $\Xi$ to $U$, i.e.

$$
L^{2}(\Xi, U)=\left\{T \in L(\Xi, U):|T|^{2}<+\infty\right\}, \quad \text { with } \quad|T|^{2}=\sum_{n \geq 1}\left|T e_{n}\right|_{U}^{2} \text {, }
$$

where $\left\{e_{n}\right\}_{n \geq 1}$ is a orthonormal basis of $U . L^{2}(\Xi, U)$ is a Hilbert space, and the norm $|T|$ defined above makes it a separable Hilbert space. We observe that if $U=\mathbb{R}$ the space $L_{2}(\Xi, \mathbb{R})$ is the space
$L(\Xi, \mathbb{R})$ of bounded linear operators from $\Xi$ to $\mathbb{R}$. By the Riesz isometry the dual space $\Xi^{*}=L(\Xi, \mathbb{R})$ can be identified with $\Xi$.
By a cylindrical Wiener process with values in a Hilbert space $\Xi$, defined on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$, we mean a family $\left\{W_{t}, t \geq 0\right\}$ of linear mappings from $\Xi$ to $L^{2}(\Omega)$, denoted $\xi \mapsto\left\langle\xi, W_{t}\right\rangle$, such that
(i) for every $\xi \in \Xi,\left\{\left\langle\xi, W_{t}\right\rangle, t \geq 0\right\}$ is a real (continuous) Wiener process;
(ii) for every $\xi_{1}, \xi_{2} \in \Xi$ and $t \geq 0, \mathbb{E}\left(\left\langle\xi_{1}, W_{t}\right\rangle \cdot\left\langle\xi_{2}, W_{t}\right\rangle\right)=\left\langle\xi_{1}, \xi_{2}\right\rangle_{\Xi} t$.
$\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ will denote, the natural filtration of $W$, augmented with the family of $\mathbb{P}$-null sets. The filtration $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ satisfies the usual conditions. All the concepts of measurability for stochastic processes refer to this filtration. By $\mathscr{B}(\Lambda)$ we mean the Borel $\sigma$-algebra of any topological space $\Lambda$.
We introduce now some classes of stochastic processes with values in a Hilbert space $K$ which we use in the sequel.

- $L^{p}\left(\Omega ; L^{2}(0, s ; K)\right)$ defined for $\left.\left.s \in\right] 0,+\infty\right]$ and $p \in[1, \infty)$, denotes the space of equivalence classes of progressively measurable processes $\psi: \Omega \times[0, s[\rightarrow K$, such that

$$
|\psi|_{L^{p}\left(\Omega ; L^{2}(0, s ; K)\right)}^{p}=\mathbb{E}\left[\int_{0}^{s}\left|\psi_{r}\right|_{K}^{2} d r\right]^{p / 2}<\infty .
$$

Elements of $L^{p}\left(\Omega ; L^{2}(0, s ; K)\right)$ are identified up to modification.

- $L^{p}(\Omega ; C(0, s ; K))$, defined for $\left.s \in\right] 0,+\infty[$ and $p \in[1, \infty[$, denotes the space of progressively measurable processes $\left\{\psi_{r}, r \in[0, s]\right\}$ with continuous paths in $K$, such that the norm

$$
|\psi|_{L^{p}(\Omega ; C([0, s] ; K))}^{p}=\mathbb{E}\left[\sup _{r \in[0, s]}\left|\psi_{r}\right|_{K}^{p}\right]
$$

is finite. Elements of $L^{p}(\Omega ; C(0, s ; K))$ are identified up to indistinguishability.

- $\mathrm{L}_{\text {loc }}^{2}(K)$ denotes the space of equivalence classes of progressively measurable processes $\psi$ : $\Omega \times[0, \infty) \rightarrow K$ such that

$$
\forall t>0, \quad \mathbb{E}\left[\int_{0}^{t}\left|\psi_{r}\right|^{2} d r\right]<\infty
$$

- If $\varepsilon$ is a real number, $\mathrm{M}^{2, \varepsilon}(K)$ denotes the set of $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-progressively measurable processes $\left\{\psi_{t}\right\}_{t \geq 0}$ with values in $K$ such that

$$
\mathbb{E}\left[\int_{0}^{+\infty} e^{-2 \varepsilon s}\left|\psi_{s}\right|^{2} d s\right]<\infty
$$

We also recall notations and basic facts on a class of differentiable maps acting among Banach spaces, particularly suitable for our purposes (we refer the reader to [13] for details and properties).

Let now $X, Z, V$ denote Banach spaces. We say that a mapping $F: X \rightarrow V$ belongs to the class $\mathscr{G}^{1}(X, V)$ if it is continuous, Gâteaux differentiable on $X$, and its Gâteaux derivative $\nabla F: X \rightarrow$ $L(X, V)$ is strongly continuous.
The last requirement is equivalent to the fact that for every $h \in X$ the map $\nabla F(\cdot) h: X \rightarrow V$ is continuous. Note that $\nabla F: X \rightarrow L(X, V)$ is not continuous in general if $L(X, V)$ is endowed with the norm operator topology; clearly, if this happens then $F$ is Fréchet differentiable on $X$. It can be proved that if $F \in \mathscr{G}^{1}(X, V)$ then $(x, h) \mapsto \nabla F(x) h$ is continuous from $X \times X$ to $V$; if, in addition, $G$ is in $\mathscr{G}^{1}(V, Z)$ then $G(F)$ belongs to $\mathscr{G}^{1}(X, Z)$ and the chain rule holds: $\nabla(G(F))(x)=\nabla G(F(x)) \nabla F(x)$. When $F$ depends on additional arguments, the previous definitions and properties have obvious generalizations.

## 3 Quadratic BSDEs with random terminal time

In all this section, let $\tau$ be an $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ stopping time where $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ is the filtration generated by the Wiener process defined in the previous section. We use also the following notation.

Definition 3.1. A couple $(\xi, F)$ is said to be a standard quadratic parameter if:

1. the terminal condition $\xi$ is a bounded, $\mathscr{F}_{\tau}$-measurable, real valued random variable;
2. the generator $F$ is a function defined on $\Omega \times[0, \infty) \times \mathbb{R} \times \Xi^{*}$ with values in $\mathbb{R}$, measurable with respect to $\mathscr{P} \otimes \mathscr{B}(\mathbb{R}) \otimes \mathscr{B}\left(\Xi^{*}\right)$ and $\mathscr{B}(\mathbb{R})$ where $\mathscr{P}$ stands for the $\sigma$-algebra of progressive sets and such that, for some constant $C \geq 0, \mathbb{P}$-a.s. and for all $t \geq 0$,
(a) $(y, z) \longmapsto F(t, y, z)$ is continuous;
(b) $\forall y \in \mathbb{R}, \forall z \in \Xi^{*},|F(t, y, z)| \leq C\left(1+|y|+|z|^{2}\right)$.

Let us mention that these conditions are the usual ones for studying quadratic BSDEs.
Let $(\xi, F)$ be a standard quadratic parameter. We want to construct an adapted solution $\left(Y_{t}, Z_{t}\right)_{t \geq 0}$ to the BSDE

$$
\begin{equation*}
-d Y_{t}=\mathbf{1}_{t \leq \tau} F\left(t, Y_{t}, Z_{t}\right) d t-Z_{t} d W_{t}, \quad Y_{\tau}=\xi \text { on }\{\tau<\infty\} . \tag{9}
\end{equation*}
$$

Let us first recall that by a solution to the equation (9) we mean a pair of progressively measurable processes $\left(Y_{t}, Z_{t}\right)_{t \geq 0}$ with values in $\mathbb{R} \times \Xi^{*}$ such that:

1. $Y$ is a continuous process, $\mathbb{P}$-a.s., for each $T>0, t \longmapsto Z_{t}$ belongs to $\mathrm{L}^{2}\left((0, T) ; \Xi^{*}\right)$ and $t \longmapsto F\left(t, Y_{t}, Z_{t}\right) \in \mathrm{L}^{1}((0, T) ; \mathbb{R}) ;$
2. on the set $\{\tau<\infty\}$, we have, for $t \geq \tau, Y_{t}=\xi$ and $Z_{t}=0$;
3. for each nonnegative real $T, \forall t \in[0, T]$,

$$
Y_{t}=Y_{T}+\int_{t}^{T} \mathbf{1}_{s \leq \tau} F\left(s, Y_{s}, Z_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s} .
$$

Remark 3.2. In the case of a deterministic and finite stopping time, this definition is the usual one except that we define the process $(Y, Z)$ on the whole time axis.

Since the stopping time $\tau$ is not assumed to be bounded or $\mathbb{P}$-a.s. finite we will need a further assumption on the generator.

Assumption A1. There exist two constants, $C \geq 0$ and $\lambda>0$, such that, $\mathbb{P}$-a.s., for all $t \geq 0$,
(i) for all real $y$,

$$
\forall z \in \Xi^{*}, \forall z^{\prime} \in \Xi^{*}, \quad\left|F(t, y, z)-F\left(t, y, z^{\prime}\right)\right| \leq C\left(1+|z|+\left|z^{\prime}\right|\right)\left|z-z^{\prime}\right|
$$

(ii) $F$ is strictly monotone with respect to $y$ : for all $z \in \Xi^{*}$,

$$
\forall y \in \mathbb{R}, \forall y^{\prime} \in \mathbb{R}, \quad\left(y-y^{\prime}\right)\left(F(t, y, z)-F\left(t, y^{\prime}, z\right)\right) \leq-\lambda\left|y-y^{\prime}\right|^{2}
$$

Theorem 3.3. Let $(\xi, F)$ be a standard quadratic parameter such that $F$ satisfies A1.
Then, the BSDE (9) has a unique solution $(Y, Z)$ such that $Y$ is a bounded process and $Z$ belongs to $\mathrm{L}_{\text {loc }}^{2}\left(\Xi^{*}\right)$. Moreover, $Z \in \mathrm{M}^{2, \varepsilon}\left(\Xi^{*}\right)$ for all $\varepsilon>0$.

Before proving this result, let us state a useful lemma.
Lemma 3.4. Let $0 \leq S<T$ and $\left(\xi^{1}, F^{1}\right)$, $\left(\xi^{2}, F^{2}\right)$ be two standard quadratic parameters. Let, for $i=1,2,\left(Y^{i}, Z^{i}\right)$ be a solution to the BSDE

$$
\begin{equation*}
Y_{t}^{i}=\xi^{i} \mathbf{1}_{\tau \leq T}+\int_{t}^{T} \mathbf{1}_{s \leq \tau} F^{i}\left(s, Y_{s}^{i}, Z_{s}^{i}\right) d s-\int_{t}^{T} Z_{s}^{i} d W_{s}, \tag{10}
\end{equation*}
$$

such that $Y^{i}$ is a bounded process and $Z^{i} \in \mathrm{~L}^{2}((0, T) \times \Omega)$.
If A1 holds for $F^{1}$, $\xi^{1}-\xi^{2}=0$ on the set $\{S<\tau\}$ and $\left|F^{1}-F^{2}\right|\left(s, Y_{s}^{2}, Z_{s}^{2}\right) \leq \rho(s)$ where $\rho$ is a deterministic Borelian function then

$$
\forall t \in[0, T], \quad\left|Y_{t}^{1}-Y_{t}^{2}\right| \leq\left\|\xi^{1}-\xi^{2}\right\|_{\infty} e^{-\lambda_{1}(s-t)_{+}}+\int_{t}^{T} e^{-\lambda_{1}(s-t)} \rho(s) d s
$$

where $\lambda_{1}>0$ is the constant of monotonicity of $F^{1}$.
Proof. Let us start with a simple remark. Let $i \in\{1,2\}$. Since $\left(\xi^{i}, F^{i}\right)$ is a standard quadratic parameter, and $\left(Y^{i}, Z^{i}\right)$ a solution to (10) with $Y^{i}$ bounded and $Z^{i}$ square integrable, it is by know well known (see e.g. [2]) that the martingale $\left\{N_{t}^{i}=\int_{0}^{t} Z_{s}^{i} d W_{s}\right\}_{0 \leq t \leq T}$ has the following property: there exists a constant $\gamma_{i}$ such that, for each stopping time $\sigma \leq T$,

$$
\mathbb{E}\left(\left|N_{T}^{i}-N_{\sigma}^{i}\right|^{2} \mid \mathscr{F}_{\sigma}\right)=\mathbb{E}\left(\int_{\sigma}^{T}\left|Z_{s}^{i}\right|^{2} d s \mid \mathscr{F}_{\sigma}\right) \leq \gamma_{i}
$$

In other words (we refer to N . Kamazaki [18] for the notion of BMO-martingales), $\left\{N_{t}^{i}\right\}_{0 \leq t \leq T}$ is a BMO-martingale.

With this observation in hands, let us prove our lemma. Since $F^{1}$ satisfies A1, $F^{1}$ is strictly monotone with respect to $y$. Let us denote $\lambda_{1}>0$ the constant of monotonicity of $F^{1}$ end let us fix $t \in[0, T]$. We set, for $s \in[0, T]$,

$$
E_{s}=\exp \left(-\lambda_{1} \int_{0}^{s} \mathbf{1}_{u \leq \tau} \mathbf{1}_{u>t} d u\right)=\exp \left(-\lambda_{1}(\tau \wedge s-\tau \wedge t)_{+}\right) .
$$

We have, from Itô-Tanaka formula applied to $E_{s}\left|Y_{s}^{1}-Y_{s}^{2}\right|$,

$$
\begin{aligned}
\left|Y_{t}^{1}-Y_{t}^{2}\right|= & E_{T}\left|\xi^{1}-\xi^{2}\right| \mathbf{1}_{\tau \leq T}-\int_{t}^{T} E_{s} \operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(Z_{s}^{1}-Z_{s}^{2}\right) d W_{s}-\int_{t}^{T} d L_{s} \\
& +\int_{t}^{T} E_{s} \mathbf{1}_{s \leq \tau}\left[\lambda_{1}\left|Y_{s}^{1}-Y_{s}^{2}\right|+\operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(F^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-F^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right)\right] d s
\end{aligned}
$$

where $L$ is the local time at 0 of the semimartingale $Y^{1}-Y^{2}$ and $\operatorname{sgn}(x)=-\mathbf{1}_{x \leq 0}+\mathbf{1}_{x>0}$. Now, we use the usual decomposition

$$
\begin{aligned}
F^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-F^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)= & F^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-F^{1}\left(s, Y_{s}^{2}, Z_{s}^{1}\right) \\
& +F^{1}\left(s, Y_{s}^{2}, Z_{s}^{1}\right)-F^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)+\left(F^{1}-F^{2}\right)\left(s, Y_{s}^{2}, Z_{s}^{2}\right)
\end{aligned}
$$

By assumption, we have $\left|F^{1}-F^{2}\right|\left(s, Y_{s}^{2}, Z_{s}^{2}\right) \leq \rho(s)$. Moreover, since $F^{1}$ is $\lambda_{1}$-monotone,

$$
\operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(F^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-F^{1}\left(s, Y_{s}^{2}, Z_{s}^{1}\right)\right) \leq-\lambda_{1}\left|Y_{s}^{1}-Y_{s}^{2}\right| .
$$

Thus we get, $L$ being nondecreasing,

$$
\begin{aligned}
\left|Y_{t}^{1}-Y_{t}^{2}\right| \leq & E_{T}\left|\xi^{1}-\xi^{2}\right| \mathbf{1}_{\tau \leq T}-\int_{t}^{T} E_{s} \operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(Z_{s}^{1}-Z_{s}^{2}\right) d W_{s}+\int_{t}^{T} E_{s} \mathbf{1}_{s \leq \tau} \rho(s) d s \\
& +\int_{t}^{T} E_{s} \mathbf{1}_{s \leq \tau} \operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(F^{1}\left(s, Y_{s}^{2}, Z_{s}^{1}\right)-F^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s
\end{aligned}
$$

To go further, let us remark, for $s \in[t, T], E_{s} \mathbf{1}_{s \leq \tau}=e^{-\lambda_{1}(\tau \wedge s-\tau \wedge t)} \mathbf{1}_{s \leq \tau} \leq e^{-\lambda_{1}(s-t)}$. Moreover, since $\xi^{1}-\xi^{2}=0$ on the set $\{S<\tau \leq T\}$, we have

$$
E_{T}\left|\xi^{1}-\xi^{2}\right| \mathbf{1}_{\tau \leq T}=e^{-\lambda_{1}(T \wedge \tau-t \wedge \tau)_{+}}\left|\xi^{1}-\xi^{2}\right| \mathbf{1}_{S<\tau \leq T} \leq e^{-\lambda_{1}(S-t)_{+}}\left\|\xi^{1}-\xi^{2}\right\|_{\infty}
$$

from which we deduce the following inequality

$$
\begin{aligned}
\left|Y_{t}^{1}-Y_{t}^{2}\right| \leq & e^{-\lambda_{1}(s-t)_{+}}\left\|\xi^{1}-\xi^{2}\right\|_{\infty}+\int_{t}^{T} e^{-\lambda_{1}(s-t)} \rho(s) d s-\int_{t}^{T} E_{s} \operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(Z_{s}^{1}-Z_{s}^{2}\right) d W_{s} \\
& +\int_{t}^{T} E_{s} \mathbf{1}_{s \leq \tau} \operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(F^{1}\left(s, Y_{s}^{2}, Z_{s}^{1}\right)-F^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s .
\end{aligned}
$$

To conclude, the proof of this lemma, le us define the process $\left\{b_{s}\right\}_{0 \leq s \leq T}$ with values in $\Xi^{*}$, by setting

$$
b_{s}=\mathbf{1}_{s \leq \tau} \frac{F^{1}\left(s, Y_{s}^{2}, Z_{s}^{1}\right)-F^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)}{\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2}}\left(Z_{s}^{1}-Z_{s}^{2}\right) \mathbf{1}_{\left|Z_{s}^{1}-Z_{s}^{2}\right|>0} .
$$

We can rewrite the previous inequality in the following way

$$
\begin{aligned}
\left|Y_{t}^{1}-Y_{t}^{2}\right| \leq & e^{-\lambda_{1}(s-t)_{+}}\left\|\xi^{1}-\xi^{2}\right\|_{\infty}+\int_{t}^{T} e^{-\lambda_{1}(s-t)} \rho(s) d s \\
& -\int_{t}^{T} E_{s} \operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(Z_{s}^{1}-Z_{s}^{2}\right) d W_{s}+\int_{t}^{T} E_{s} \operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left\langle b_{s}, Z_{s}^{1}-Z_{s}^{2}\right\rangle d s .
\end{aligned}
$$

Let us observe that, since $F^{1}$ satisfies A1,1, we have $\left|b_{s}\right| \leq C\left(1+\left|Z_{s}^{1}\right|+\left|Z_{s}^{2}\right|\right)$. Since we know that the stochastic integral (as process on $[0, T]$ ) of $Z^{1}$ and $Z^{2}$ are BMO-martingales we deduce that $\left\{\int_{0}^{t} b_{s} d W_{s}\right\}_{0 \leq t \leq T}$ is also a BMO-martingale. As a byproduct, see [18, Theorem 2.3], the exponential martingale,

$$
\mathscr{E}_{t}=\exp \left(\int_{0}^{t} b_{s} d W_{s}-\frac{1}{2} \int_{0}^{t}\left|b_{s}\right|^{2} d s\right), 0 \leq t \leq T,
$$

is a uniformly integrable martingale. Let us consider the probability measure $\mathbb{Q}_{T}$ on $\left(\Omega, \mathscr{F}_{T}\right)$ whose density with respect to $\mathbb{P}_{\mid \mathscr{F}_{T}}$ is given by $\mathscr{E}_{T}$. Then $\mathbb{Q}_{T}$ and $\mathbb{P}_{\mid \mathscr{F}_{T}}$ are equivalent on $\left(\Omega, \mathscr{F}_{T}\right)$, and under $\mathbb{Q}_{T}$, by Girsanov theorem, the process $\left\{\widehat{W}_{t}=W_{t}-\int_{0}^{t} b_{s} d s\right\}_{0 \leq t \leq T}$ is a Wiener process.
To conclude, let us write the last inequality in the following way

$$
\left|Y_{t}^{1}-Y_{t}^{2}\right| \leq e^{-\lambda_{1}(s-t)_{+}}\left\|\xi^{1}-\xi^{2}\right\|_{\infty}+\int_{t}^{T} e^{-\lambda_{1}(s-t)} \rho(s) d s-\int_{t}^{T} E_{s} \operatorname{sgn}\left(Y_{s}^{1}-Y_{s}^{2}\right)\left(Z_{s}^{1}-Z_{s}^{2}\right) d \widehat{W}_{s}
$$

taking the conditional expectation under $\mathbb{Q}_{T}$ with respect to $\mathscr{F}_{t}$, we obtain the result of the lemma.

Now we can prove the main result of this section, concerning the existence and uniqueness of solutions of BSDE (9).

## Proof of Theorem 3.3.

Existence. We adopt the same strategy as in [4] and [25], with some significant modifications.
Let us denote by $\gamma$ a positive constant such that

$$
\begin{equation*}
\|\xi\|_{\infty} \leq \gamma, \quad|F(t, y, z)| \leq \gamma(1+|y|+|z|), \quad\left|F(t, y, z)-F\left(t, y, z^{\prime}\right)\right| \leq \gamma\left(1+|z|+\left|z^{\prime}\right|\right)\left|z-z^{\prime}\right| \tag{11}
\end{equation*}
$$

and by $\lambda>0$ the monotonicity constant of $F$.
Fore each integer $n$, let us denote ( $Y^{n}, Z^{n}$ ) the unique solution to the BSDE

$$
\begin{equation*}
Y_{t}^{n}=\xi \mathbf{1}_{\tau \leq n}+\int_{t}^{n} \mathbf{1}_{s \leq \tau} F\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s-\int_{t}^{n} Z_{s}^{n} d W_{s}, \quad 0 \leq t \leq n . \tag{12}
\end{equation*}
$$

We know from results of [19] (these results can be easily generalized to the case of cylindrical Wiener process) that, ( $\xi, F$ ) being a standard quadratic parameter, the BSDE (12) has a unique bounded solution under A1. Moreover we have $Y_{t}^{n}=Y_{t \wedge \tau}^{n}, Z_{t}^{n} \mathbf{1}_{t>\tau}=0$, see e.g. [25].

We define, $\left(Y^{n}, Z^{n}\right)$ on the whole time axis by setting,

$$
\forall t>n, \quad Y_{t}^{n}=Y_{n}^{n}=\xi \mathbf{1}_{\tau \leq n}, \quad Z_{t}^{n}=0
$$

First of all we prove, thanks to the assumption of monotonicity A1.2, that $Y^{n}$ is bounded by a constant independent of $n$. Let us apply Lemma 3.4, with $S=0, T=n, F^{1}=F, F^{2}=0, \xi^{1}=\xi$ and $\xi^{2}=0$. We get, for all $t \in[0, n]$,

$$
\begin{equation*}
\left|Y_{t}^{n}\right| \leq\|\xi\|_{\infty}+\gamma \int_{t}^{n} e^{-\lambda(s-t)} d s \leq \gamma\left(1+\frac{1}{\lambda}\right) \tag{13}
\end{equation*}
$$

In all the remaining of the proof, we will denote $C(\gamma, \lambda)$ a constant depending on $\gamma$ and $\lambda$ which may change from line to line.

Moreover we can show that, for each $\epsilon>0$,

$$
\begin{equation*}
\sup _{n \geq 1} \mathbb{E}\left[\int_{0}^{\infty} e^{-2 \epsilon s}\left|Z_{s}^{n}\right|^{2} d s\right]<\infty \tag{14}
\end{equation*}
$$

To obtain this estimate we consider the function $\varphi(x)=\left(e^{2 \gamma x}-2 \gamma x-1\right) /(2 \gamma)^{2}$, where $\gamma>0$ is the constant defined in (11) which has the following properties: for $x \geq 0$,

$$
\varphi^{\prime}(x) \geq 0, \quad \varphi^{\prime \prime}(x)-2 \gamma \varphi^{\prime}(x)=1
$$

The function $\varphi(|x|)$ is $\mathscr{C}^{2}$ and the estimate follows directly from the computation of the Itô differential of $e^{-2 \epsilon t} \varphi\left(\left|Y_{t}^{n}\right|\right)$.
Now we study the convergence of the sequence $\left(Y^{n}\right)_{n \geq 0}$. By construction we have, for $n<m$,

$$
\begin{aligned}
& Y_{t}^{m}=\xi \mathbf{1}_{\tau \leq m}+\int_{t}^{m} \mathbf{1}_{s \leq \tau} F\left(s, Y_{s}^{m}, Z_{s}^{m}\right) d s-\int_{t}^{m} Z_{s}^{m} d W_{s}, \quad 0 \leq t \leq m \\
& Y_{t}^{n}=\xi \mathbf{1}_{\tau \leq n}+\int_{t}^{m} \mathbf{1}_{s \leq \tau} \widehat{F}\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s-\int_{t}^{m} Z_{s}^{n} d W_{s}, \quad 0 \leq t \leq m
\end{aligned}
$$

where $\widehat{F}(s, y, z)=\mathbf{1}_{s<n} F(s, y, z)$. Let us apply Lemma 3.4 with $T=m,\left(\xi^{1}, F^{1}\right)=(\xi, F),\left(\xi^{2}, F^{2}\right)=$ $\left(\xi \mathbf{1}_{\tau \leq n}, \widehat{F}\right)$. We have $\xi-\xi \mathbf{1}_{\tau \leq n}=\xi \mathbf{1}_{\tau>n}$, and

$$
|F-\widehat{F}|\left(s, Y_{s}^{n}, Z_{s}^{n}\right)=\mathbf{1}_{s>n}\left|F\left(s, Y_{s}^{n}, Z_{s}^{n}\right)\right|=\mathbf{1}_{s>n}\left|F\left(s, \xi \mathbf{1}_{\tau \leq n}, 0\right)\right| \leq C(\gamma, \lambda) \mathbf{1}_{s>n}
$$

Choosing $S=n$, we get, for $t \in[0, m]$,

$$
\left|Y_{t}^{m}-Y_{t}^{n}\right| \leq C(\gamma, \lambda)\left(e^{-\lambda(n-t)_{+}}+\int_{t}^{m} e^{-\lambda(s-t)} \mathbf{1}_{s>n} d s\right) \leq C(\gamma, \lambda) e^{-\lambda(n-t)_{+}}
$$

Since both processes $Y^{n}$ and $Y^{m}$ are bounded by a constant depending only on $\gamma$ and $\lambda$, the previous inequality holds for all nonnegative real $t$, namely

$$
\begin{equation*}
\forall t \geq 0, \quad\left|Y_{t}^{m}-Y_{t}^{n}\right| \leq C(\gamma, \lambda) e^{-\lambda(n-t)_{+}} \tag{15}
\end{equation*}
$$

We deduce immediatly from the previous estimate that the sequence $\left(Y^{n}\right)_{n \geq 0}$ converges uniformly on compacts in probability (ucp for short) since, for any $a \geq 0$, we have

$$
\sup _{0 \leq t \leq a}\left|Y_{t}^{m}-Y_{t}^{n}\right| \leq C(\gamma, \lambda) e^{-\lambda(n-a)},
$$

as soon as $a \leq n \leq m$. Let $Y$ be the limit of $\left(Y^{n}\right)_{n \geq 0}$. Since, for each $n, Y^{n}$ is continuous and bounded by $\gamma(1+1 / \lambda)$ the same is true for $Y$, and sending $m$ to infinity in (15), we get

$$
\forall t \geq 0, \quad\left|Y_{t}-Y_{t}^{n}\right| \leq C(\gamma, \lambda) e^{-\lambda(n-t)_{+}}
$$

It follows that the convergence of $\left(Y^{n}\right)_{n \geq 0}$ to $Y$ holds also in $\mathrm{M}^{2, \varepsilon}(\mathbb{R})$ for all $\varepsilon>0$. Indeed, it is enough to prove this convergence for $0<\varepsilon<\lambda$ and in this case we have

$$
\begin{aligned}
\mathbb{E}\left[\int_{0}^{\infty} e^{-2 \varepsilon s}\left|Y_{t}-Y_{t}^{n}\right|^{2} d s\right] & \leq C(\gamma, \lambda) \int_{0}^{\infty} e^{-2 \varepsilon s} e^{-2 \lambda(n-s)_{+}} d s \\
& =C(\gamma, \lambda)\left(\frac{1}{2(\lambda-\varepsilon)}\left(e^{-2 \varepsilon n}-e^{-2 \lambda n}\right)+\frac{1}{2 \varepsilon} e^{-2 \varepsilon n}\right)
\end{aligned}
$$

Let us show that the sequence $\left(Z_{n}\right)_{n \geq 0}$ is a Cauchy sequence in the space $\mathrm{M}^{2, \varepsilon}\left(\Xi^{*}\right)$, for all $\varepsilon>0$. Let $\varepsilon>0$, and $m>n$ be two integers. Applying Ito's formula to the process $e^{-2 \varepsilon t}\left|Y_{t}^{m}-Y_{t}^{n}\right|^{2}$ we get

$$
\begin{align*}
& \left|Y_{0}^{m}-Y_{0}^{n}\right|^{2}+\int_{0}^{m} e^{-2 \varepsilon s}\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2} d s  \tag{16}\\
& = \\
& \quad e^{-2 \varepsilon m}|\xi|^{2} \mathbf{1}_{n<\tau \leq m}-\int_{0}^{m} 2 e^{-2 \varepsilon s}\left(Y_{s}^{m}-Y_{s}^{n}\right)\left(Z_{s}^{m}-Z_{s}^{n}\right) d W_{s} \\
& \quad+2 \int_{0}^{m} e^{-2 \varepsilon s}\left[\varepsilon\left|Y_{s}^{m}-Y_{s}^{n}\right|^{2}+\left(Y_{s}^{m}-Y_{s}^{n}\right) \mathbf{1}_{s \leq \tau}\left(F\left(s, Y_{s}^{m}, Z_{s}^{m}\right)-\widehat{F}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)\right)\right] d s .
\end{align*}
$$

Since $Y^{n}$ and $Y^{m}$ are bounded by $C(\gamma, \lambda)$, we have in view of the growth assumption on $F$, for a constant $D$ depending on $\gamma, \lambda$ and $\varepsilon$ (and changing from line to line if necessary),

$$
\begin{aligned}
\varepsilon\left|Y_{s}^{m}-Y_{s}^{n}\right|^{2}+\left(Y_{s}^{m}-Y_{s}^{n}\right) \mathbf{1}_{s \leq \tau}\left(F\left(s, Y_{s}^{m}, Z_{s}^{m}\right)-\widehat{F}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)\right) & \\
& \leq D\left|Y_{s}^{m}-Y_{s}^{n}\right|\left(1+\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2}\right) .
\end{aligned}
$$

Coming back to (16) and taking the expectation, we obtain the inequality, since $Z_{s}^{m}=Z_{s}^{n}=0$ for $s>m$ and $\xi$ is bounded by $\gamma$,

$$
\begin{aligned}
\mathbb{E}\left[\int_{0}^{\infty} e^{-2 \varepsilon s}\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2} d s\right] & \leq \gamma e^{-2 \varepsilon m}+D \mathbb{E}\left[\int_{0}^{\infty} e^{-2 \varepsilon s}\left|Y_{s}^{m}-Y_{s}^{n}\right|\left(1+\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2}\right) d s\right] \\
& \leq \gamma e^{-2 \varepsilon m}+D \mathbb{E}\left[\int_{0}^{\infty} e^{-2 \varepsilon s} e^{-\lambda(n-s)_{+}}\left(1+\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2}\right) d s\right]
\end{aligned}
$$

where we have used (15) to get the last upper bound. We have, finally

$$
\begin{aligned}
& \mathbb{E}\left[\int_{0}^{n / 2} e^{-2 \varepsilon s} e^{-\lambda(n-s)_{+}}\left(1+\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2}\right) d s\right] \leq e^{-\lambda n / 2} \mathbb{E}\left[\int_{0}^{n / 2} e^{-2 \varepsilon s}\left(1+\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2}\right) d s\right], \\
& \mathbb{E}\left[\int_{n / 2}^{\infty} e^{-2 \varepsilon s} e^{-\lambda(n-s)_{+}}\left(1+\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2}\right) d s\right] \leq e^{-\varepsilon n / 2} \mathbb{E}\left[\int_{n / 2}^{\infty} e^{-\varepsilon s}\left(1+\left|Z_{s}^{m}-Z_{s}^{n}\right|^{2}\right) d s\right],
\end{aligned}
$$

from which we get the result since we have already shown that the sequence $\left(Z^{n}\right)_{n \geq 0}$ is bounded in $\mathrm{M}^{2, \varepsilon}\left(\Xi^{*}\right)$ for each $\varepsilon>0$. We call $Z$ the limit of $\left(Z^{n}\right)_{n \geq 0}$.
It remains to show that the process $(Y, Z)$ satisfies the BSDE (9). We already know that $Y$ is continuous and bounded and $Z$ belongs to $\mathrm{M}^{2, \varepsilon}\left(\Xi^{*}\right)$. Let us fix $0 \leq t \leq T$. By definition, for each $n \geq T$, we have

$$
\begin{equation*}
Y_{t}^{n}=Y_{T}^{n}+\int_{t}^{T} \mathbf{1}_{s \leq \tau} F\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s-\int_{t}^{T} Z_{s}^{n} d W_{s} \tag{17}
\end{equation*}
$$

The sequence $\left(Y^{n}\right)_{n \geq 0}$ converges to $Y$ ucp and is bounded by $\gamma(1+1 / \lambda)$ uniformly in $n$. Thus $\sup _{0 \leq t \leq T}\left|Y_{t}^{n}-Y_{t}\right|$ converges to 0 in $\mathrm{L}^{1}$. Moreover, from Doob's inequality, we get

$$
\mathbb{E}\left[\sup _{0 \leq t \leq T}\left|\int_{0}^{t}\left(Z_{s}^{n}-Z_{s}\right) d W_{s}\right|^{2}\right] \leq 4 e^{2 \lambda T} \mathbb{E}\left[\int_{0}^{\infty} e^{-2 \lambda s}\left|Z_{s}^{n}-Z_{s}\right|^{2} d s\right] \rightarrow 0
$$

Finally, let us notice that $\int_{t}^{T} \mathbf{1}_{s \leq \tau} F\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s$ converges to $\int_{t}^{T} \mathbf{1}_{s \leq \tau} F\left(s, Y_{s}, Z_{s}\right) d s$ in $L^{1}$. Indeed,

$$
\mathbb{E}\left[\left|\int_{t \wedge \tau}^{T \wedge \tau} F\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s-\int_{t \wedge \tau}^{T \wedge \tau} F\left(s, Y_{s}, Z_{s}\right) d s\right|\right] \leq \mathbb{E}\left[\int_{0}^{T}\left|F\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-F\left(s, Y_{s}, Z_{s}\right)\right| d s\right]
$$

and, by the growth assumption on $F$, the map $(Y, Z) \rightarrow F(\cdot, Y, Z)$ is continuous from the space $L^{1}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right) \times L^{2}\left(\Omega ; L^{2}\left([0, T] ; \Xi^{*}\right)\right.$ to $L^{1}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)$, by classical result on continuity of evaluation operators, see e.g. [1]. Hence, passing to the limit in the equation (17), we obtain forall $t$ and all $T$ such that $0 \leq t \leq T$

$$
Y_{t}=Y_{T}+\int_{t}^{T} \mathbf{1}_{s \leq \tau} F\left(s, Y_{s}, Z_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}
$$

So to conclude the proof, it only remains to check that, on the set $\{\tau<+\infty\}$, we have $Y_{\tau}=\xi$. Let us fix $a>0$. For each $n \geq a$, we have in view of (15),

$$
\left|Y_{a}-\xi \mathbf{1}_{\tau \leq n}\right|=\left|Y_{a}-Y_{n}^{n}\right| \leq\left|Y_{a}-Y_{a}^{n}\right|+\left|Y_{a}^{n}-Y_{n}^{n}\right| \leq C(\gamma, \lambda) e^{-\lambda(n-a)}+\left|Y_{a}^{n}-Y_{n}^{n}\right| .
$$

Let us recall that, for each $t, Y_{t}^{n}=Y_{t \wedge \tau}^{n}$ and $Y_{t}=Y_{t \wedge \tau}$. Hence, on the event $\{\tau \leq a\}$, we have, since $n \geq a, Y_{a}^{n}=Y_{n}^{n}=Y_{\tau}^{n}$ and $Y_{a}=Y_{\tau}$. Thus, we deduce from the previous inequality, that $\left|Y_{\tau}-\xi\right| \leq C(\gamma, \lambda) e^{-\lambda(n-a)}$ on the set $\{\tau \leq a\}$. It follows that $Y_{\tau}=\xi \mathbb{P}$-a.s. on the set $\{\tau<\infty\}$, and the process $(Y, Z)$ is solution for BSDE (9).
Uniqueness. Suppose that $\left(Y^{1}, Z^{1}\right)$ and $\left(Y^{2}, Z^{2}\right)$ are both solutions of the BSDE (9) such that $Y^{1}$ and $Y^{2}$ are continuous and bounded and $Z^{1}$ and $Z^{2}$ belong to $\mathrm{L}_{\text {loc }}^{2}\left(\Xi^{*}\right)$. It follows directly from Lemma 3.4 that, $\mathbb{P}$-a.s.,

$$
\forall t \geq 0, \quad Y_{t}^{1}=Y_{t}^{2}
$$

Applying Ito's formula to $\left|Y_{t}^{1}-Y_{t}^{2}\right|^{2}$, we have that $d \mathbb{P} \otimes d t-$ a.e. $Z_{t}^{1}=Z_{t}^{2}$.
Let us finish this section by the following remark.

Remark 3.5. Let $\left\{\left(Y_{t}, Z_{t}\right)\right\}_{0 \leq t \leq T}$ be a solution, with $Y$ bounded and $Z$ square integrable, to the linear BSDE

$$
Y_{t}=\xi+\int_{t}^{T}\left(\psi_{s}+a_{s} Y_{s}+\left\langle b_{s}, Z_{s}\right\rangle\right) d s-\int_{t}^{T} Z_{s} d W_{s}, \quad 0 \leq t \leq T,
$$

where the processes $\psi, a$ and $b$ are progressively measurable with values in $\mathbb{R}, \mathbb{R}$ and $\Xi^{*}$ respectively. Let us assume that $\xi$ is bounded, for some $\gamma \geq 0,\left|\psi_{s}\right| \leq \gamma$ and $a_{s} \leq-\lambda$ for $\lambda>0$. Then, arguing as in the proof of Lemma 3.4, when

$$
\mathscr{E}_{t}=\exp \left(\int_{0}^{t} b_{s} d W_{s}-\frac{1}{2}\left|b_{s}\right|^{2} d s\right), \quad 0 \leq t \leq T,
$$

is a uniformly integrable martingale, we have, $\mathbb{P}$-a.s.,

$$
\forall t \in[0, T], \quad\left|Y_{t}\right| \leq\left(\|\xi\|_{\infty}+\frac{\gamma}{\lambda}\right) e^{-\lambda(T-t)}
$$

## 4 The forward-backward system on infinite horizon

In this Section we use the previous result to study a forward-backward system on infinite horizon, when the backward equation has quadratic generator.
We consider the Itô stochastic equation for an unknown process $\left\{X_{s}, s \geq 0\right\}$ with values in a Hilbert space $H$ :

$$
\begin{equation*}
X_{s}=e^{s A} x+\int_{0}^{s} e^{(s-r) A} b\left(X_{r}\right) d r+\int_{0}^{s} e^{(s-r) A} \sigma d W_{r}, s \geq 0 \tag{18}
\end{equation*}
$$

Our assumptions will be the following:
Assumption A2. (i) The operator $A$ is the generator of a strongly continuous semigroup $e^{t A}, t \geq 0$, in a Hilbert space $H$. We denote by $m$ and $a$ two constants such that $\left|e^{t A}\right| \leq m e^{a t}$ for $t \geq 0$.
(ii) $b: H \rightarrow H$ satisfies, for some constant $L>0$,

$$
|b(x)-b(y)| \leq L|x-y|, x, y \in H
$$

(iii) $\sigma$ belongs to $L(\Xi, H)$ such that $e^{t A} \sigma \in L_{2}(\Xi, H)$ for every $t>0$, and

$$
\left|e^{t A} \sigma\right|_{L_{2}(\Xi, H)} \leq L t^{-\gamma} e^{a t}
$$

for some constants $L>0$ and $\gamma \in[0,1 / 2)$.
(iv) $b(\cdot) \in \mathscr{G}^{1}(H, H)$.
(v) Operators $A+b_{x}(x)$ are dissipative: $\langle A y, y\rangle+\left\langle b_{x}(x) y, y\right\rangle \leq 0$ for all $x \in H$ and $y \in D(A)$.

Remark 4.1. This kind of requests is usual if we wish to study the problem of the regular dependence on the data in a forward-backward system in the degenerate case on infinite horizon (compare with [17]).
We note that the assumptions (i)-(iii) are the classical assumptions to prove existence and uniqueness of the solution of equation (18) (see [9], Theorem 5.3.1, for the theory and §11.2, or [13],[14]
for some typical examples). In general the coefficient $\sigma$ depends on the process $X$. We need that $\sigma$ is constant and moreover we have to assume assumption (v) to obtain the following estimate

$$
\mathbb{P} \text {-a.s. }\left|\nabla_{x} X_{t}^{x} h\right| \leq K|h|, \quad \forall t>0 .
$$

We stress that the previous inequality is crucial in order to show the regular dependence with respect to $x$ of the process $Y$ in the forward-backward system (Theorem 4.6 below). Assumption (iv) is clearly natural to have differentiable dependence on $x$.

We start by recalling a well known result on solvability of equation (18) on a bounded interval, see e.g. [13].

Proposition 4.2. Under the assumption A2, for every $p \in[2, \infty)$ and $T>0$ there exists a unique process $X^{x} \in L^{p}(\Omega ; C(0, T ; H))$ solution of (18). Moreover, for all fixed $T>0$, the map $x \rightarrow X^{x}$ is continuous from $H$ to $L^{p}(\Omega ; C(0, T ; H))$ and

$$
\mathbb{E}\left[\sup _{r \in[0, T]}\left|X_{r}^{x}\right|^{p}\right] \leq C(1+|x|)^{p},
$$

for some constant $C$ depending only on $p, \gamma, T, L, a$ and $m$.
We need to state a regularity result on the process $X$. The proof of the following lemma can be found in [17]. In the sequel $X^{x}$ denotes the unique mild solution to (18) starting from $X_{0}=x$.

Lemma 4.3. Under the assumption A2, the map $x \rightarrow X^{x}$ is Gâteaux differentiable and belongs to $\mathscr{G}\left(H, L^{p}(\Omega, C(0, T ; H))\right.$. Moreover denoting by $\nabla_{x} X^{x}$ the partial Gâteaux derivative, then for every direction $h \in H$, the directional derivative process $\nabla_{x} X^{x} h, t \in \mathbb{R}$, solves, $\mathbb{P}$ - a.s., the equation

$$
\nabla_{x} X_{t}^{x} h=e^{t A} h+\int_{0}^{t} e^{s A} \nabla_{x} b\left(X_{s}^{x}\right) \nabla_{x} X_{s}^{x} h d s, \quad t \in \mathbb{R}^{+} .
$$

Finally, $\mathbb{P}$-a.s., $\left|\nabla_{x} X_{t}^{x} h\right| \leq K|h|$, for all $t>0$.
The associated BSDE is:

$$
\begin{equation*}
Y_{t}^{x}=Y_{T}^{x}+\int_{t}^{T} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) d s-\int_{t}^{T} Z_{s}^{x} d W_{s}, \quad 0 \leq t \leq T<\infty . \tag{19}
\end{equation*}
$$

Here $Y$ is real valued and $Z$ takes values in $\Xi^{*}, F: H \times \mathbb{R} \times \Xi^{*} \rightarrow \mathbb{R}$ is a given measurable function. The notation $Y^{x}$ and $Z^{x}$ stress the dependence of the processes $Y$ and $Z$ solution to the backward equation by the starting point $x$ in the forward equation.

We assume the following on $F$ :
Assumption A3. There exist $C \geq 0$ and $\alpha \in(0,1)$ such that

1. $|F(x, y, z)| \leq C\left(1+|y|+|z|^{2}\right)$;
2. $F(\cdot, \cdot, \cdot)$ is $\mathscr{G}^{1,1,1}\left(H \times \mathbb{R} \times \Xi^{*} ; \mathbb{R}\right)$;
3. $\left|\nabla_{x} F(x, y, z)\right| \leq C$;
4. $\left|\nabla_{z} F(x, y, z)\right| \leq C(1+|z|)$;
5. $\left|\nabla_{y} F(x, y, z)\right| \leq C(1+|z|)^{2 \alpha}$;
6. $F$ is monotone in $y$ with constant of monotonicity $\lambda>0$ in the following sense:

$$
\forall x \in H, y, y^{\prime} \in \mathbb{R}, z \in \Xi^{*}, \quad\left(y-y^{\prime}\right)\left(F(x, y, z)-F\left(x, y^{\prime}, z\right)\right) \leq-\lambda\left|y-y^{\prime}\right|^{2}
$$

Remark 4.4. In comparison with the assumptions of the previous section, we add mainly the differentiability of $F$ A3.2. We use again an approximation procedure in order to prove the regular dependence on the parameter $x$ of the solution to the BSDE (19). Hence to use known results on differentiability for BSDEs with quadratic generator on finite time interval (see [2]) we need A3.5. Finally we use A3,3 to obtain a uniform estimate on $\nabla_{x} Y_{0}^{x}$ (see Theorem 4.6 below).
Applying Theorem 3.3, we obtain:
Proposition 4.5. Let us suppose that Assumptions A2 and A3 hold. Then we have:
(i) For any $x \in H$, there exists a solution $\left(Y^{x}, Z^{x}\right)$ to the BSDE (19) such that $Y^{x}$ is a continuous process bounded by $C / \lambda$, and $Z \in \mathrm{M}^{2, \varepsilon}\left(\Xi^{*}\right)$ for each $\varepsilon>0$. The solution is unique in the class of processes $(Y, Z)$ such that $Y$ is continuous and bounded, and $Z$ belongs to $\mathrm{L}_{\mathrm{loc}}^{2}\left(\Xi^{*}\right)$.
(ii) For all $T>0$ and $p \geq 1$, the map $x \rightarrow\left(\left.Y^{x}\right|_{[0, T]},\left.Z^{x}\right|_{[0, T]}\right)$ is continuous from $H$ to the space $L^{p}(\Omega ; C(0, T ; \mathbb{R})) \times L^{p}\left(\Omega ; L^{2}\left(0, T ; \Xi^{*}\right)\right)$.

Proof. Statement (i) is an immediate consequences of Theorem 3.3. Let us prove (ii). Denoting by ( $Y^{n, x}, Z^{n, x}$ ) the unique solution of the following BSDE (with finite horizon):

$$
\begin{equation*}
Y_{t}^{n, x}=\int_{t}^{n} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) d s-\int_{t}^{n} Z_{s}^{n, x} d W_{s}, \tag{20}
\end{equation*}
$$

then, from Theorem 3.3 again, $\left|Y_{t}^{n, x}\right| \leq \frac{C}{\lambda}$ and the following convergence rate holds:

$$
\left|Y_{t}^{n, x}-Y_{t}^{x}\right| \leq \frac{C}{\lambda} \exp \{-\lambda(n-t)\}
$$

Now, if $x_{i}^{\prime} \rightarrow x$ as $i \rightarrow+\infty$ then

$$
\begin{aligned}
\left|Y_{T}^{x_{i}^{\prime}}-Y_{T}^{x}\right| & \leq\left|Y_{T}^{x_{i}^{\prime}}-Y_{T}^{n, x_{i}^{\prime}}\right|+\left|Y_{T}^{n, x}-Y_{T}^{x}\right|+\left|Y_{T}^{n, x_{i}^{\prime}}-Y_{T}^{n, x}\right| \\
& \leq 2 \frac{C}{\lambda} \exp \{-\lambda(n-T)\}+\left|Y_{T}^{n, x_{i}^{\prime}}-Y_{T}^{n, x}\right| .
\end{aligned}
$$

Moreover for fixed $n$, as $i \rightarrow \infty, Y_{T}^{n, x_{i}^{\prime}} \rightarrow Y_{T}^{n, x}$ in $L^{p}\left(\Omega, \mathscr{F}_{T}, \mathbb{P} ; \mathbb{R}\right)$ for all $p>1$, by Proposition 4.2 in [2] Thus $Y_{T}^{x_{i}^{\prime}} \rightarrow Y_{T}^{x}$ in $L^{p}\left(\Omega, \mathscr{F}_{T}, \mathbb{P} ; \mathbb{R}\right)$.
Now we can notice that $\left(\left.Y^{x}\right|_{[0, T]},\left.Z^{x}\right|_{[0, T]}\right)$ is the unique solution of the following BSDE (with finite horizon):

$$
Y_{t}^{x}=Y_{T}^{x}+\int_{t}^{T} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) d s-\int_{t}^{T} Z_{s}^{x} d W_{s}
$$

and the same holds for $\left(\left.Y^{x_{i}^{\prime}}\right|_{[0, T]},\left.Z^{x_{i}^{\prime}}\right|_{[0, T]}\right)$. By similar argument as in [2] we have

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{t \in[0, T]}\left|Y_{t}^{x}-Y_{t}^{x_{i}^{\prime}}\right|^{p}\right]^{1 \wedge 1 / p}+\mathbb{E}\left[\left(\int_{0}^{T}\left|Z_{s}^{x}-Z_{s}^{x_{i}^{\prime}}\right| d s\right)^{p / 2}\right]^{1 \wedge 1 / p} \\
& \quad \leq C \mathbb{E}\left[\left|Y_{T}^{x}-Y_{T}^{x_{i}^{\prime}}\right|^{p+1}\right]^{\frac{1}{p+1}}+\mathbb{E}\left[\left(\int_{0}^{T}\left|F\left(s, X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right)-F\left(s, X_{s}^{x_{i}^{\prime}}, Y_{s}^{x_{i}^{\prime}}, Z_{s}^{x_{i}^{\prime}}\right)\right| d s\right)^{p+1}\right]^{\frac{1}{p+1}}
\end{aligned}
$$

and we can conclude that $\left(\left.Y^{x_{i}^{\prime}}\right|_{[0, T]},\left.Z^{x_{i}^{\prime}}\right|_{[0, T]}\right) \longrightarrow\left(\left.Y^{x}\right|_{[0, T]},\left.Z^{x}\right|_{[0, T]}\right)$ in $L^{p}(\Omega ; C(0, T ; \mathbb{R})) \times$ $L^{p}\left(\Omega ; L^{2}\left(0, T ; \Xi^{*}\right)\right)$.

We need to study the regularity of $Y^{x}$. More precisely, we would like to show that $Y_{0}^{x}$ belongs to $\mathscr{G}^{1}(H, \mathbb{R})$.
We are now in position to prove the main result of this section.
Theorem 4.6. Let $\overline{A 2}$ and A3 hold. The map $x \rightarrow Y_{0}^{x}$ belongs to $\mathscr{G}^{1}(H, \mathbb{R})$. Moreover $\left|Y_{0}^{x}\right|+\left|\nabla_{x} Y_{0}^{x}\right| \leq$ c, for a suitable constant $c$.

Proof. Fix $n \geq 1$, let us consider the solution $\left(Y^{n, x}, Z^{n, x}\right)$ of (20). Then, see [2], Proposition 4.2, the map $x \rightarrow\left(Y^{n, x}(\cdot), Z^{n, x}(\cdot)\right)$ is Gâteaux differentiable from $H$ to $L^{p}(\Omega, C(0, T ; \mathbb{R})) \times$ $L^{p}\left(\Omega ; L^{2}\left(0, T ; \Xi^{*}\right)\right), \forall p \in(1, \infty)$. Denoting by $\left(\nabla_{x} Y^{n, x} h, \nabla_{x} Z^{n, x} h\right)$ the partial Gâteaux derivatives with respect to $x$ in the direction $h \in H$, the processes $\left\{\nabla_{x} Y_{t}^{n, x} h, \nabla_{x} Z_{t}^{n, x} h, t \in[0, n]\right\}$ solves the equation, $\mathbb{P}$ - a.s.,

$$
\begin{align*}
\nabla_{x} Y_{t}^{n, x} h= & \int_{t}^{n} \nabla_{x} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \nabla_{x} X_{s}^{n, x} h d s \\
& +\int_{t}^{n} \nabla_{y} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \nabla_{x} Y_{s}^{n, x} h d s  \tag{21}\\
& +\int_{t}^{n} \nabla_{z} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \nabla_{x} Z_{s}^{n, x} h d s-\int_{t}^{n} \nabla_{x} Z_{s}^{n, x} h d W_{s} .
\end{align*}
$$

We note that we can write the generator of the previous equation as

$$
\phi_{s}^{n}(u, v)=\psi_{s}^{n}+a_{s}^{n} u+\left\langle b_{s}^{n}, v>\right.
$$

where $\psi$ and $a$ are real processes defined respectively by

$$
\psi_{s}^{n}=\nabla_{x} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \nabla_{x} X_{s}^{n, x} h, \quad a_{s}^{n}=\nabla_{y} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right)
$$

and $b^{n}$ is given by

$$
b_{s}^{n}=\nabla_{z} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) .
$$

$b^{n}$ belongs to the space $L\left(\Xi^{*}, \mathbb{R}\right)$ and by Riesz isometry can be identified with an element of $\Xi^{*}$. By Assumption A3 and Lemma 4.3, we have that for all $x, h \in H$ the following holds $\mathbb{P}$-a.s. for all $n \in \mathbb{N}$ and all $s \in[0, n]$ :

$$
\begin{gathered}
\left|\psi_{s}^{n}\right|=\left|\nabla_{x} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \nabla_{x} X_{s}^{x} h\right| \leq C|h|, \\
a_{s}^{n}=\nabla_{y} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \leq-\lambda \leq 0, \quad\left|b_{s}^{n}\right|=\left|\nabla_{z} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right)\right| \leq C\left(1+\left|Z_{s}^{n, x}\right|\right) .
\end{gathered}
$$

As mentionned before, $\int_{0}^{\cdot} Z_{s}^{n, x} d W_{s}$ is a BMO-martingale. Hence,

$$
\mathscr{E}_{t}=\exp \left(\int_{0}^{t} b_{s} d W_{s}-\frac{1}{2} \int_{0}^{t}\left|b_{s}\right|^{2} d s\right), \quad 0 \leq t \leq n
$$

$\int_{0} b_{s}^{n} d W_{s}$ is also a is a uniformly integrable martingale. By Remark 3.5, we obtain

$$
\sup _{t \in[0, n]}\left|\nabla_{x} Y_{t}^{n, x}\right| \leq \bar{C}|h|, \quad \mathbb{P}-\text { a.s. }
$$

We recall that (see (14))

$$
\begin{equation*}
\sup _{n \geq 1} \mathbb{E}\left(\int_{0}^{\infty} e^{-\epsilon s}\left|Z_{s}^{n, x}\right|^{2} d s\right)<\infty \tag{22}
\end{equation*}
$$

Hence, applying Itô's formula to $e^{-2 \lambda t}\left|\nabla_{x} Y_{t}^{n, x} h\right|^{2}$ and arguing as in the proof of Theorem 3.3, thanks to the (22), we get:

$$
\mathbb{E} \int_{0}^{\infty} e^{-2 \lambda t}\left(\left|\nabla_{x} Y_{t}^{n, x} h\right|^{2}+\left|\nabla_{x} Z_{t}^{n, x} h\right|^{2}\right) d t \leq C_{1}|h|^{2} .
$$

Fix $x, h \in H$, there exists a subsequence of $\left\{\left(\nabla_{x} Y^{n, x} h, \nabla_{x} Z^{n, x} h, \nabla_{x} Y_{0}^{n, x} h\right): n \in \mathbb{N}\right\}$ which we still denote by itself, such that ( $\nabla_{x} Y^{n, x} h, \nabla_{x} Z^{n, x} h$ ) converges weakly to ( $U^{1}(x, h), V^{1}(x, h)$ ) in $\mathrm{M}^{2, \lambda}\left(\Xi^{*}\right)$ and $\nabla_{x} Y_{0}^{n, x} h$ converges to $\xi(x, h) \in \mathbb{R}$.
Now we write the equation (21) as follows: $t \in[0, n]$

$$
\begin{align*}
\nabla_{x} Y_{t}^{n, x} h= & \nabla_{x} Y_{0}^{n, x} h-\int_{0}^{t} \nabla_{x} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \nabla_{x} X_{s}^{x} h d s \\
& -\int_{0}^{t} \nabla_{y} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \nabla_{x} Y_{s}^{n, x} h d s  \tag{23}\\
& -\int_{0}^{t} \nabla_{z} F\left(X_{s}^{x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) \nabla_{x} Z_{s}^{n, x} h d s+\int_{0}^{t} \nabla_{x} Z_{s}^{n, x} h d W_{s}
\end{align*}
$$

and we define an other process $U_{t}^{2}(x, h)$ by

$$
\begin{align*}
U_{t}^{2}(x, h)= & \xi(x, h)-\int_{0}^{t} \nabla_{x} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) \nabla_{x} X_{s}^{x} h d s \\
& -\int_{0}^{t} \nabla_{y} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) U_{s}^{1}(x, h) d s  \tag{24}\\
& -\int_{0}^{t} \nabla_{z} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) V_{s}^{1}(x, h) d s+\int_{0}^{t} V_{s}^{1}(x, h) d W_{s},
\end{align*}
$$

where $\left(Y^{x}, Z^{x}\right)$ is the unique bounded solution to the backward equation (19), see Proposition 4.5. Passing to the limit in the equation (23) it is easy to show that $\nabla_{x} Y_{t}^{n, x} h$ converges to $U_{t}^{2}(x, h)$ weakly in $L^{1}(\Omega)$ for all $t>0$.
Thus $U_{t}^{2}(x, h)=U_{t}^{1}(x, h)$, $\mathbb{P}$-a.s. for a.e. $t \in \mathbb{R}^{+}$and $\left|U_{t}^{2}(x, h)\right| \leq \bar{C}|h|$.
Now consider the following equation on infinite horizon

$$
\begin{align*}
U_{t}(x, h)= & U_{0}(x, h)-\int_{0}^{t} \nabla_{x} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) \nabla_{x} X_{s}^{x} h d s \\
& -\int_{0}^{t} \nabla_{y} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) U_{s}(x, h) d s  \tag{25}\\
& -\int_{0}^{t} \nabla_{z} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) V_{s}(x, h) d s+\int_{0}^{t} V_{s}(x, h) d W_{s} .
\end{align*}
$$

We claim that this equation has a solution.
For each $n \in \mathbb{N}$ consider the finite horizon BSDE (with final condition equal to zero):

$$
\begin{aligned}
U_{t}^{n}(x, h)= & \int_{t}^{n} \nabla_{x} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) \nabla_{x} X_{s}^{x} h d s \\
& +\int_{t}^{n} \nabla_{y} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) U_{s}^{n}(x, h) d s \\
& +\int_{t}^{n} \nabla_{z} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) V_{s}^{n}(x, h) d s-\int_{t}^{n} V_{s}^{n}(x, h) d W_{s},
\end{aligned}
$$

By the result in [2] we know that this equation has a unique solution $\left(U_{n}(\cdot, x, h), V_{n}(\cdot, x, h)\right) \in$ $L^{p}(\Omega ; C(0, n ; \mathbb{R})) \times L^{p}\left(\Omega ; L^{2}\left(0, n ; \Xi^{*}\right)\right)$. The generator of this equation can be rewritten as

$$
\phi_{t}(u, v)=\psi_{t}+a_{t} u+b_{t} v
$$

where $\psi_{t}=\nabla_{x} F\left(X_{t}^{x}, Y_{t}^{x}, Z_{t}^{x}\right) \nabla_{x} X_{t}^{x}$ and $\left|\psi_{t}\right| \leq C|h|, a_{t}=\nabla_{y} F\left(X^{s}, Y^{s}, Z^{s}\right) \leq-\lambda, b_{t}=$ $\nabla_{z} F\left(X^{s}, Y^{s}, Z^{s}\right)$ and $\left|b_{t}\right| \leq C\left(1+\left|Z_{t}^{x}\right|\right)$. On the interval [0,n] the process $\int_{0} Z_{s}^{x} d W s$ is a BMOmartingale. Hence, from Remark 3.5 it follows that $\mathbb{P}$-a.s. $\forall n \in \mathbb{N}, \forall t \in[0, n]\left|U_{t}^{n}\right| \leq \frac{\bar{C}}{\lambda}|h|$ and as in the proof of existence in the Theorem 3.3, we can conclude that

1. for each $t \geq 0 U_{t}^{n}(x, h)$ is a Cauchy sequence in $L^{\infty}(\Omega)$ which converges to a process $U$ and $\mathbb{P}$-a.s., $\forall t \in[0, n]$

$$
\begin{equation*}
\left|U_{t}^{n}(x, h)-U_{t}(x, h)\right| \leq \frac{C}{\lambda}|h| e^{-\lambda(n-t)} ; \tag{26}
\end{equation*}
$$

2. $V_{.}^{n}(x, h)$ is a Cauchy sequence in $\mathrm{L}_{\mathrm{loc}}^{2}\left(\Xi^{*}\right)$;
3. The limit processes ( $U .(x, h), V .(x, h)$ satisfy the BSDE (25).

Moreover still from Remark 3.5 we get that the solution is unique.
Coming back to equation (24), we have that $\left(U^{2}(x, h), V^{1}(x, h)\right)$ is solution in $\mathbb{R}^{+}$of the equation (25).

In particular we notice that $U_{0}(x, h)=\xi(x, h)$ is the limit of $\nabla_{x} Y_{0}^{n, x} h$ (along the chosen subsequence). The uniqueness of the solution to (25) implies that in reality $U_{0}(x, h)=\lim _{n \rightarrow \infty} \nabla_{x} Y_{0}^{n, x} h$ along the original sequence.
Now let $x_{i} \rightarrow x$.

$$
\begin{align*}
\mid U_{0}(x, h) & -U_{0}\left(x_{i}, h\right)\left|\leq\left|U_{0}(x, h)-U_{0}^{n}(x, h)\right|+\left|U_{0}^{n}(x, h)-U_{0}^{n}\left(x_{i}, h\right)\right|+\right.  \tag{27}\\
& +\left|U_{0}^{n}\left(x_{i}, h\right)-U_{0}\left(x_{i}, h\right)\right| \leq \frac{2 C}{\lambda} e^{-\lambda n}|h|+\left|U_{0}^{n}(x, h)-U_{0}^{n}\left(x_{i}, h\right)\right|,
\end{align*}
$$

where we have used the inequality (26). We now notice that $\nabla_{x} F, \nabla_{y} F, \nabla_{z} F$ are, by assumptions, continuous and $\left|\nabla_{x} F\right| \leq C,\left|\nabla_{y} F\right| \leq C(1+|Z|)^{2 \alpha},\left|\nabla_{z} F\right| \leq C(1+|Z|)$. Moreover the following statements on continuous dependence on $x$ hold:
maps $x \rightarrow X^{x}, x \rightarrow \nabla_{x} X^{x} h$ are continuous from $H \rightarrow L_{\mathscr{P}}^{p}(\Omega ; C(0, T ; H)$ (see [13] Proposition 3.3);
the map $\left.x \rightarrow Y^{x}\right|_{[0, T]}$ is continuous from $H$ to $L_{\mathscr{P}}^{p}(\Omega ; C(0, T ; \mathbb{R}))$ (see Proposition 4.5 here);
the map $\left.x \rightarrow Z^{x}\right|_{[0, T]}$ is continuous from $H$ to $L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}(0, T ; \Xi)\right)$ (see Proposition 4.5 here ).
We can therefore apply to (26) the continuity result of [13] Proposition 4.3 to obtain in particular that $U_{0}^{n}\left(x_{i}, h\right) \rightarrow U_{0}^{n}(x, h)$ for all fixed $n$ as $i \rightarrow \infty$. And by (27) we can conclude that $U_{0}\left(x_{i}, h\right) \rightarrow$ $U_{0}(x, h)$ as $i \rightarrow \infty$.
Summarizing $U_{0}(x, h)=\lim _{n \rightarrow \infty} \nabla_{x} Y_{0}^{n, x} h$ exists, moreover it is clearly linear in $h$ and verifies $\left|U_{0}(x, h)\right| \leq C|h|$, finally it is continuous in $x$ for every $h$ fixed.
Finally, for $t>0$,

$$
\begin{aligned}
\lim _{t \searrow 0} \frac{1}{t}\left[Y_{0}^{x+t h}-Y_{0}^{x}\right] & =\lim _{t \searrow 0} \frac{1}{t} \lim _{n \rightarrow+\infty}\left[Y_{0}^{n, x+t h}-Y_{0}^{n, x}\right]=\lim _{t \searrow 0} \lim _{n \rightarrow+\infty} \int_{0}^{1} \nabla_{x} Y_{0}^{n, x+\theta t h} h d \theta \\
& =\lim _{t \searrow 0} \int_{0}^{1} U_{0}(x+\theta t h, h) d \theta=U_{0}(x, h)
\end{aligned}
$$

and the claim is proved.

## 5 Mild Solution of the elliptic PDE

Now we can proceed as in [14]. Let us consider the forward equation

$$
\begin{equation*}
X_{s}^{x}=e^{s A} x+\int_{0}^{s} e^{(s-r) A} b\left(X_{r}^{x}\right) d r+\int_{0}^{s} e^{(s-r) A} \sigma d W_{r}, s \geq 0 \tag{28}
\end{equation*}
$$

Assuming that Assumption A2 holds, we define in the usual way the transition semigroup $\left(P_{t}\right)_{t \geq 0}$, associated to the process $X$ :

$$
P_{t}[\phi](x)=\mathbb{E} \phi\left(X_{t}^{x}\right), \quad x \in H,
$$

for every bounded measurable function $\phi: H \rightarrow \mathbb{R}$. Formally, the generator $\mathscr{L}$ of $\left(P_{t}\right)$ is the operator

$$
\mathscr{L} \phi(x)=\frac{1}{2} \operatorname{Trace}\left(\sigma \sigma^{*} \nabla^{2} \phi(x)\right)+\langle A x+b(x), \nabla \phi(x)\rangle .
$$

In this section we address solvability of the non linear stationary Kolmogorov equation:

$$
\begin{equation*}
\mathscr{L} v(x)+F(x, v(x), \nabla v(x) \sigma)=0, \quad x \in H \tag{29}
\end{equation*}
$$

when the coefficient $F$ verifies Assumption A3. Note that, for $x \in H, \nabla v(x)$ belongs to $H^{*}$, so that $\nabla v(x) \sigma$ is in $\Xi^{*}$.
Definition 5.1. We say that a function $v: H \rightarrow \mathbb{R}$ is a mild solution of the non linear stationary Kolmogorov equation (29) if the following conditions hold:
(i) $v \in \mathscr{G}^{1}(H, \mathbb{R})$ and $\exists C>0$ such that $|v(x)| \leq C,\left|\nabla_{x} v(x) h\right| \leq C|h|$, for all $x, h \in H$;
(ii) the following equality holds, for every $x \in H$ and $T \geq 0$ :

$$
\begin{equation*}
v(x)=e^{-\lambda T} P_{T}[v](x)+\int_{0}^{T} e^{-\lambda t} P_{t}[F(\cdot, v(\cdot), \nabla v(\cdot) \sigma)+\lambda v(\cdot)](x) d t . \tag{30}
\end{equation*}
$$

where $\lambda$ is the monotonicity constant in Assumption A3.
Together with equation (28) we also consider the backward equation

$$
\begin{equation*}
Y_{t}^{x}=Y_{T}^{x}+\int_{t}^{T} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) d s-\int_{t}^{T} Z_{s}^{x} d W_{s}, \quad 0 \leq t \leq T<\infty, \tag{31}
\end{equation*}
$$

where $F: H \times \mathbb{R} \times \Xi^{*} \rightarrow \mathbb{R}$ is the same occurring in the nonlinear stationary Kolmogorov equation. Under the Assumptions A2, A33, Propositions 4.2-4.5 give a unique solution $\left\{X_{t}^{x}, Y_{t}^{x}, Z_{t}^{x}\right\}$, for $t \geq 0$, of the forward-backward system (28)-(31). We can now state the following

Theorem 5.2. Let Assumption A2 and hold.
Then equation (29) has a unique mild solution given by the formula

$$
v(x)=Y_{0}^{x} .
$$

where $\left\{X_{t}^{x}, Y_{t}^{x}, Z_{t}^{x}, t \geq 0\right\}$ is the solution of the forward-backward system (28)-(31). Moreover the following holds:

$$
Y_{t}^{x}=v\left(X_{t}^{x}\right), \quad Z_{t}^{x}=\nabla v\left(X_{t}^{x}\right) \sigma .
$$

Proof. Let us recall that for $s \geq 0, Y_{s}^{x}$ is measurable with respect to $\mathscr{F}_{[0, s]}$ and $\mathscr{F}_{s}$; it follows that $Y_{0}^{x}$ is deterministic (see also [8]). Moreover, as a byproduct of Proposition 4.6, the function $v$ defined by the formula $v(x)=Y_{0}^{x}$ has the regularity properties stated in Definition 5.1. The proof of the equality (30) and of the uniqueness of the solution is identical to the proof of Theorem 6.1 in [14].

## 6 Application to optimal control

We wish to apply the above results to perform the synthesis of the optimal control for a general nonlinear control system on an infinite time horizon. To be able to use non-smooth feedbacks we settle the problem in the framework of weak control problems. Again we follow [14] with slight modifications. We report the argument for reader's convenience.
As above by $H, \Xi$ we denote separable real Hilbert spaces and by $U$ we denote a Banach space.
For fixed $x_{0} \in H$ an admissible control system (a.c.s) is given by $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{P},\left\{W_{t}, t \geq 0\right\}, u\right)$ where

- $(\Omega, \mathscr{F}, \mathbb{P})$ is a complete probability space and $\left(\mathscr{F}_{t}\right)_{t \geq 0}$ is a filtration on it satisfying the usual conditions.
- $\left\{W_{t}: t \geq 0\right\}$ is a $\Xi$-valued cylindrical Wiener process relatively to the filtration $\left(\mathscr{F}_{t}\right)_{t \geq 0}$ and the probability $\mathbb{P}$.
- $u: \Omega \times\left[0, \infty\left[\rightarrow U\right.\right.$ is a predictable process (relatively to $\left.\left(\mathscr{F}_{t}\right)_{t \geq 0}\right)$ that satisfies the constraint: $u_{t} \in \mathscr{U}, \mathbb{P}$-a.s. for a.e. $t \geq 0$, where $\mathscr{U}$ is a fixed closed subset of $U$.

To each a.c.s. we associate the mild solution $X \in L_{\mathscr{P}}^{p}(\Omega ; C(0, T ; H)$ ) (for arbitrary $T>0$ and arbitrary $p \geq 1$ ) of the state equation:

$$
\left\{\begin{array}{l}
d X_{s}^{x}=\left(A X_{s}^{x}+b\left(X_{s}^{x}\right)+\sigma r\left(X_{s}^{x}, u_{s}\right)\right) d s+\sigma d W_{s}, \quad s \geq 0,  \tag{32}\\
X_{0}=x \in H,
\end{array}\right.
$$

and the cost:

$$
\begin{equation*}
J(x, u)=\mathbb{E} \int_{0}^{+\infty} e^{-\lambda t} g\left(X_{t}^{x}, u_{t}\right) d t \tag{33}
\end{equation*}
$$

where $g: H \times U \rightarrow \mathbb{R}$. Our purpose is to minimize the functional $J$ over all a.c.s. Notice the occurrence of the operator $\sigma$ in the control term: this special structure of the state equation is imposed by our techniques.
We work under the following assumptions.
Assumption A4. 1. The process W is a Wiener process in $\Xi$, defined on a complete probability space $(\Omega, \mathscr{F}, \mathbb{P})$ with respect to a filtration $\left(\mathscr{F}_{t}\right)$ satisfying the usual conditions.
2. A, $b$ and $\sigma$ verify Assumption A2.
3. The set $\mathscr{U}$ is a nonempty closed subset of $U$.
4. The functions $r: H \times U \rightarrow \Xi, g: H \times U \rightarrow \mathbb{R}$ are Borel measurable and for all $x \in H, r(x, \cdot)$ and $g(x, \cdot)$ are continuous functions from $U$ to $\Xi$ and from $U$ to $\mathbb{R}$, respectively.
5. There exists a constant $C \geq 0$ such that for every $x, x^{\prime} \in H, u \in K$ it holds that

$$
\begin{gather*}
\left|r(x, u)-r\left(x^{\prime}, u\right)\right| \leq C(1+|u|)\left|x-x^{\prime}\right|, \\
|r(x, u)| \leq C(1+|u|),  \tag{34}\\
0 \leq g(x, u) \leq C\left(1+|u|^{2}\right), \tag{35}
\end{gather*}
$$

6. There exist $R>0$ and $c>0$ such that for every $x \in H u \in U$ satisfying $|u| \geq R$,

$$
\begin{equation*}
g(x, u) \geq c|u|^{2} . \tag{36}
\end{equation*}
$$

We will say that an $\left(\mathscr{F}_{t}\right)$-adapted stochastic process $\left\{u_{t}, t \geq 0\right\}$ with values in $U$ is an admissible control if it satisfies

$$
\begin{equation*}
\mathbb{E} \int_{0}^{\infty} e^{-\lambda t}\left|u_{t}\right|^{2} d t<\infty \tag{37}
\end{equation*}
$$

This square summability requirement is justified by (36): a control process which is not square summable would have infinite cost. Moreover it follows by (35) that the cost functional is well defined and $J(x, u)<\infty$ for all $x \in H$ and all a.c.s.

Remark 6.1. We set the optimal control problem for a general nonlinear control system on an infinite time horizon in such way to use the previous results on forward-backward system and elliptic partial differential equations. In particular the assumptions A4.4 and A4.5 are needed to have the Hamiltonian corresponding to the control problem with quadratic growth in the gradient and consequently the associated BSDEs with quadratic growth in the $z$ variable.

Now we state that for every admissible control the solution to (32) exists.
Proposition 6.2. Let $u$ be an admissible control. Then there exists a unique, continuous, ( $\mathscr{F}_{t}$ )-adapted process $X$ satisfying $\mathbb{E} \sup _{t \in[0, T]}\left|X_{t}\right|^{2}<\infty$, and $\mathbb{P}$-a.s., $t \in[0, T]$

$$
X_{t}^{x}=e^{t A} x+\int_{0}^{t} e^{(t-s) A} b\left(X_{s}^{x}\right) d s+\int_{0}^{t} e^{(t-s) A} \sigma d W_{s}+\int_{0}^{t} e^{(t-s) A} \sigma r\left(X_{s}^{x}, u_{s}\right) d s
$$

Proof. The proof is an immediate extension to the infinite dimensional case of the Proposition 2.3 in [12].

By the previous Proposition and the arbitrariness of $T$ in its statement, the solution is defined for every $t \geq 0$. We define in a classical way the Hamiltonian function relative to the above problem: for all $x \in H, y \in \mathbb{R}, z \in \Xi^{*}$,

$$
\begin{gather*}
F(x, y, z)=\inf \{g(x, u)+z r(x, u): u \in \mathscr{U}\}-\lambda y  \tag{38}\\
\Gamma(x, y, z)=\{u \in U: g(x, u)+z r(x, u)-\lambda y=F(x, y, z)\} . \tag{39}
\end{gather*}
$$

$\Gamma(x, y, z)$ is the set of minimizers in (38).
The proof of the following Lemma can be found in [12] Lemma 3.1.
Lemma 6.3. The map $F$ is a Borel measurable function from $H \times \Xi^{*}$ to $\mathbb{R}$. There exists a constant $C>0$ such that

$$
\begin{equation*}
-C\left(1+|z|^{2}\right)-\lambda y \leq F(x, y, z) \leq g(x, u)+C|z|(1+|u|)-\lambda y \quad \forall u \in \mathscr{U} . \tag{40}
\end{equation*}
$$

We require moreover that
Assumption A5. F satisfies assumption A3 2-3-4.
Example 6.4. Let consider the following situation: $H=\Xi=U=\mathscr{U}=L^{2}(0,1)$, and $r(x, u)=u$, $g(x, u)=q(x)+|u|^{2} / 2$, where $q: H \rightarrow \mathbb{R}$ such that $0 \leq q(x) \leq C, q \in \mathscr{G}^{1}(H, \mathbb{R})$ with $\left|\nabla_{x} q(x) h\right| \leq$ $C|h|$. Then we have

$$
F(x, y, z)=q(x)-\frac{|z|^{2}}{2}-\lambda y .
$$

We note that $F$ is Fréchet differentiable with respect to $z$ and $\Gamma(x, y, z)=-z$ turns out to be a continuous function of $z$ only.

By Theorem 5.2, the stationary Hamilton-Jacobi-Bellman equation relative to the above stated problem, namely:

$$
\begin{equation*}
\mathscr{L} v(x)+F(x, v(x), \nabla v(x) \sigma)=0, \quad x \in H, \tag{41}
\end{equation*}
$$

admits a unique mild solution, in the sense of Definition 5.1.

## The fundamental relation

Proposition 6.5. Let $v$ be the solution of (41). For every admissible control $u$ and for the corresponding trajectory $X$ starting at $x$ we have

$$
\begin{aligned}
& J(x, u)=v(x)+ \\
& \mathbb{E} \int_{0}^{\infty} e^{-\lambda t}\left(-F\left(X_{t}^{x}, \nabla v\left(X_{t}^{x}\right) \sigma\right)-\lambda v\left(X_{t}^{x}\right)+\nabla_{x} v\left(X_{t}^{x}\right) \sigma r\left(X_{t}^{x}, u_{t}\right)+g\left(X_{t}^{x}, u_{t}\right)\right) d t .
\end{aligned}
$$

Proof. We introduce the sequence of stopping times

$$
\tau_{n}=\inf \left\{t \in[0, T]: \int_{0}^{t}\left|u_{s}\right|^{2} d s \geq n\right\}
$$

with the convention that $\tau_{n}=T$ if the indicated set is empty. By (37), for $\mathbb{P}$-almost every $\omega \in \Omega$, there exists an integer $N(\omega)$ depending on $\omega$ such that

$$
\begin{equation*}
n \geq N(\omega) \Longrightarrow \tau_{n}(\omega)=T \tag{42}
\end{equation*}
$$

Let us fix $u_{0} \in K$, and for every $n$, let us define

$$
u_{t}^{n}=u_{t} 1_{t \leq \tau_{n}}+u_{0} 1_{t>\tau_{n}}
$$

and consider the equation

$$
\left\{\begin{array}{l}
d X^{n, x}=b\left(X_{t}^{n, x}\right) d t+\sigma\left[d W_{t}+r\left(X_{t}^{n, x}, u_{t}^{n}\right) d t\right], \quad 0 \leq t \leq T  \tag{43}\\
X_{0}^{n, x}=x .
\end{array}\right.
$$

Let us define

$$
W_{t}^{n}=W_{t}+\int_{0}^{t} r\left(X_{s}^{n, x}, u_{s}^{n}\right) d s, \quad 0 \leq t \leq T
$$

From the definition of $\tau_{n}$ and from (34), it follows that

$$
\begin{equation*}
\int_{0}^{T}\left|r\left(X_{s}^{n, x}, u_{s}^{n}\right)\right|^{2} d s \leq C \int_{0}^{T}\left(1+\left|u_{s}^{n}\right|\right)^{2} d s \leq C \int_{0}^{\tau_{n}}\left(1+\left|u_{s}\right|\right)^{2} d s+C \leq C+C n \tag{44}
\end{equation*}
$$

Therefore defining

$$
\rho_{n}=\exp \left(\int_{0}^{T}-r\left(X_{s}^{n, x}, u_{s}^{n}\right) d W_{s}-\frac{1}{2} \int_{0}^{T}\left|r\left(X_{s}^{n, x}, u_{s}^{n}\right)\right|^{2} d s\right)
$$

the Novikov condition implies that $\mathbb{E} \rho_{n}=1$. Setting $d \mathbb{P}_{T}^{n}=\rho_{n} d \mathbb{P}_{\mid \mathscr{F}_{T}}$, by the Girsanov theorem $W^{n}$ is a Wiener process under $\mathbb{P}_{T}^{n}$. Relatively to $W^{n}$ the equation (43) can be written:

$$
\left\{\begin{array}{l}
d X_{t, x}^{n, x}=b\left(X_{t}^{n, x}\right) d t+\sigma d W_{t}^{n}, \quad 0 \leq t \leq T  \tag{45}\\
X_{0}^{n, x}=x
\end{array}\right.
$$

Consider now the following finite horizon Markovian forward-backward system (with respect to probability $\mathbb{P}_{T}^{n}$ and to the filtration generated by $\left\{W_{r}^{n}: r \in[0, T]\right\}$ ):

$$
\left\{\begin{array}{l}
X_{r}^{n, x}=e^{r A} x+\int_{0}^{r} e^{(r-s) A} b\left(X_{s}^{n, x}\right) d s+\int_{0}^{r} e^{(r-s) A} \sigma d W_{s}^{n}, \quad r \geq 0,  \tag{46}\\
Y_{r}^{n, x}-v\left(X_{T}^{n, x}\right)+\int_{r}^{T} Z_{s}^{n, x} d W_{s}^{n}=\int_{r}^{T} F\left(X_{s}^{n, x}, Y_{s}^{n, x}, Z_{s}^{n, x}\right) d s, 0 \leq r \leq T,
\end{array}\right.
$$

and let ( $X^{n, x}, Y^{n, x}, Z^{n, x}$ ) be its unique solution. ( $X^{n, x}, Y^{n, x}, Z^{n, x}$ ) is predictable with respect to the filtration generated by $\left\{W_{r}^{n}: r \in[0, T]\right\}, X^{n, x}$ is continuous and $\mathbb{E}_{T}^{n} \sup _{t \in[0, T]}\left|X_{t}^{n, x}\right|^{2}<+\infty, Y^{n, x}$ is bounded and continuous, and $\mathbb{E}_{T}^{n} \int_{0}^{T}\left|Z_{t}^{n, x}\right|^{2} d t<+\infty$. Moreover, Theorem 5.2 and uniqueness of the solution of system (46), yields that

$$
\begin{equation*}
Y_{t}^{n, x}=v\left(X_{t}^{n, x}\right), \quad Z_{t}^{n, x}=\nabla v\left(X_{t}^{n, x}\right) \sigma . \tag{47}
\end{equation*}
$$

Applying the Itô formula to the process $e^{-\lambda t} Y_{t}^{n, x}$, and restoring the original noise $W$ we get

$$
\begin{align*}
e^{-\lambda \tau_{n}} Y_{\tau_{n}}^{n, x}=Y_{0}^{n, x} & +\int_{0}^{\tau_{n}}-e^{-\lambda t} F\left(X_{t}^{n, x}, Y_{t}^{n, x}, Z_{t}^{n, x}\right) d t+ \\
& +\int_{0}^{\tau_{n}}-\lambda e^{-\lambda t} Y_{t}^{n, x} d t+\int_{0}^{\tau_{n}} e^{-\lambda t} Z_{t}^{n, x} d W_{t}+\int_{0}^{\tau_{n}} e^{-\lambda t} Z_{t}^{n, x} r\left(X_{t}^{n, x}, u_{t}^{n}\right) d t . \tag{48}
\end{align*}
$$

We note that for every $p \in[1, \infty)$ we have

$$
\begin{align*}
& \rho_{n}^{-p}=\exp \left(p \int_{0}^{T} r\left(X_{s}^{n, x}, u_{s}^{n}\right) d W_{s}^{n}-\frac{p^{2}}{2} \int_{0}^{T}\left|r\left(X_{s}^{n, x}, u_{s}^{n}\right)\right|^{2} d s\right) \\
& \cdot \exp \left(\frac{p^{2}-p}{2} \int_{0}^{T}\left|r\left(X_{s}^{n, x}, u_{s}^{n}\right)\right|^{2} d s\right) . \tag{49}
\end{align*}
$$

By (44) the second exponential is bounded by a constant depending on $n$ and $p$, while the first one has $\mathbb{P}^{n}$-expectation, equal to 1 . So we conclude that $\mathbb{E}^{n} \rho_{n}^{-p}<\infty$. It follows that

$$
\begin{aligned}
\left.\left.\mathbb{E}\left(\int_{0}^{T} e^{-2 \lambda t} \mid Z_{t}^{n, x}\right)\right|^{2} d t\right)^{1 / 2} \leq \mathbb{E}^{n}\left(\int_{0}^{T} \rho_{n}^{-2}\left|Z_{t}^{n, x}\right|^{2} d t\right)^{1 / 2} & \leq \\
& \leq\left(\mathbb{E}^{n} \rho_{n}^{-2}\right)^{1 / 2} \mathbb{E}^{n}\left(\int_{0}^{T}\left|Z_{t}^{n, x}\right|^{2} d t\right)^{1 / 2}<\infty
\end{aligned}
$$

and the stochastic integral in (48) has zero expectation. By identification in (47) we have $Y_{0}^{n}=v(x)$ and, for $t \leq \tau_{n}$, we also have $u_{t}^{n}=u_{t}, X_{t}^{n, x}=X_{t}^{x}, Y_{t}^{n, x}=v\left(X_{t}^{n, x}\right)=v\left(X_{t}^{x}\right)$ and $Z_{t}^{n, x}=\nabla_{x} v\left(X_{t}^{x}\right)$. Thus, taking the expectation in (48), we obtain

$$
\begin{align*}
& \mathbb{E}\left[e^{-\lambda \tau_{n}} Y_{\tau_{n}}^{n, x}\right]=v(x)+ \\
&+\mathbb{E} \int_{0}^{\tau_{n}} e^{-\lambda t}\left(-F\left(X_{t}^{x}, v\left(X_{t}^{x}\right), \nabla_{x} v\left(X_{t}^{x}\right) \sigma\right)-\lambda v\left(X_{t}^{x}\right)+\nabla_{x} v\left(X_{t}^{x}\right) \sigma r\left(X_{t}^{x}, u_{t}\right)\right) d t \tag{50}
\end{align*}
$$

and, adding to the both sides $\mathbb{E} \int_{0}^{\tau_{n}} e^{-\lambda t} g\left(X_{t}^{x}, u_{t}\right) d t$,

$$
\begin{align*}
& \mathbb{E} \int_{0}^{\tau_{n}} e^{-\lambda t} g\left(X_{t}^{x}, u_{t}\right) d t+\mathbb{E}\left[e^{-\lambda \tau_{n}} Y_{\tau_{n}^{n, x}}^{n}\right]=v(x)+ \\
+ & \mathbb{E} \int_{0}^{\tau_{n}} e^{-\lambda t}\left(-F\left(X_{t}^{x}, v\left(X_{t}^{x}\right), \nabla_{x} v\left(X_{t}^{x}\right) \sigma\right)-\lambda v\left(X_{t}^{x}\right)+\nabla_{x} v\left(X_{t}^{x}\right) \sigma r\left(X_{t}^{x}, u_{t}\right)+g\left(X_{t}^{x}, u_{t}\right)\right) d t . \tag{51}
\end{align*}
$$

Now we let $n \rightarrow \infty$. For $n \geq N(\omega)$ we have $\tau_{n}(\omega)=T$ and $e^{-\lambda \tau_{n}} Y_{\tau_{n}}^{n, x}=e^{-\lambda T} Y_{T}^{n, x}=e^{-\lambda T} v\left(X_{T}^{n, x}\right)=$ $e^{-\lambda T} v\left(X_{T}^{x}\right)$. Since $Y^{n, x}$ is bounded, by the dominated convergence theorem it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E} e^{-\lambda \tau_{n}} Y_{\tau_{n}}^{n, x}=e^{-\lambda T} \mathbb{E} v\left(X_{T}^{x}\right) \tag{52}
\end{equation*}
$$

Moreover, by definition of $F,-F(x, y, z)-\lambda y+z r(x, u)+g(x, u) \geq 0$ and by (35) $g(x, u) \geq 0$. Hence, thanks to (52) and the monotone convergence theorem, we obtain for $n \rightarrow \infty$,

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T} e^{-\lambda t} g\left(X_{t}^{x}, u_{t}\right) d t+e^{-\lambda T} \mathbb{E} v\left(X_{T}^{x}\right)=v(x)+ \\
& \quad+\mathbb{E} \int_{0}^{T} e^{-\lambda t}\left(-F\left(X_{t}^{x}, \nabla_{x} v\left(X_{t}^{x}\right) \sigma\right)-\lambda v\left(X_{t}^{x}\right)+\nabla_{x} v\left(X_{t}^{x}\right) \sigma r\left(X_{t}^{x}, u_{t}\right)+g\left(X_{t}^{x}, u_{t}\right)\right) d t . \tag{53}
\end{align*}
$$

Recalling that $v$ is bounded, letting $T \rightarrow \infty$, we have that $e^{-\lambda T} \mathbb{E v}\left(X_{T}^{x}\right) \rightarrow 0$ and thanks to the monotone convergence theorem we conclude that

$$
\begin{aligned}
& J(x, u)=v(x)+ \\
& \mathbb{E} \int_{0}^{\infty} e^{-\lambda t}\left[-F\left(X_{t}^{x}, v\left(X_{t}^{x}\right), \nabla v\left(X_{t}^{x}\right) \sigma\right)-\lambda v\left(X_{t}^{x}\right)+\nabla_{x} v\left(X_{t}^{x}\right) \sigma r\left(X_{t}^{x}, u_{t}\right)+g\left(X_{t}^{x}, u_{t}\right)\right] d t .
\end{aligned}
$$

The above equality is known as the fundamental relation and immediately implies the following
Corollary 6.6. For every admissible control $u$ and any initial datum $x$, we have $J(x, u) \geq v(x)$ and that the equality holds if and only if the following feedback law holds $\mathbb{P}$-a.s. for almost every $t \geq 0$ :

$$
F\left(X_{t}^{x}, v\left(X_{t}^{x}\right), \nabla_{x} v\left(X_{t}^{x}\right) \sigma\right)=\nabla_{x} v\left(X_{t}^{x}\right) \sigma+g\left(X_{t}^{x}, u_{t}\right)-\lambda v\left(X_{t}^{x}\right)
$$

where $X$ is the trajectory starting at $x$ and corresponding to control $u$.

## Existence of optimal controls: the closed loop equation.

Next we address the problem of finding a weak solution to the so-called closed loop equation (see equation (59) below). We recall the definitions of the Hamiltonian function and of the set $\Gamma$ : for all $x \in H, y \in \mathbb{R}, z \in \Xi^{*}$

$$
\begin{gather*}
F(x, y, z)=\inf \{g(x, u)+z r(x, u): u \in \mathscr{U}\}-\lambda y,  \tag{54}\\
\Gamma(x, y, z)=\{u \in U: g(x, u)+z r(x, u)-\lambda y=F(x, y, z)\} . \tag{55}
\end{gather*}
$$

We have to require the following

Assumption A6. $\Gamma(x, y, z)$ is non empty for all $x \in H$ and $z \in \Xi^{*}$.
By simple calculation (see [12] Lemma 3.1), we can prove that, if Assumption A6 holds, then

$$
F(x, y, z)=\min _{u \in \mathscr{U},|u| \leq C(1+|z|)}[g(x, u)+z r(x, u)]-\lambda y, \quad x \in H, y \in \mathbb{R}, z \in \Xi^{*},
$$

that is the infimum in (54) is attained in a ball of radius $C(1+|z|)$, and

$$
\begin{equation*}
F(x, y, z)<g(x, u)+z r(x, u)-\lambda y \quad \text { if }|u|>C(1+|z|) . \tag{56}
\end{equation*}
$$

Moreover, by the Filippov Theorem (see, e.g., [1, Thm. 8.2.10, p. 316]) there exists a measurable selection of $\Gamma$, a Borel measurable function $\gamma: H \times \Xi^{*} \rightarrow \mathscr{U}$ such that

$$
\begin{equation*}
F(x, y, z)=g(x, \gamma(x, z))+z r(x, \gamma(x, z))-\lambda y, \quad x \in H, y \in \mathbb{R}, z \in \Xi^{*} . \tag{57}
\end{equation*}
$$

By (56), we have

$$
\begin{equation*}
|\gamma(x, z)| \leq C(1+|z|) . \tag{58}
\end{equation*}
$$

The closed loop equation is

$$
\left\{\begin{array}{l}
d X_{t}^{x}=A X_{t}^{x} d t+b\left(X_{t}^{x}\right) d t+\sigma\left[r\left(X_{t}^{x}, \underline{u}\left(X_{t}^{x}\right)\right) d t+d W_{t}\right] \quad t \geq 0  \tag{59}\\
X_{0}=x
\end{array}\right.
$$

where $\underline{u}$ is defined by

$$
\underline{u}(x)=\gamma\left(x, \nabla_{x} v\left(X_{t}^{x}\right) \sigma\right) \quad \mathbb{P} \text {-a.s. for a.e } t \geq 0 .
$$

By a weak solution we mean a complete probability space $(\Omega, \mathscr{F}, \mathbb{P})$ with a filtration $\left(\mathscr{F}_{t}\right)$ satisfying the usual conditions, a Wiener process $W$ in $\Xi$ with respect to $\mathbb{P}$ and $\left(\mathscr{F}_{t}\right)$, and a continuous $\left(\mathscr{F}_{t}\right)$ adapted process $X$ with values in $H$ satisfying, $\mathbb{P}$-a.s.,

$$
\mathbb{E} \int_{0}^{\infty} e^{-\lambda t}\left|\underline{u}\left(X_{t}^{x}\right)\right|^{2} d t<\infty
$$

and such that (59) holds. In other word we mean an admissible control system for which the closed-loop equation has solution.

Proposition 6.7. Assume that $b, \sigma, g$ satisfy Assumption A4, $F$ verifies Assumption A5 and Assumption A6 holds. Then there exists a weak solution of the closed loop equation, satisfying in addition

$$
\begin{equation*}
\mathbb{E} \int_{0}^{\infty} e^{-\lambda t}\left|\underline{u}\left(X_{t}^{x}\right)\right|^{2} d t<\infty \tag{60}
\end{equation*}
$$

Proof. We start by constructing a canonical version of a cylindrical Wiener process in $\Xi$. An explicit construction is needed to clarify the application of an infinite-dimensional version of the Girsanov theorem that we use below. We choose a larger Hilbert space $\Xi^{\prime} \supset \Xi$ in such a way that $\Xi$ is continuously and densely embedded in $\Xi^{\prime}$ with Hilbert-Schmidt inclusion operator $\mathscr{J}$. By $\Omega$ we denote the space $C\left(\left[0, \infty\left[, \Xi^{\prime}\right)\right.\right.$ of continuous functions $\omega:\left[0, \infty\left[\rightarrow \Xi^{\prime}\right.\right.$ endowed with the usual locally convex topology that makes $\Omega$ a Polish space, and by $\mathscr{B}$ its Borel $\sigma$-field. Since $\mathscr{J} \mathscr{J}^{*}$ has finite trace on $\Xi^{\prime}$, it is well known that there exists a probability $\mathbb{P}^{\circ}$ on $\mathscr{B}$ such that the canonical processes $W_{t}^{\prime}(\omega):=\omega(t), t \geq 0$, is a Wiener process with continuous paths in $\Xi^{\prime}$ satisfying
$\mathbb{E}\left[\left\langle W_{t}^{\prime}, \xi^{\prime}\right\rangle_{\Xi^{\prime}}\left\langle W_{s}^{\prime}, \eta^{\prime}\right\rangle_{\Xi^{\prime}}\right]=\left\langle\mathscr{\mathscr { G }} \mathscr{g}^{*} \xi^{\prime}, \eta^{\prime}\right\rangle_{\Xi^{\prime}}(t \wedge s)$ for all $\xi^{\prime}, \eta^{\prime} \in \Xi^{\prime}, t, s \geq 0$. This is called a $\mathscr{J} \mathscr{g}^{*}$ Wiener processes in $\Xi^{\prime}$ in [10], to which we refer the reader for preliminary material on Wiener processes on Hilbert spaces. Let us denote by $\mathscr{G}^{\circ}$ the $\mathbb{P}^{\circ}$-completion of $\mathscr{B}$ and by $\mathscr{N}$ the family of sets $A \in \mathscr{G}^{\circ}$ with $\mathbb{P}^{\circ}(A)=0$. Let $\mathscr{B}_{t}=\sigma\left\{W_{s}^{\prime}: s \in[0, t]\right\}$ and $\mathscr{F}_{t}^{\circ}=\sigma\left(\mathscr{B}_{t}, \mathscr{N}\right), t \geq 0$, where as usual $\sigma(\cdot)$ denotes the $\sigma$-algebra in $\Omega$ generated by the indicated collection of sets or random variables. Thus $\left(\mathscr{F}_{t}^{\circ}\right)_{t \geq 0}$ is the Brownian filtration of $W$.
The $\Xi$-valued cylindrical Wiener process $\left\{W_{t}^{\xi}: t \geq 0, \xi \in \Xi\right\}$ can now be defined as follows. For $\xi$ in the image of $\mathscr{J}^{*} \mathscr{J}$ we take $\eta$ such that $\xi=\mathscr{J}^{*} \mathscr{J} \eta$ and define $W_{s}^{\xi}=\left\langle W_{s}^{\prime}, \mathscr{J} \eta\right\rangle_{\Xi^{\prime}}$. Then we notice that $\mathbb{E}\left|W_{t}^{\xi}\right|^{2}=t|\mathscr{J} \eta|_{\Xi^{\prime}}^{2}=t|\xi|_{\Xi^{2}}^{2}$, which shows that the mapping $\xi \rightarrow W_{s}^{\xi}$, defined for $\xi \in \mathscr{J}^{*} \mathscr{J}(\Xi) \subset \Xi$ with values in $L^{2}\left(\Omega, \mathscr{F}, \mathbb{P}^{\circ}\right)$, is an isometry for the norms of $\Xi$ and $L^{2}\left(\Omega, \mathscr{F}, \mathbb{P}^{\circ}\right)$. Consequently, noting that $\mathscr{J}^{*} \mathscr{J}(\Xi)$ is dense in $\Xi$, it extends to an isometry $\xi \rightarrow L^{2}\left(\omega, \mathscr{F}, \mathbb{P}^{\circ}\right)$, still denoted $\xi \rightarrow W_{s}^{\xi}$. An appropriate modification of $\left\{W_{t}^{\xi}: t \geq 0, \xi \in \Xi\right\}$ gives the required cylindrical Wiener process, which we denote by $W^{\circ}$. We note that the Brownian filtration of $W^{\circ}$ coincides with $\left(\mathscr{F}_{t}^{\circ}\right)_{t \geq 0}$.
Now let $X \in L_{\text {loc }}^{p}(\Omega, C(0,+\infty ; H))$ be the mild solution of

$$
\left\{\begin{array}{l}
d X_{s}^{x}=A X_{s}^{x} d \tau+b\left(X_{s}^{x}\right) d s+\sigma d W_{s}^{\circ} \quad s \geq 0  \tag{61}\\
X_{0}=x
\end{array}\right.
$$

If together with the previous forward equation we consider the backward equation

$$
\begin{equation*}
Y_{t}^{x}-Y_{T}^{x}+\int_{t}^{T} Z_{s}^{x} d W_{s}^{\circ}=\int_{t}^{T} F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right) d s, \quad 0 \leq t \leq T<\infty, \tag{62}
\end{equation*}
$$

we know that there exists a unique solution $\left\{X_{t}^{x}, Y_{t}^{x}, Z_{t}^{x}, t \geq 0\right\}$ to the forward-backward system (61)-(62) and by Proposition 5.2, the function

$$
v(x)=Y_{0}^{x} .
$$

is the solution to the nonlinear Kolmogorov equation:

$$
\begin{equation*}
\mathscr{L} v(x)+F(x, v(x), \nabla v(x) \sigma)=0, \quad x \in H \tag{63}
\end{equation*}
$$

Moreover the following holds:

$$
\begin{equation*}
Y_{t}^{x}=v\left(X_{t}^{x}\right), \quad Z_{t}^{x}=\nabla v\left(X_{t}^{x}\right) \sigma \tag{64}
\end{equation*}
$$

We have

$$
\begin{equation*}
\mathbb{E}^{\circ} \int_{0}^{\infty} e^{-(\lambda+\epsilon) t}\left|Z_{t}^{x}\right|^{2} d t<\infty \tag{65}
\end{equation*}
$$

and hence, for each $T>0$,

$$
\begin{equation*}
\mathbb{E}^{\circ} \int_{0}^{T}\left|Z_{t}^{x}\right|^{2} d t<\infty \tag{66}
\end{equation*}
$$

By (34) we have

$$
\begin{equation*}
\left|r\left(X_{t}^{x}, \underline{u}\left(X_{t}^{x}\right)\right)\right| \leq C\left(1+\left|\underline{u}\left(X_{t}^{x}\right)\right|\right) \tag{67}
\end{equation*}
$$

and by (58),

$$
\begin{equation*}
\left|\underline{u}\left(X_{t}^{x}\right)\right|=\left|\gamma\left(X_{t}^{x}, \nabla v\left(X_{t}^{x}\right) \sigma\right)\right| \leq C\left(1+\left|\nabla v\left(X_{t}^{x}\right) \sigma\right|\right)=C\left(1+\left|Z_{t}^{x}\right|\right) . \tag{68}
\end{equation*}
$$

Let us define, for each $T>0$,

$$
\begin{equation*}
M_{T}=\exp \left(\left.\int_{0}^{T}\left\langle r\left(X_{s}^{x}, \underline{u}\left(X_{s}^{x}\right)\right), d W_{s}^{0}\right\rangle_{\Xi}-\frac{1}{2} \int_{0}^{T} \right\rvert\, r\left(X_{s}^{x},\left.\underline{u}\left(X_{s}^{x}\right)\right|_{\Xi} ^{2} d s\right) .\right. \tag{69}
\end{equation*}
$$

Now, arguing exactly as in the proof of Proposition 5.2 in [12], we can prove that $\mathbb{E}^{\circ} M_{T}=1$, and $M$ is a $\mathbb{P}^{\circ}$-martingale. Hence there exists a probability $\mathbb{P}_{T}$ on $\mathscr{F}_{T}^{\circ}$ admitting $M_{T}$ as a density with respect to $\mathbb{P}^{0}$, and by the Girsanov Theorem we can conclude that the process $\left\{W_{t}, t \in[0, T]\right\}$ given by $W_{t}=W_{t}^{\circ}-\int_{0}^{t} r\left(X_{s}^{x}, \underline{u}\left(X_{s}^{x}\right)\right) d s$ is a Wiener process with respect to $\mathbb{P}_{T}$ and $\left(\mathscr{F}_{t}^{\circ}\right)_{t \geq 0}$. Since $\Xi^{\prime}$ is a Polish space and $\mathbb{P}_{T+h}$ coincide with $\mathbb{P}_{T}$ on $\mathscr{B}_{T}, T, h \geq 0$, by known results (see [24], Chapter VIII, §1, Proposition (1.13)) there exists a probability $\mathbb{P}$ on $\mathscr{B}$ such that the restrictions on $\mathscr{B}_{T}$ of $\mathbb{P}_{T}$ and that of $\mathbb{P}$ coincide, $T \geq 0$. Let $\mathscr{G}$ be the $\mathbb{P}$-completion of $\mathscr{B}$ and $\mathscr{F}_{T}$ be the $\mathbb{P}$-completion of $\mathscr{B}_{T}$. Moreover, since for all $T>0$, $\left\{W_{t}: t \in[0, T]\right\}$ is a $\Xi$-valued cylindrical Wiener process under $\mathbb{P}_{T}$ and the restriction of $\mathbb{P}_{T}$ and of $\mathbb{P}$ coincide on $\mathscr{B}_{T}$ modifying $\left\{W_{t}: t \geq 0\right\}$ in a suitable way on a $\mathbb{P}$ null probability set we can conclude that ( $\Omega, \mathscr{G},\left\{\mathscr{F}_{t}: t \geq 0\right\}, \mathbb{P},\left\{W_{t}: t \geq 0\right\}, \gamma\left(X^{x}, \nabla v\left(X^{x}\right) \sigma\right)$ ) is an admissible control system. The above construction immediately ensures that, if we choose such an admissible control system, then (59) is satisfied. Indeed if we rewrite (61) in terms of $\left\{W_{t}: t \geq 0\right\}$ we get

$$
\left\{\begin{array}{l}
d X_{s}^{x}=A X_{s}^{x}+b\left(X_{s}^{x}\right) d \tau+\sigma\left[r\left(X_{s}^{x}, \underline{u}\left(X_{s}^{x}\right)\right) d \tau+d W_{s}\right] \\
X_{0}=x .
\end{array}\right.
$$

It remains to prove (60). Let us introduce, for each integer $n$, the following stopping time

$$
\sigma_{n}=\inf \left\{t \geq 0: \int_{0}^{t} e^{-2 \lambda s}\left|Z_{s}^{x}\right|^{2} d s \geq n\right\},
$$

with the convention that $\sigma_{n}=\infty$ if the indicated set is empty. Of course $\sigma_{n} \leq \sigma_{n+1}$ and by (65), $\sup _{n \geq 1} \sigma_{n}=\infty \mathbb{P}^{0}-$ a.s. Let us prove that $\sup _{n \geq 1} \sigma_{n}=+\infty \mathbb{P}$-a.s. For each $T>0$, since $M_{T}$ is $\mathbb{P}^{0}$-integrable, the bounded dominated convergence theorem gives

$$
\mathbb{P}\left(\sup _{n \geq 1} \sigma_{n} \leq T\right)=\lim _{n \rightarrow \infty} \mathbb{P}\left(\sigma_{n} \leq T\right)=\lim _{n \rightarrow+\infty} \mathbb{E}^{0}\left[\mathbf{1}_{\sigma_{n} \leq T} M_{T}\right]=0 .
$$

Hence, $\sup _{n \geq 1} \sigma_{n}=\infty \mathbb{P}$-a.s.
Let us fix $T>0$ and $n \geq 1$; we set $\tau=\sigma_{n} \wedge T$. Applying Itô's formula to $e^{-\lambda t} Y_{t}^{x}$, we get

$$
Y_{0}^{x}=e^{-\lambda \tau} Y_{\tau}^{x}+\int_{0}^{\tau} e^{-\lambda s}\left[F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right)+\lambda Y_{s}^{x}\right] d s-\int_{0}^{\tau} e^{-\lambda s} Z_{s}^{x} d W_{s}^{\circ},
$$

and coming back to the definition of $W$,

$$
Y_{0}^{x}=e^{-\lambda \tau} Y_{\tau}^{x}+\int_{0}^{\tau} e^{-\lambda s}\left[F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right)+\lambda Y_{s}^{x}-Z_{s} r\left(X_{s}^{x}, \underline{u}\left(X_{s}^{x}\right)\right)\right] d s-\int_{0}^{\tau} e^{-\lambda s} Z_{s}^{x} d W_{s}
$$

By definition of $\underline{u}$, we have

$$
F\left(X_{s}^{x}, Y_{s}^{x}, Z_{s}^{x}\right)+\lambda Y_{s}^{x}-Z_{s} r\left(X_{s}^{x}, \underline{u}\left(X_{s}^{x}\right)\right)=g\left(X_{s}^{x}, \underline{u}\left(X_{s}^{x}\right)\right),
$$

and hence

$$
Y_{0}^{x}=e^{-\lambda \tau} Y_{\tau}^{x}+\int_{0}^{\tau} e^{-\lambda s} g\left(X_{s}^{x}, \underline{u}\left(X_{s}^{x}\right)\right)-\int_{0}^{\tau} e^{-\lambda s} Z_{s}^{x} d W_{s} .
$$

Taking the expectation with respect to $\mathbb{P}$ (actually with respect to $\mathbb{P}_{T}$ ), we get, since $Y^{x}$ is a bounded process,

$$
\mathbb{E}\left[\int_{0}^{\tau} e^{-\lambda s} g\left(X_{s}^{x}, \underline{u}\left(X_{s}^{x}\right)\right)\right]=Y_{0}^{x}-\mathbb{E}\left[e^{-\lambda \tau} Y_{\tau}^{x}\right] \leq C,
$$

where $C$ is independent of $n$ and $T$. Taking into account (36), we finally prove (60) by sending $n$ and then $T$ to infinity.

Corollary 6.8. By Corollary 6.6 it immediately follows that if $X$ is the solution to (59) and we set $\widetilde{u}_{s}=\underline{u}\left(X_{s}^{x}\right)$, then $J(x, \widetilde{u})=v(x)$, and consequently $X^{x}$ is an optimal state, $\widetilde{u}_{s}$ is an optimal control, and $\underline{u}$ is an optimal feedback.

Example 6.9. Finally we briefly show that our results can be applied to perform the synthesis of optimal controls for infinite horizon costs when the state equation is a general semilinear heat equation with additive noise. Namely, for $t \geq 0, \xi \in[0,1]$

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} X(t, \xi)=\frac{\partial^{2}}{\partial \xi^{2}} X(t, \xi)+\widetilde{b}(\xi, X(t, \xi))+\widetilde{\sigma}(\xi) \widetilde{r}(X(t, \xi), u(t, \xi))+\widetilde{\sigma}(\xi) \frac{\partial}{\partial t} \mathscr{W}(t, \xi)  \tag{70}\\
X(t, 0)=X(t, 1)=0 \\
X(0, \xi)=x_{0}(\xi)
\end{array}\right.
$$

where $\mathscr{W}$ is a space-time white-noise on $\mathbb{R}_{+} \times[0,1]$. Moreover we introduce the cost functional:

$$
J\left(x_{0}, u\right)=\mathbb{E} \int_{0}^{\infty} \int_{0}^{1} e^{-\lambda t}\left[l(\xi, X(t, \xi))+u^{2}(t, \xi)\right] d \xi d t
$$

that we minimize over all adapted controls $u$ such that $\mathbb{E} \int_{0}^{\infty} \int_{0}^{1} e^{-\lambda t}|u(t, \xi)|^{2} d \xi d t<\infty$. To fit the assumptions of our abstract results we will suppose that the functions $\widetilde{b}, \widetilde{\sigma}$ and $\widetilde{r}$ are all measurable and real-valued and moreover:

- $\widetilde{b}$ is defined on $[0,1] \times \mathbb{R}$ and

$$
\left|\widetilde{b}\left(\xi, \eta_{1}\right)-\widetilde{b}\left(\xi, \eta_{1}\right)\right| \leq L\left|\eta_{1}-\eta_{2}\right|, \quad \int_{0}^{1}|\widetilde{b}(\xi, 0)|^{2} d \xi<\infty
$$

for a suitable constant $L$, almost all $\xi \in[0,1]$, and all $\eta_{1}, \eta_{2} \in \mathbb{R}$. Moreover for a.a. $\xi \in[0,1]$, $\widetilde{b}(\xi, \cdot) \in C^{1}(\mathbb{R})$ with $\nabla_{\eta} \widetilde{b}(\xi, \eta) \leq 0$ for a.a. $\xi \in[0,1]$ and all $\eta \in \mathbb{R}$.

- $\widetilde{\sigma}$ is defined on $[0,1]$ and there exists a constant $K$ such that $|\widetilde{\sigma}(\xi)| \leq K$ for a.a. $\xi \in[0,1]$.
- $\tilde{r}$ is defined on $\mathbb{R} \times \mathbb{R}$ and

$$
|\widetilde{r}(\theta, \eta)| \leq C(1+|\eta|) \quad\left|\widetilde{r}\left(\theta_{1}, \eta\right)-\widetilde{r}\left(\theta_{2}, \eta\right)\right| \leq C(1+|\eta|)\left|\theta_{1}-\theta_{2}\right|,
$$

for a suitable constant $C$, for all $\theta, \theta_{1}, \theta_{2} \in \mathbb{R}$ and for all $\eta \in \mathbb{R}$.

- $l$ is defined on $[0,1] \times \mathbb{R}$ and $0 \leq l(\xi, \eta) \leq c_{1}(\xi)$ for a.a. $\xi \in[0,1]$ and all $\eta \in \mathbb{R}$ with $c_{1} \in L^{1}(0,1)$. Moreover for a.a. $\xi \in[0,1]$ the $\operatorname{map} l(\xi, \cdot) \in C^{1}(\mathbb{R}, \mathbb{R})$ and

$$
\left|\frac{\partial}{\partial \eta} l(\xi, \eta)\right| \leq c_{2}(\xi)
$$

wit $c_{2} \in L^{2}(0,1)$.
Finally we assume hat $x_{0} \in L^{2}(0,1)$.
To rewrite the above problem in abstract way we set $H=\Xi=U=L^{2}[0,1]$. By $\left\{W_{t}: t \geq 0\right\}$ we denote a cylindrical Wiener process in $L^{2}[0,1]$. Moreover we define the operator $A$ with domain $D(A)$ by

$$
D(A)=H^{2}[0,1] \cap H_{0}^{1}[0,1], \quad(A y)(\xi)=\frac{\partial^{2}}{\partial \xi^{2}} y(\xi), \quad \forall y \in D(A)
$$

where $H^{2}[0,1]$ and $H_{0}^{1}[0,1]$ are the usual Sobolev spaces, and we set

$$
\begin{gathered}
b(x)(\xi)=\widetilde{b}(\xi, x(\xi)), \quad(\sigma z)(\xi)=\widetilde{\sigma}(\xi) z(\xi), \quad r(x, u)=\widetilde{r}(x(\xi), u(\xi)) \\
g(x, u)=|u|_{U}^{2}+q(x)=\int_{0}^{1}\left[|u(\xi)|^{2}+l(\xi, x(\xi))\right] d \xi
\end{gathered}
$$

for all $x, z, u \in L^{2}[0,1]$ and a.a. $\xi \in[0,1]$. Under previous assumptions we know, (see [10], $\S 11.2 .1$ ) that $A, b, \sigma$ verify Assumptions A2. Moreover noticing that

$$
\nabla_{x} q(x) h=\int_{0}^{1} \frac{\partial}{\partial \eta} l(\xi, x(\xi)) h(\xi) d \xi
$$

and recalling the result in Example 6.4 it can be easily verified that Assumptions A4, A5 and A6 are satisfied.
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