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ASYMPTOTICS FOR A HIGH-ENERGY SOLUTION OF A

SUPERCRITICAL PROBLEM

FRANCESCA COLASUONNO AND BENEDETTA NORIS

Abstract. In this paper we deal with the equation

−∆pu+ |u|p−2
u = |u|q−2

u

for 1 < p < 2 and q > p, under Neumann boundary conditions in the unit
ball of RN . We focus on the three positive, radial, and radially non-decreasing
solutions, whose existence for q large is proved in [13]. We detect the limit
profile as q → ∞ of the higher energy solution and show that, unlike the
minimal energy one, it converges to the constant 1. The proof requires several
tools borrowed from the theory of minimization problems and accurate a priori
estimates of the solutions, which are of independent interest.

1. Introduction

Let us consider the following Neumann problem










−∆pu+ up−1 = uq−1 in B,

u > 0 in B,

∂νu = 0 on ∂B,

(1)

where B is a ball of RN (N ≥ 1), ν is the outer unit normal of ∂B and 1 < p < q.
In the case p = 2, this system is the stationary version of the Keller-Segel model for
chemotaxis and for this reason it has been well studied starting from the ‘80. Clearly
it admits the spatially homogeneous solution 1 for every value of the exponent q
and in any ball B; the interest is in finding spatially inhomogeneous steady states
for the Keler-Segel system, i.e. non-constant solutions of (1). The existence of
non-constant solutions is subject to hypoteses on the radius of the domain B: for
sufficiently small radii the constant solution is the only solution of the problem,
while for sufficiently large radii there exists a non-constant solution, see [18] for the
Sobolev-subcritical case, and [17] for the supercritical regime. In the critical case
the situation is more involved and the validity of similar existence/non-existence
results strongly depends on the dimension N , cf. [1, 2, 10]. We recall in passing
that for the first time in [2] the quasilinear problem with p 6= 2 is studied proving
a non-existence result in the critical case.

Recently it has been proved that, even restricting one’s attention to the search
for radial solutions, this problem presents multiplicity and the structure of the set
of radial solutions can be very rich, depending on the values of the parameters into
play. On the other hand, very little is still known in the non-radial setting; for p = 2

2010 Mathematics Subject Classification. 35J92, 35J20, 35B09, 35B45.
Key words and phrases. Singular p-Laplacian equations, Neumann boundary conditions,

asymptotics of radial solutions.

1

http://arxiv.org/abs/2203.06940v2


2 F. COLASUONNO AND B. NORIS

we refer to [14, 15] for the existence of solutions in non-radial domains, and to [9]
for the existence of a non-radial solution of the Dirichlet problem in an annulus.

For the moment let us focus on radial solutions that present a local minimum at
the origin; the complementary case is more difficult to deal with, as will be clarified
in the sequel. In the case p = 2, it has been proved in [5] via bifurcation techniques
that, as q increases, each time that q crosses the value 2+λrad

i+1, a new non-constant

radial solution of (1) appears, where λrad
i+1 is the i-th non-zero eigenvalue of −∆

with Neumann boundary conditions in the ball, with i ≥ 1. These solutions can
be distinguished upon the number of oscillations around the constant solution 1,
meaning that, for every integer i ≥ 1 there exists a solution that intersects i-
times the constant 1. In [7] we have studied the problem for every p > 1. By
means of shooting methods, we have proved the existence of infinitely many radial
solutions in the range 2 < p < q. As in the case p = 2, these solutions can be
distinguished upon the number of oscillations around 1. In the same paper we also
showed that a new phenomenon appears when 1 < p < 2: solutions with the same
number of oscillations appear in couple, i.e. for every integer i ≥ 1 there exist
two distinct radial solutions that cross i-times the constant 1. We mention that
the last existence result requires that the domain of the equation is a ball with
sufficiently large radius. We address the interested reader to [5, 7] for a detailed
comparison among the various cases and for numerical simulations. Concerning
radial oscillating solutions that have a local maximum at the origin, their existence
has been proved in [8] in the Sobolev-subcritical setting for any p > 1 and in [5] for
p = 2 and values of q close to the bifurcation parameter 2 + λrad

i+1. These solutions
may present the phenomenon of explosion at the origin in the Sobolev-supercritical
regime, see [11].

Since the analysis in the present paper is independent of the radius of the ball,
from now on we let the domain B be the unit ball of RN . We shall focus here on
radial solutions that, in addition to having a local minimum at the origin, are also
monotone in the radial variable r for every r ∈ (0, 1). This additional property
allows to characterize them variationally, as we shall now illustrate. Following [21],
we define the cone

C :=
{

u ∈ W 1,p
rad(B) : u ≥ 0, u(r1) ≤ u(r2) for all 0 < r1 ≤ r2 ≤ 1

}

, (2)

where, with abuse of notation, u(|x|) := u(x). As proved in [20, Proposition 2.6] (see
also [6, 12, 21]), C is embedded in L∞(B), i.e. there exists a constant C(N, p) > 0
such that

‖u‖L∞(B) ≤ C(N, p)‖u‖W 1,p(B) for all u ∈ C. (3)

Even more, the solutions of the problem that belong to the cone are a priori bounded
in the C1- norm, see [13, Lemma 2.2]. This allows to define a truncated nonlinearity
fq (see (7) ahead) that coincides with uq−1 up to the a priori bound and is Sobolev-
subcritical at infinity. As a consequence, all solutions of the corresponding modified
problem (8) belonging to the cone C also solve the original problem (1). In view
of this fact, it is possible to associate to problem (1) inside the cone C an energy
functional Iq and hence to define a variational structure. We shall recall in Section
2 the variational setting introduced in the previously mentioned articles to find
solutions of (1) in C.

In the present paper we restrict our attention to the case

1 < p < 2.
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In this range, we proved in [13, Theorems 1.1 and 1.3] the existence of two distinct
solutions uq and vq of (1), for every q sufficiently large. More precisely, uq and
vq are both radial, non-negative, radially non-decreasing and can be distinguished
upon their energy: Iq(uq) < Iq(1) < Iq(vq). As both uq and vq present a minimum
at the origin and intersect the constant solution 1 exactly once, this is coherent
with the multiplicity result [7] described above, obtained with shooting techniques.
Beyond the mere existence, the variational approach allows to describe the nature
of the solutions as critical points of Iq, for q sufficiently large. Indeed, uq is a global
minimizer of Iq restricted to the set Nq, which is the intersection of the Nehari
manifold with the cone C, see (9) ahead. Contrarily to what happens in the regime
p ≥ 2, the constant solution 1 is a local (but not global) minimizer of the energy
functional restricted to the same Nehari-type set Nq (see [13, Theorem 1.2]). The
presence of two minimizers on Nq justifies the existence of a third critical point vq
of Iq, which is of minimax-type on Nq.

The minimax characterization just described also allows us in [13, Theorem 1.1]
to have an insight on the limit profile of the lower-energy solutions uq as q → ∞.
More precisely, as q → ∞,

uq → G in W 1,p(B) ∩ C0,ν(B̄) for any ν ∈ (0, 1), (4)

where G is the unique positive solution of the following (p− 1)-homogeneous equa-
tion coupled with Dirichlet 1 boundary conditions

{

−∆pG+Gp−1 = 0 in B,

G = 1 on ∂B.
(5)

This asymptotic analysis plays a fundamental role in [13] to show that the lower-
energy solution is not constant for q large. Indeed, the limit problem (5) does not
admit any constant solution, hence by the convergence (4), uq 6≡ 1 for q large.
Moreover, in the case p = 2, an analogous asymptotic estimate allows to prove in
[4] the non-degeneracy of uq and its uniqueness as global minimizer of Iq on Nq,
which are the starting steps for the subsequent construction of oscillating radial
solutions.

The importance of the asymptotic analysis stimulated us to investigate the limit
behavior of the higher-energy solutions vq: this is the aim of the present paper,
whose main result is stated in the following theorem.

Theorem 1. Let p ∈ (1, 2) be fixed and let vq ∈ C be a solution of (1) having

energy higher than the constant 1, namely
∫

B

(

|∇vq|p

p
+

|vq|p

p
−

|vq|q

q

)

dx > |B|

(

1

p
−

1

q

)

. (6)

Then, as q → ∞,

vq → 1 in W 1,p(B) ∩ C0,ν(B̄)

for every ν ∈ (0, 1).

As already mentioned, the existence of a high-energy solution vq as in Theorem
1, for q sufficiently large, is proved in [13, Theorem 1.3]. We shall recall in Section 2
the precise variational characterization of vq, although we do not need it explicitly
for the proof of Theorem 1.

We highlight that the result proved in Theorem 1 is consistent with the numerical
simulations in [7, Fig.2] and [13, Fig.1]. It is worth mentioning that, even though
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Theorem 1 applies to any solution in C having energy higher than the energy of the
constant 1, according to our numerical simulations there exists at most one of such
solutions, thus being the solution vq described in Section 2.

In order to highlight the main difficulties in the proof of Theorem 1, let us
compare it with the proof of (4) in [13] (see also [16] for the case p = 2). As
already mentioned, all solutions of (1) in C are a priori bounded in the C1-norm,
this allows, for both uq and vq, to get the existence of a limit profile and some of
its properties, i.e. monotonicity and value 1 at the boundary of the ball. Since
problem (1) has multiple solutions in C, the difficulty is to distinguish the limit
profile of the higher-energy solutions vq from that of uq: the energy levels have to
be taken into account.

As for uq, since it is a gobal minimizer of Iq on Nq, it is natural to look for a
limit minimization problem. We show in [13] that the suitable limit problem is the
following

inf

{

1

p
‖u‖pW 1,p(B) : u ∈ W 1,p(B), u(1) = 1

}

,

that has a unique solution G, which also solves (5). Indeed, the term 1
q

∫

B uq
q dx in

the energy functional Iq is infinitesimal as q → ∞ thanks to the a priori bounds on
uq. Notice that the boundary conditions have changed in the limit problem; this
is reminiscent of the fact that the limit problem presents indeed a singularity on
the boundary of B. To clarify this point, we refer to the asymptotic analysis for
one-peak and multi-peak solutions to the semilinear problem, namely for p = 2,
performed in [4]. As shown therein, the limit configuration satisfies an equation
involving a one-dimensional Dirac delta, see [4, equation (2.5)]. When dealing with
non-decreasing solutions, as in the present paper, we can interpret the singularity
as lying on the boundary of the domain and thus affecting the boundary conditions.

Concerning the analysis of the asymptotics for vq, as these functions are not min-
imizers over Nq, a major difficulty is that it is not clear how to detect a variational
problem in the limit. This fact prevents us from taking advantage, in the proof, of
the properties of the limit problem, such as uniqueness or shape of the solutions,
thus making the analysis more involved than in the case of uq. Let us remark that
both uq and vq intersect the constant 1 exactly once, at possibly different points,
and that the intersection point may vary with q. For radii smaller than the inter-
section point, if the solutions are strictly smaller than 1 uniformly in q, the right
hand side of the equation in (1) would vanish as q → ∞; contrarily, for radii larger
than the intersection point, if the solutions are strictly larger than 1 uniformly in
q, the right hand side of the equation in (1) would explode as q → ∞; finally, in a
neighbourhood of the intersection point, the right hand side of the equation is an
indeterminate form 1∞ as q → ∞. These heuristic considerations suggest that very
little about the limit configuration can be inferred from the equation itself. The
proof of Theorem 1 should instead pass through an analysis of the energy levels.

Here is how we proceed. In Proposition 7, we detect the limit of the energy
levels of vq thanks to a significant refinement of the W 1,p-bounds. The key tool for
improving such bounds is the equivalent definition (17) of weak solutions, which
is given in terms of a distributional inequality and is borrowed from the field of
minimization problems. We obtain that the limit function v∞ of (vq) has the same
energy as the constant function 1. Nonetheless, this is not sufficient to conclude,
mainly due to the fact that our a priori estimates are not strong enough to provide
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the W 1,p-convergence. This differs from other asymptotic studies, compare for
example our Lemma 2 with [3, equation (3.1)]. In order to overcome this difficulty
and conclude the proof, we argue by contradiction and suppose that v∞ is strictly
below 1 in a ball BR̄, with R̄ < 1. Working in the absurd hypothesis has the twofold
advantage of having a limit minimization problem of the form (5) in the smaller
ball BR̄ and of allowing us to strengthen the convergence up to C1 in any compact
subset of BR̄, see Lemma 8 ahead. Both ingredients are crucial to conclude that,
in the absurd setting, the energy of the limit function is strictly less than the limit
of the energies of vq, thus providing the desired contradiction.

The paper is organized as follows. In Section 2 we introduce the variational
setting and the equivalent definition of weak solution for problem (1). We further
prove therein a priori estimates for non-decreasing radial solutions and a general
weak convergence result, of independent interest, holding when varying the param-
eter q. Finally, in Section 3 we prove Theorem 1 using the technique explained
above.

2. Preliminary results

2.1. Variational setting. Let us describe the variational setting introduced in
[6, 12, 13] to find solutions of (1) in C. A first rough L∞-estimate on solutions
of (1) belonging to C is ‖u‖L∞(B) ≤ 1 + (p′)1/p =: K∞, where p′ is the conjugate
exponent of p (cf. [13, Lemma 2.2]). In [13] we introduce the modified nonlinearity

fq(s) :=

{

sq−1 if s ∈ [0, s0],

sq−1
0 + q−1

ℓ−1 s
q−ℓ
0 (sℓ−1 − sℓ−1

0 ) if s ∈ (s0,∞),
(7)

with s0 := max
{

2 + (p′)1/p, C(N, p)(1 + |B|1/p)
}

, C(N, p) is the constant intro-
duced in (3), ℓ ∈ (p, p∗), and p∗ the critical Sobolev exponent. In view of the
L∞-estimate, being s0 > K∞, it holds that every solution of the modified problem











−∆pu+ up−1 = fq(u) in B,

u > 0 in B,

∂νu = 0 on ∂B,

(8)

belonging to C also solves the original problem (1). Hence, when looking for solu-
tions in C, it is possible to associate to equation (1) an energy functional that is
well defined in W 1,p(B), namely

Iq(u) :=

∫

B

(

|∇u|p

p
+

|u|p

p
− Fq(u)

)

dx,

where Fq(u) :=
∫ u

0
fq(s)ds. Although Iq is not the standard energy functional

associated to (1), it has the property that its critical points belonging to the cone
C are weak solutions of (1). This allows to investigate the existence of solutions to
(1) via variational methods inside C.

In the above mentioned papers, the following Nehari-type set inside C is defined

Nq :=

{

u ∈ C \ {0} :

∫

B

(|∇u|p + |u|p)dx =

∫

B

fq(u)u dx

}

. (9)
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As already mentioned in the Introduction, it is proved therein the existence of a
non-constant non-decreasing radial solution uq of (1) that achieves the critical level

inf
u∈Nq

Iq(u), (10)

provided that q > p when p > 2, q > 2 + λrad
2 for p = 2 (recall that λrad

2 is the
first non-zero eigenvalue of the Laplacian in the ball B under Neumann boundary
conditions), and q sufficiently large for 1 < p < 2.

In the following let 1 < p < 2. In this case, in [13, Theorem 1.2], we prove the
following estimate for every w ∈ Nq with the property ‖w − 1‖W 1,p(B) ≤ δ:

Iq(w) − Iq(1) ≥ M‖w − 1‖pW 1,p(B) (11)

for q sufficiently large and some constants δ ∈ (0, 1) and M > 0. This means that
1 is a local minimizer for Iq

∣

∣

Nq
and allows to prove, for q sufficiently large, the

existence of a second non-constant solution vq ∈ C which is of mountain pass type
over Nq, cf. [13, Theorem 1.3]. In particular, vq achieves the energy level

inf
γ∈Υq

max
(t,s)∈Q

Iq(γ(t, s)), (12)

where Υq := {γ ∈ C(Q; C) : γ = γ0 on ∂Q}, Q := [R1, R2]× [0, 1] ⊂ R
2, 0 < R1 ≪

1, R2 ≫ 1, and γ0(t, s) := t(suq + 1− s) ∈ C for every (t, s) ∈ Q. Furthermore, the
energy levels are ordered as follows

Iq(uq) < Iq(1) < Iq(vq). (13)

The first inequality above is a consequence of the convergence in (4); the second
one descends from (11) and implies that vq 6≡ 1 for q sufficiently large.

2.2. Refined a priori estimates. In the proof of Theorem 1, refined a priori
estimates on vq and on its derivative are crucial. Notice that, by standard elliptic
regularity, every solution of the problem is C1(B̄).

In the next lemma, thanks to a phase plane analysis, we refine, with respect
to [13, Lemma 2.2], the C1-a priori estimates for solutions of (1) belonging to C.
Throughout the paper, for radial functions we use alternatively u(x) and ∇u(x),
with x ∈ B, or u(r) and u′(r), with r = |x| ∈ (0, 1), with abuse of notation.

Lemma 2. Let u ∈ C be a solution of (1). For every r ∈ [0, 1] it holds

u(r) ≤

(

q

p

)
1

q−p

and u′(r) ≤

(

q − p

q(p− 1)

)
1
p

.

Proof. We follow the reasoning in the proof of [12, Lemma 5.5]. By integrating the
equation satisfied by u, we get

∫

B

up−1(1− uq−p)dx = 0.

If u ≡ 1, the statement is clearly verified. Otherwise, since u 6≡ 1 is positive and
non-decreasing, we deduce that

u(0) < 1 and u(1) > 1. (14)

Consider the equation satisfied by u in radial form. We multiply it by u′ ≥ 0 to
obtain

(

p− 1

p
(u′)p +

uq

q
−

up

p

)′

= −
N − 1

r
(u′)p.
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We deduce that the function

Lq(r) :=
p− 1

p
(u′(r))p −

u(r)p

p
+

u(r)q

q
, r ∈ [0, 1] (15)

is non-increasing in r, and hence, using (14),

Lq(r) ≤ Lq(0) = −
u(0)p

p
+

u(0)q

q
≤ 0 for all r ∈ [0, 1].

We note that Lq(r) ≤ 0 is equivalent to

(u(r), u′(r)) ∈ Σ :=

{

(x, y) ∈ R
2 : x ≥ 0, 0 ≤ y ≤

[

p

p− 1

(

xp

p
−

xq

q

)]1/p
}

,

which implies the statement. �

As an immediate consequence of Lemma 2, we infer the following W 1,p-estimate
for solutions of (1) belonging to C:

‖u‖pW 1,p(B) ≤ |B|

(

q − p

q(p− 1)
+

(

q

p

)

p
q−p

)

. (16)

Notice that the right hand side of the previous inequality converges to |B|p/(p− 1)
as q → ∞, so that such bound is uniform in q. As this is too rough for our
purposes, we shall now introduce an important tool that allows us to improve the
W 1,p-estimate. It is an equivalent definition of weak solutions of (1) belonging to
C; we believe that this characterization is interesting in itself.

Lemma 3. A function u ∈ C is a weak solution of (1) if and only if for every

ϕ ∈ W 1,p(B)
∫

B

|∇u|p + up

p
dx ≤

∫

B

|∇ϕ|p + |ϕ|p

p
dx−

∫

B

uq−1(ϕ− u) dx. (17)

Proof. For u ∈ C, let Eu : W 1,p(B) → R be defined as

Eu(ϕ) :=

∫

B

|∇ϕ|p + |ϕ|p

p
dx−

∫

B

uq−1ϕdx.

Notice that a function u ∈ C is a weak solution of (1) if and only if it is a critical
point of Eu. If u satisfies (17), u is a global minimizer and so a critical point of
Eu. As for the other implication, we observe that Eu is the sum of 1

p‖ϕ‖
p
W 1,p(B)

and a linear term, hence it is convex. Therefore, if u is a critical point of Eu, it
is a global minimizer, and so (17) holds for every ϕ ∈ W 1,p(B), thus proving the
statement. �

Corollary 4. Let u ∈ C be a solution of (1), then

Iq(u) ≤
‖u‖pW 1,p(B)

p
≤

|B|

p

(

q

p

)

p
q−p

.

Proof. The first inequality is a consequence of the definition of Iq. We choose

ϕ ≡ (q/p)
1

q−p in (17) to obtain

∫

B

|∇u|p + up

p
dx ≤

(

q

p

)

p
q−p |B|

p
−

∫

B

uq−1

[

(

q

p

)
1

q−p

− u

]

dx
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and then use the first estimate in Lemma 2 to get the second inequality in the
statement. �

3. Asymptotics of vq as q → ∞

In this section we shall prove Theorem 1. Let p ∈ (1, 2) and vq ∈ C be a
solution of (1) satisfying (6). To start with, using the a priori bounds proved in
the previous section, we show the existence of a limit profile v∞ of (vq) as q → ∞,
up to subsequences.

Corollary 5. Let qn → ∞. There exist a subsequence, still denoted by (qn), and a

function v∞ ∈ C such that

vqn ⇀ v∞ weakly in W 1,p(B), vqn → v∞ in C0,ν(B̄), (18)

as n → ∞, for any ν ∈ (0, 1).

Proof. By Lemma 2, and using that (q/p)
1

q−p → 1 and [(q − p)/(q(p − 1))]
1
p →

(1/(p− 1))
1
p as q → ∞, (vqn) is bounded in the C1-norm. Using the compactness

of the embedding C1 →֒ C0,ν , we infer the existence of a subsequence (nk) and a
function v∞ for which vqnk

→ v∞ in C0,ν(B̄) for every ν ∈ (0, 1). In particular,

as (vqnk
) is bounded in W 1,p(B), by possibly passing to a further subsequence,

vqnk
⇀ v∞ weakly in W 1,p(B). Furthermore, since vqnk

→ v∞ pointwise, v∞ is
radial, non-negative and non-decreasing, i.e. v∞ ∈ C. �

Corollary 6. Let qn → ∞ and let v∞ ∈ C such that (18) holds. Then v∞(1) = 1,
and

lim
n→∞

∫

B

vqnqn
qn

dx = 0. (19)

Proof. We follow the lines of [13, Lemma 4.4], see also [12, Lemma 5.6]. We inte-
grate the equation satisfied by vq to get

∫

B

vp−1
q (1− vq−p

q )dx = 0.

Since vq 6≡ 1 by (6), and is positive and non-decreasing, we deduce that (14) holds
for vq. Hence, ‖vq‖L∞(B) = vq(1) > 1. Consequently, using the L∞-estimate given
in Lemma 2, we get

1 ≤ lim
n→∞

vqn(1) = lim
n→∞

‖vqn‖L∞(B) ≤ lim
n→∞

(

qn
p

)
1

qn−p

= 1,

and so v∞(1) = limn→∞ vqn(1) = 1.
Finally, using the equation satisfied by vq and Corollary 4, we have

∫

B

vqq
q

dx =
‖vq‖

p
W 1,p(B)

q
≤

|B|

q

(

q

p

)

p
q−p

,

which implies (19). �

So far we have proved that every sequence (vqn) has, up to subsequences, a limit
profile v∞. Our goal is to show that any limit profile v∞ is identically equal to
1, which will also imply that the whole family vq converges. To this aim, we first
detect the limit of the energy levels Iq(vq). In view of (19), the expected energy
functional in the limit is simply 1

p‖ ·‖
p
W 1,p(B), where the term involving the q-power
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disappears. In this sense, the following proposition states that Iq(vq) converges to
the energy of the constant function 1.

Proposition 7. The energy of vq has the following limit

lim
q→∞

Iq(vq) =
|B|

p
=

‖1‖pW 1,p(B)

p
. (20)

Proof. By assumption (6), Iq(vq) > Iq(1) for every q. Hence, we have

lim inf
q→∞

Iq(vq) ≥ lim
q→∞

(

1

p
−

1

q

)

|B| =
|B|

p
. (21)

In order to prove the reverse inequality for the supremum limit, we shall use in a
crucial way the characterization of weak solutions of (1) in the cone given in Lemma
3 and the consequent improved bound obtained in Corollary 4. Indeed,

lim sup
q→∞

Iq(vq) ≤
|B|

p
lim
q→∞

(

q

p

)

p
q−p

=
|B|

p
,

which, together with (21), proves the limit in (20). �

The convergence of the energy levels is not enough to conclude that v∞ ≡ 1, the
difficulty being that the convergence of (vq) to v∞, up to now, is not strong in the
W 1,p-norm. We shall proceed by contradiction. To this aim, in the next lemma,
we prove that if v∞ 6≡ 1, the convergence of (vq) to v∞ would be stronger in the
region where v∞ < 1.

Lemma 8. Let qn → ∞ and let v∞ ∈ C such that (18) holds. If there exists

R ∈ (0, 1) such that v∞ < 1 in [0, R], then v′qn → v′∞ uniformly in (0, R] as

n → ∞.

Proof. Exploiting the radial symmetry of the problem and that of vq, we can write
the equation for vq in radial form, to get

−(rN−1(v′q)
p−1)′ = rN−1(vq−1

q − vp−1
q ).

We introduce wq := rN−1(v′q)
p−1 and observe that in the interval [0, R] the following

estimates hold for q large and for a suitable C > 0 independent of q:

wq ≤

(

q − p

q(p− 1)

)

p−1

p

≤ C

|w′
q | ≤ rN−1(vq−1

q + vp−1
q ) ≤ vq−1

q (R) + vp−1
q (R),

where in the first line we have used the estimate of v′q given in Lemma 2, while in
the second line we have used that vq is non-decreasing. Now, along the sequence
(vqn), using the convergence vqn(R) → v∞(R) < 1, we infer

|w′
qn | ≤ 2.

Therefore, by the Arzelà-Ascoli Theorem, wqn → w∞ uniformly in [0, R], for a
suitable function w∞.

Now, for every δ > 0, we have in [δ, R]

∣

∣

∣
(v′qn)

p−1 −
w∞

rN−1

∣

∣

∣
=

∣

∣

∣

∣

∣

rN−1(v′qn)
p−1 − w∞

rN−1

∣

∣

∣

∣

∣

≤
‖wqn − w∞‖L∞(0,R)

δN−1
→ 0
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as n → ∞, whence
∣

∣

∣

∣

v′qn −
( w∞

rN−1

)
1

p−1

∣

∣

∣

∣

≤
1

p− 1

∣

∣

∣

∣

(v′qn)
2−p +

( w∞

rN−1

)

2−p
p−1

∣

∣

∣

∣

∣

∣

∣
(v′qn)

p−1 −
w∞

rN−1

∣

∣

∣
→ 0,

where we have used the following algebraic inequality

|aγ − bγ | ≤ γ(|a|γ−1 + |b|γ−1)|a− b| for all a, b ∈ R, γ ≥ 1,

with γ = 1
p−1 , a = (v′qn)

p−1 and b = w∞

rN−1 . Therefore, for every small δ > 0, (v′qn)

converges uniformly to
(

w∞

rN−1

)
1

p−1 in [δ, R]. Since also vqn → v∞ uniformly in [δ, R],
by application of the uniform convergence to differentiability (see for instance [19]),

v∞ is differentiable and
(

w∞

rN−1

)
1

p−1 = v′∞ in [δ, R]. By the arbitrariness of δ > 0,
we get that v′qn → v′∞ uniformly in (0, R]. �

• Proof of Theorem 1. By Corollary 5, given any qn → ∞ there exist a subse-
quence, still denoted by (qn), and a function v∞ ∈ C such that vqn ⇀ v∞ weakly in
W 1,p(B) and vqn → v∞ in C0,ν(B̄) for any ν ∈ (0, 1). We shall now prove that any
limit function v∞ is the constant 1 (hence also implying the convergence along the
whole family vq). To do so, we suppose by contradiction that v∞ 6≡ 1 and define

R̄ := inf{r ∈ [0, 1] : v∞(r) = 1}.

Since v∞(1) = 1, R̄ ≤ 1, and by the contradiction assumption, R̄ > 0. Furthermore,
by the definition of R̄ as infimum, v∞ < 1 in [0, R̄), and using that v∞ is continuous,
non-decreasing, and that v∞(1) = 1, it holds that v∞ ≡ 1 in [R̄, 1].

We divide the proof into two main steps.

Step 1. In this first step we prove that v∞|BR̄
solves the problem

{

−∆pu+ |u|p−2u = 0 in BR̄,

u = 1 on ∂BR̄

(22)

and that
‖v∞‖pW 1,p(B) < |B|. (23)

To prove (22), we aim to show that the distributional identity
∫

BR̄

|∇v∞|p−2∇v∞ · ∇ϕdx+

∫

BR̄

vp−1
∞ ϕdx = 0

holds for every ϕ ∈ C∞
c (BR̄). We observe that, fixed ϕ ∈ C∞

c (BR̄) ⊂ C∞(B̄), since
vq solves (1),

∫

BR̄

|∇vq|
p−2∇vq · ∇ϕdx+

∫

BR̄

vp−1
q ϕdx =

∫

BR̄

vq−1
q ϕdx. (24)

Now, using the estimate in Lemma 2, for q large, |vp−1
q ϕ| ≤ 2|ϕ| ∈ L1(BR̄), more-

over vp−1
qn ϕ → vp−1

∞ ϕ pointwise in BR̄. Thus, by the Dominated Convergence
Theorem

∫

BR̄

vp−1
qn ϕdx →

∫

BR̄

vp−1
∞ ϕdx as n → ∞. (25)

Let Rϕ < R̄ be such that suppϕ ⊆ BRϕ
. By the definition of R̄, v∞(Rϕ) < 1 and

so, in correspondence of ε =
1−v∞(Rϕ)

2 > 0, there exists n̄ large such that

vqn(r) ≤ vqn(Rϕ) ≤ v∞(Rϕ) + ε =
v∞(Rϕ) + 1

2
< 1 for every n ≥ n̄
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for every r ≤ Rϕ. This implies that, as n → ∞,

∫

BR̄

vqn−1
qn ϕdx =

∫

BRϕ

vqn−1
qn ϕdx ≤

(

v∞(Rϕ) + 1

2

)q−1 ∫

BRϕ

|ϕ| dx → 0. (26)

It remains to study the convergence of the first integral in (24) involving the gradi-
ents. We observe that such integral is actually over BRϕ

, therefore we can estimate
∣

∣

∣

∣

∣

∫

BRϕ

|∇vq|
p−2∇vq · ∇ϕdx −

∫

BRϕ

|∇v∞|p−2∇v∞ · ∇ϕdx

∣

∣

∣

∣

∣

≤

∣

∣

∣

∣

∣

∫

BRϕ

(|∇vq|
p−2 − |∇v∞|p−2)∇vq · ∇ϕdx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫

BRϕ

|∇v∞|p−2∇vq · ∇ϕdx −

∫

BRϕ

|∇v∞|p−2∇v∞ · ∇ϕdx

∣

∣

∣

∣

∣

≤ ‖(v′q)
p−2 − (v′∞)p−2‖L∞(0,Rϕ)

(

∫

BRϕ

C|∇ϕ| dx

)

+ |F (vq)− F (v∞)|,

where in the last line we have used the Cauchy-Schwartz inequality, the con-
stant C > 0 independent of q comes from the estimate on v′q given in Lemma

2, and we have introduced the functional F ∈ (W 1,p(B))′ defined as F (u) =
∫

BRϕ
|∇v∞|p−2∇u · ∇ϕdx for every u ∈ W 1,p(B). Applying Lemma 8 with R =

Rϕ < R̄, we deduce that ‖(v′qn)
p−2 − (v′∞)p−2‖L∞(0,Rϕ) → 0 as n → ∞. More-

over, by the weak convergence of (vqn) in W 1,p(B), we have |F (vq)− F (v∞)| → 0.
Therefore, the previous chain of inequalities provides

∫

BR̄

|∇vqn |
p−2∇vqn · ∇ϕdx →

∫

BR̄

|∇v∞|p−2∇v∞ · ∇ϕdx as n → ∞.

Combining this limit with (25) and (26), we get that v∞|BR̄
solves (22).

Now, we observe that, by [12, Lemma 5.7] (see also [13, Lemma 4.5]), the fol-
lowing infimum

inf
{

‖u‖pW 1,p(BR̄) : u ∈ C, u ≡ 1 on ∂BR̄

}

is uniquely achieved by the solution of (22), i.e. by v∞|BR̄
. Therefore we obtain

that

‖v∞‖pW 1,p(B) = ‖v∞‖pW 1,p(BR̄)+‖1‖pW 1,p(B\BR̄) < ‖1‖pW 1,p(BR̄)+‖1‖pW 1,p(B\BR̄) = |B|.

Step 2. In this second step we show that Iqn(vqn) → 1
p‖v∞‖pW 1,p(B), more

explicitly

1

p

∫

B

|∇vqn |
p dx+

1

p

∫

B

vpqn dx−
1

qn

∫

B

vqnqn dx →
1

p

∫

B

|∇v∞|p dx+
1

p

∫

B

vp∞ dx

as n → ∞. We already know by (19) that 1
qn

∫

B vqnqn dx → 0. Moreover, since

W 1,p(B) is compactly embedded in Lp(B) and vqn ⇀ v∞ in W 1,p(B),
∫

B vpqn dx →
∫

B vp∞ dx. It remains to study the convergence of the gradient term. Now, for every
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small δ > 0 we can write

∫

B

|∇vqn |
p dx =

{
∫

BR̄−δ
. . . dx +

∫

BR̄+δ\BR̄−δ
. . . dx+

∫

B\BR̄+δ
. . . dx if R̄ < 1,

∫

B1−δ
. . . dx+

∫

B\B1−δ
. . . dx if R̄ = 1.

In both cases R̄ < 1 and R̄ = 1, the first integral
∫

BR̄−δ
|∇vqn |

p dx can be treated

in the same way:
∣

∣

∣

∣

∣

∫

BR̄−δ

|∇vqn |
p dx−

∫

BR̄−δ

|∇v∞|p dx

∣

∣

∣

∣

∣

≤

∫

BR̄−δ

||∇vqn |
p − |∇v∞|p| dx

≤ ‖(v′qn)
p − (v′∞)p‖L∞(0,R̄−δ)|BR̄−δ| → 0 as n → ∞,

(27)

where we have used Lemma 8 with R = R̄ − δ. Using the same argument it is
possible to treat also the second integral in both cases

∫

BR̄+δ\BR̄−δ
|∇vqn |

p dx and
∫

B\B1−δ
|∇vqn |

p dx. Namely, if R̄ < 1

∫

BR̄+δ\BR̄−δ

|∇vqn |
p dx ≤

qn − p

qn(p− 1)
|BR̄+δ \BR̄−δ| ≤ C|BR̄+δ \BR̄−δ|, (28)

where C > 0 is a suitable constant not dependent on n nor on δ, and we have used
the estimate for v′q in Lemma 2. A similar estimate holds for the corresponding

integral when R̄ = 1. Finally, in the case R̄ < 1, it remains to consider the third
integral

∫

B\BR̄+δ
|∇vqn |

p dx. Since v∞ ≡ 1 in [R̄ + δ, 1], we need to prove that
∫

B\BR̄+δ
|∇vqn |

p dx → 0 as q → ∞. It suffices to prove that v′qn → 0 in [R̄ + δ, 1].

We argue by contradiction and suppose that there exist r̄ ∈ [R̄+δ, 1), a subsequence
(qnk

), and a positive number a > 0 such that v′qnk
(r̄) ≥ a for every n ∈ N. Then,

for every r ∈ (r̄, 1],

vqnk
(r)− vqnk

(r̄) =

∫ r

r̄

v′qnk
(τ) dτ ≥ a(r − r̄) > 0. (29)

On the other hand, vqn → 1 uniformly in [R̄ + δ, 1], and so the left-hand side of
(29) tends to zero as qnk

→ ∞. This is a contradiction.
By the arbitrariness of δ > 0, passing to the limit as δ → 0 in (28), we conclude

the proof of Step 2.

Conclusion. Combining the result proved in Step 2. with (20), we get that

‖v∞‖pW 1,p(B) = |B|. (30)

This contradicts (23), thus proving that v∞ ≡ 1. Moreover, in view of Corollary 5,
vqn converges to 1 in C0,ν(B̄) and weakly in W 1,p(B). By (19), Proposition 7 and
relation (30)

lim
n→∞

‖vqn‖
p
W 1,p(B)

p
= lim

n→∞
Iqn(vqn) =

|B|

p
=

‖v∞‖pW 1,p(B)

p
.

Therefore, ‖vqn‖W 1,p(B) → ‖v∞‖W 1,p(B), which together with the weak convergence

implies that vqn → v∞ ≡ 1 in W 1,p(B). By the arbitrariness of the sequence, the
convergence of the whole family follows. �
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[10] C. Budd, M. C. Knaap, and L. A. Peletier. Asymptotic behavior of solutions of elliptic equa-
tions with critical exponents and Neumann boundary conditions. Proc. Roy. Soc. Edinburgh
Sect. A, 117(3-4):225–250, 1991.
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