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A B S T R A C T   

The literature has shown that an accurate classification of project stakeholders allows for more comprehensive 
planning of their management strategies. The most used classification methods have limitations stemming from 
using a small number of stakeholder attributes thus returning high-level and imprecise classification results. This 
work investigates the potential benefits and limitations of adopting unsupervised machine learning clustering as 
an alternative method to automatically recognize stakeholder groups. The paper demonstrates the application of 
a PAM algorithm for project stakeholder classification, employing qualitative and quantitative data collected 
from a real project in an IT Italian company. The results show that the use of unsupervised clustering leads to a 
more granular and detailed stakeholder grouping that enables the design of better refined and customized 
stakeholder management strategies. Furthermore, the results of the paper demonstrate that the use of this 
methodology, when data is taken from a structured dataset, reduces the degree of subjectivity in classification, 
promoting a data-driven approach to project stakeholder management.   

1. Introduction 

1.1. The role of artificial intelligence in supporting new stakeholder 
landscape challenges 

In the last decade, many authors and practitioners in the project 
management field have highlighted the significant importance of 
stakeholder involvement in order to successfully achieve project out
comes (Olander and Landin, 2005). Projects impact multiple stake
holders with divergent interests, objectives, and socio-cultural 
backgrounds. Their willingness to get involved, contribute, and accept 
project outcomes directly impacts project success (Cleland, 1988; 
Turner and Zolin, 2012; Eskerod et al., 2015; Aaltonen et al., 2015). 
Consequently, project organizations are increasingly urged to devote 
attention to the stakeholder management process which assumes stra
tegic importance in order to ensure an alignment of goals between the 
project and its stakeholders in the co-creation of a unique project’s result 
(Jepsen and Eskerod, 2009). The importance of a structured stakeholder 
management process that includes the identification, analysis, and 
definition of tailored communication strategies has been highlighted in 
the literature (Lehtinen and Aaltonen, 2020), emphasizing how this can 
result in a more inclusive decision-making process that enhances 

stakeholder participation and leads to more sustainable project practices 
and results (Jepsen and Eskerod, 2009; Di Maddaloni and Davis, 2018; 
Derakhshan et al., 2019; Di Maddaloni and Sabini, 2022). 

Nowadays, project stakeholder landscapes are becoming more 
challenging: in the last decades, organizations have faced unprece
dented waves of changes propelled by globalization and by the spread of 
disruptive technologies that have impacted project management, 
accelerating project delivery and product life cycles (Abyad, 2017; 
Whyte, 2019). In this context, artificial intelligence systems defined as 
“systems that display intelligent behaviour by analysing their environ
ment and taking actions - with some degree of autonomy - to achieve 
specific goals”(OECD, 2022), are gaining relevance in companies and 
project management where these innovative technologies already find 
some applications in predicting, detecting, and simulating processes in 
project planning and execution (Holzmann et al., 2022; Fridgeirsson 
et al., 2021; Magaña Martínez and Fernandez-Rodriguez, 2015). Among 
the available AI approaches, Machine learning is one of the most widely 
used applications in business contexts when the objective is to retrieve 
purposeful knowledge from a set of data (Shrestha et al., 2021; Asad 
et al., 2020). Machine Learning algorithms can be categorized into su
pervised and unsupervised; in supervised learning the analyst provides 
the computer with complete examples to be used as instructions to 
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perform the required task, while in unsupervised learning the machine 
works without any labelled example and autonomously recognize pat
terns in the dataset provided. Thus, supervised machine learning tech
niques encompass classification and regression analysis in which the 
machine is instructed to automatically make predictions about output 
variables of a system based on a set of ideal examples. On the contrary, 
in unsupervised learning the machine is provided with unlabelled data 
with the aim of identifying hidden patterns or logical structures, such as 
clusters, in the dataset provided (Ray, 2019). 

1.2. Proposing unsupervised machine learning for stakeholder 
classification 

The current applications of Machine Learning in project manage
ment literature concern the “hard” planning and controlling side of a 
project, allowing predictions to be made about project progress, effort, 
duration, risk and final outcomes achievement (Holzmann et al., 2022; 
Bento et al., 2022), (Flyvbjerg, Bent; Budzier, Alexander; Chun-kit, 
Ricky Lau; Agard, Karlene; Agard, Karlene; Leed, 2022). Specifically, 
AI methods such as probabilistic models, fuzzy theory, machine 
learning, and neural networks are reported to be employed in project 
risk management for risks’ assessment and identification (Taroun & 
Yang, 2013; Wang & Jin, 2019) and mitigation action selection (Mariani 
& Mancini, 2023); at the same time also project scheduling (Faghihi 
et al., 2015), effort estimation (Elish et al., 2013; Bisi & Goyal, 2016; 
Moradbeiky, 2023) and cost budgeting (Afzal et al., 2019; Cheng et al., 
2015; Kamoona & Budayan, 2019) seem to be fertile ground for the 
application of AI. While all these applications concern quantitative 
project management areas, this paper aims to spot the light on the 
possible benefits and limitations that can results from applying unsu
pervised machine learning to one of the most qualitative areas of project 
management, namely stakeholder engagement, typically lacking quan
titative assessments. Indeed, unsupervised machine learning algorithms 
enable to perform a “pattern spotting” among unlabelled data, that can 
be particularly beneficial during stakeholder analysis when stakeholders 
need to be mapped and classified considering certain pre-defined 
attributes. 

To date, several theoretical stakeholder classifications models exist 
in the literature and are employed in practice, like the salience model 
(Mitchell et al., 1997) and the power interest matrix (Mendelow, 1981), 
however, some authors have highlighted relevant limitations. Many of 
the models rely dominantly on project team members’ brainstorming 
and checklists thus, they suffer from being biased by the subjectivity of 
the evaluator (Pérez Vera, 2018); in addition, the currently available 
frameworks often present simplified stakeholder classifications that 
consider few descriptive attributes to perform the classification (Main
ardes et al., 2012). 

The aim of this work is to fill these gaps by investigating the benefits 
and limitations of adopting unsupervised machine learning clustering as 
an alternative method to identify stakeholder groups; Therefore, 
coherently with the objectives stated, the following research question 
has been formulated: 

RQ. How can the application of unsupervised machine learning sup
port project stakeholder classification? 

The paper is structured in the following way: the literature review 
section revises stakeholder theory, highlighting the limitations of the 
existing classification methods and the potential of employing unsu
pervised machine learning in the classification process. The following 
section presents a case of unsupervised clustering application in an IT 
Italian project stakeholder classification. Finally, the last part shows the 
case results and uncovers contributions to the theory and to practi
tioners, discussing the generalizability of the results, the limitations, and 
the possible future research advancements. 

2. Literature review 

2.1. Project stakeholder classification methods: insights from general 
stakeholder theory 

Stakeholder management has received relevant interest in both the 
strategic management literature and in the project management litera
ture (Eskerod et al., 2015; Huemann et al., 2016). A project is considered 
as a temporary organization (Lundin and Söderholm, 1995) established 
to create benefits, goods or services; to this end, the project needs a 
consistent number of resources that may come from individuals, groups, 
or entities – namely stakeholder - which may affect or be affected by the 
project (Andersen, 2008; Freeman, 1984). Consequently, many authors 
have focused on how to develop an inclusive involvement of project 
stakeholder in both research and practice, often referring to general 
stakeholder theory ((Aaltonen and Kujala, 2010; Jepsen and Eskerod, 
2009; Vuorinen and Martinsuo, 2018; Lehtinen and Aaltonen, 2020; 
Machiels et al., 2023)) and highlighting both the benefits and possible 
drawbacks of inclusive stakeholder management strategies (Eskerod 
et al., 2016). Several authors have pointed out the importance of project 
stakeholder classification, one of the main component of stakeholder 
management, highlighting the need for further knowledge on the topic 
(Elias et al., 2002; Jepsen and Eskerod, 2009). In fact, despite the 
importance of classifying project stakeholders, the literature on the 
subject is rather limited and the existing classifications frameworks 
mostly refer to general stakeholder theory (Jepsen and Eskerod, 2009; 
Aaltonen and Kujala, 2016; Freeman, 1984) in his fundamental work 
entitled Stategic Management: A Stakeholder approach, considered as one 
of the foundations of stakeholder theory, highlights that stakeholders 
having similar interests or rights should be classified into different 
groups and managed through diversified relational approaches. This 
idea culminated in the development of the stakeholder theory that fo
cuses on how organizations engage in relationships with diverse stake
holder groups and on how the managerial decision-making process can 
be influenced by stakeholder interests and claims (Jones and Wicks, 
1999; Phillips et al., 2010; Eskerod et al., 2015). 

2.2. Overview of the extant classification frameworks 

Within this broad theoretical framework, many authors have focused 
on highlighting how diverse stakeholder group interact with the com
pany, providing for this purpose different classification frameworks. The 
literature on stakeholder classification can be conceptually divided into 
(i) theoretical categorization of stakeholders based on the possession of 
some attributes or certain variables and (ii) frameworks or models that 
seek to quantify the intensity of an attribute or characteristics on a scale 
that enables a prioritized stakeholder assessment and management. The 
first category includes papers that theoretically group stakeholders 
based some attributes or variables such as (Clarkson, 1995) who groups 
stakeholders into primary and secondary considering the formal or 
informal contractual relationship established with the company or 
(Sirgy, 2002) who classifies stakeholders into internal or external 
considering as a criterion the amount of resources that are exchanged 
between the company and the stakeholders. Table 1 summarizes and 
shortly describe the stakeholder classification frameworks identified in 
literature, outlining whether they allow to perform a stakeholder 
prioritization. 

Although these classifications are relevant in defining whom stake
holders are, and highlighting their interests and possible claims, they do 
not provide any information regarding how to deal with all of them 
simultaneously. According to (Fassin, 2009) this is not possible in the 
absence of an evaluation of some utilization criteria that define a pri
oritization among different stakeholder groups. Hence, to fulfil this 
theoretical requirement, the literature proposes (ii) frameworks and 
models that seek to quantify the possession of one or more attributes to 
perform a stakeholder mapping and classification that enables to 
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prioritize individuals and manage them according to the prioritization 
result. Within this perspective, two of the most adopted model, both at 
the company and project level (Project Management Institute, 2021; 
Aaltonen et al., 2008), are the Salience Model (Mitchell et al., 1997) that 
incorporates the evaluation of three stakeholder attributes - power, ur
gency, and legitimacy and the Power/Interest matrix which consists of a 
grid where power and interest are fixed on two axes is (Mendelow, 
1981). 

2.3. Limitations of current classification models 

These traditional classification models are widespread in practice, 
however for most of them the literature has highlighted some limita
tions, outlined in some very limited empirical papers that tested the 
models. The first limitation is that these traditional classification 
schemes are static, meaning that they do not allow for monitoring the 
dynamism and changes that can occur in stakeholder attributes during a 
project’s lifecycle (Winch and Bonke, 2002). This aspect has been 
highlighted by (Aaltonen et al., 2008) who propose a method for 
incentivizing and tracing the changes in the salience attribute in stake
holders during a project course and by (Beringer et al., 2013) who un
derlines that stakeholder attributes and attitude toward the project tend 
to change in different stages of the project lifecycle. The second limi
tation is that models such as power interest matrix or salience model 
consider a small number of stakeholder attributes and characteristics, 
providing high-level classification results in the form of a 
two-dimensional stakeholder matrix. This approach has been found 
restrictive in some empirical papers such as (O’Higgins and Morgan, 
2006) who point out that their research would have benefited from 
being able to consider more stakeholder ideology and values; to over
come this issue, both (Winch & Bonke, 2002) and Olander and Landin 
(2005) suggest using a combination of multiple methods, in order to 
derive a more granular perspective of stakeholder classification which 
considers more attributes. Finally, a third limitation relates to the way 
the management usually identifies and map the intensity of stakeholder 
attributes, both in theoretical classifications and in prioritized stake
holder matrices. This process is dominantly performed through 

brainstorming and checklists, relying mainly on individual managers’ 
judgement. This involves a significant degree of subjectivity in the 
evaluation, which can lead to vagueness and imprecision in the classi
fication process (Pérez Vera, 2018). Although some authors have tried to 
limit the subjectivity of experts by using specific techniques such as 
fuzzy logic (Bendjenna et al., 2012), classifications are still largely based 
on individual judgments that risk to introduce biases in the overall 
stakeholder evaluation. In addition, the entire mapping process is 
generally carried out manually, drawing and updating charts and tables, 
thereby increasing the risk of introducing errors into the classification 
model. 

The aim of this paper is to propose an alternative and data–driven 
method to classify project stakeholders into different groups. To this 
purpose we suggest the use of unsupervised machine learning as a 
possible method to overcome the limitation highlighted in the literature; 

2.4. Unsupervised machine learning 

Machine learning involves the development of computational ap
proaches to automatically analyse patterns, learn from data, and make 
decisions with minimal or nonexplicit human assistance (Samuel, 1969). 
Machine learning algorithms are generally categorized in the two classes 
of supervised and unsupervised learning. Supervised machine learning 
algorithms, learn from past labelled data to predict the membership of 
unseen new data points to certain classification categories. Indeed, 
starting from the analysis of a known training dataset, supervised ma
chine learning algorithms produce an inferred function to make pre
dictions about the output values. In this way, the system is able to 
provide a classification for any new input after a sufficient training 
(Kotsiantis, 2007). The logic and purpose of supervised machine 
learning algorithms do not match with stakeholder classification 
because in these analyses the purpose is not to predict the single 
stakeholder membership in a pre-determined category as much as to 
figure out and describe what categories or groupings may lie within an 
unlabelled dataset (Pérez Vera, 2018; Reyad et al., 2021). This aim can 
be pursued adopting unsupervised machine learning algorithms that are 
used when the input data is neither classified nor labelled. Unsupervised 
learning algorithms infer a function to describe a hidden structure from 
unlabelled data. The system doesn’t figure out the right output, but it 
explores the data and can draw inferences from datasets to describe 
hidden structures from them (Hahne et al., 2008). Unsupervised ma
chine learning includes several classes of algorithms, which can be 
employed in an alternative way depending on the purpose of the analysis 
to be performed. For example, when the aim is to simplify the data 
structure without losing information, dimensionality reduction algo
rithms can be used (Huang et al., 2018) or alternatively, associative 
algorithms can be used when the aim is to associate variables in large 
databases for understanding what is the impact that associations among 
some variables can have on others (Cohen et al., 2001). When, like in 
stakeholder classification, the purpose of the analysis is to uncover 
similarities among data points grouping similar elements together, 
clustering techniques can be effectively employed (Reyad et al., 2021). 
In fact, clustering consists of a set of methods for grouping objects into 
homogeneous classes. A cluster is a set of objects that have similarities 
with each other but, conversely, have dissimilarities with objects in 
other clusters. The input of a clustering algorithm is a sample of unla
belled items, while the output is given by a number of clusters into 
which the items in the sample are divided according to a measure of 
similarity (Charu and Chandan, 2013). These algorithms prove to be 
highly effective in several fields of application, including social sciences, 
where they can be used to group samples of populations or geographical 
areas with similar demographic or social characteristics (Marbouti et al., 
2021; Pavone et al., 2021) and marketing segmentation where clus
tering algorithms have been used in literature to group customers or 
products with similar characteristics or attributes in a variety of field 
such as customers in the electricity market (Motlagh et al., 2019), food 

Table 1 
Stakeholder characteristics.  

Author Classification criteria Stakeholder 
Prioritization 

Goodpaster (1991) The strategic and the moral 
stakeholder 

No 

(Savage et al., 1991) Stakeholder’s potential powers to 
threaten or cooperate with the 
organization 

No 

Clarkson (1995) The primary and the secondary No 
(Mitchell et al., 

1997) 
Power, legitimacy and urgency Yes 

Rowley (1997) Network density and the centrality of 
the organization focus 

No 

Luoma and 
Goodstein (1999) 

Private and public stakeholders No 

Sirgy (2002) Internal, external, distal (those who 
can indirectly influence the survival 
and growth of the business firm 
through influence exerted on the firm’s 
external groups) 

No 

(Post et al., 2002) Resource providers, industry 
participants, socio-political 
stakeholders 

No 

(Mendelow, 1981;  
Johnson et al., 
2008) 

Matrix representing the level of 
stakeholder power and interest 

Yes 

(Van Der Laan et al., 
2008) 

Primary and secondary stakeholders 
based on the entity of the relationship 
with the corporation 

No 

Fassin (2009) Classical stakeholders, stakewatchers, 
stakekeepers 

No  
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shoppers (Su et al., 2019; McCarthy et al., 2020) cars buyers (Morton 
et al., 2017) and tourists (Alén et al., 2017; Cavagnaro et al., 2018). The 
advantage that comes from applying clustering algorithms is that they 
provide as output a description of the characteristics of each cluster, 
which enables the decision maker to make strategic and tailored de
cisions about actions to be taken for different groups (Ray, 2019). 
Hence, like in market segmentation, also in project stakeholder classi
fication these algorithms can enable both an effective “pattern spotting” 
that groups stakeholders into clusters and offer a valuable starting point 
for framing stakeholder management strategies customized for each 
different group (Veerappa and Leitier, 2011; Pérez Vera, 2018; Reyad 
et al., 2021). 

2.5. The four categories of unsupervised clustering methods 

The literature classifies clustering methods into four main categories: 
probabilistic, density-based, hierarchical and partitional clustering. 
Probabilistic models have been studied by many scholars (Wolfe, 1963; 
Cavalli-Sforza and Edwards, 1967; Bock, 1996; Ajiboye et al., 2014) 
since the beginning of the research interest in cluster analysis. The 
probabilistic model-based approach assumes that each of the group 
present in the dataset is generated by an underlying probability distri
bution. Thus, each component probability distribution corresponds to a 
cluster. Density-based clustering is a nonparametric approach where the 
clusters are identified considering the high-density areas observed in the 
dataset (Charu and Chandan, 2013). In density-based clustering each 
cluster is a region of high density of objects, and it is separated from 
other clusters by sparser areas. 

Hierarchical clustering algorithms, approach the problem of clus
tering by developing a binary tree-based data structure called dendro
gram. Once the dendrogram is constructed, the analyst can 
automatically choose the right number of clusters by splitting the tree at 
different levels to obtain different clustering solutions for the same 
dataset without rerunning the clustering algorithm again. Among the 
different categories of clustering methods, partitional clustering algo
rithms are the most used because of their simplicity, competitive 
computational capability, scalability, and effectiveness. Partitional 
clustering methods assign data to k clusters (where k is an input 
parameter), by optimizing an objective function that captures the local 
and global structure of grouping. After the initial assignment, an itera
tive relocation procedure moves data points from one cluster to another 
so that data objects within the same cluster are similar or close (Celebi, 
2015). 

K-means clustering is the most widely used partitional clustering 
algorithm. This method requires as input parameters the number of 
groups (k) and a distance metric. After choosing k representative points 
as the initial centroids, the algorithm assigns data points to the closest 
centroid based on a proximity measure. Although K-means is currently 
the best-known and most used clustering algorithm, it has the key lim
itation of working with numerical values only; consequently, when 
dealing with mixed data sets, a K- medoid clustering algorithm is 
preferred. K-medoids is similar to K-means, but it is proved to be more 
robust and less sensitive to outliers (Maione et al., 2019). The k-medoids 
algorithm is based on finding k representative samples within the data 
set, called medoid, whose average dissimilarity with respect to all the 
other objects in the same cluster is minimal. 

The k clusters are constructed through the association of each sample 
to its nearest representative object (medoid): each point is then assigned 
to the closest cluster based on its proximity to the medoid; The algorithm 
proceeds iteratively until each representative object is the medoid of the 
cluster. 

The drawback of the partitioning methods is that a predefined K 
parameter-namely the number of clusters – is required in order to 
perform the cluster analysis. Thus, a method named Average Silhouette 
Analysis, which consists in estimating the optimal number of clusters k 
by optimizing an objective function that is an average of silhouette 

coefficients, is usually employed in order to define the most proper K 
parameter for a specific dataset. The silhouette coefficient is an internal 
measure for cluster validation that considers both the intra-cluster and 
inter-cluster distances. The optimal number of clusters k is determined 
by maximizing the average of all the silhouettes in the dataset (Gen
tleman and Carey, 2008). Table 2 summarizes the different types of 
clustering with their advantages and disadvantages. 

The literature shows only few papers that proposes the use of ma
chine learning for stakeholder classification (Pérez Vera, 2018; Pérez 
Vera and Bermudez Peña, 2022); however, these works employ super
vised machine learning and thus classify stakeholders into predefined 
classifications through labelled input data. Instead in this paper, the 
authors propose to adopt an unsupervised clustering approach allowing 
the automatic recognition of groupings among stakeholders. Specif
ically, given the simplicity of the application and the ability to effec
tively handle datasets with mixed variables, the authors suggest 
adopting the k-medoid clustering algorithm previously described to 
perform an effective stakeholder classification. 

3. Research approach 

The aim of this paper is to demonstrate the potential benefits and 
limitations of employing unsupervised machine learning to support 
project stakeholder classification. To answer this research question, we 
employed a single exploratory case study. The adoption of this method 
finds justification in the fact that case studies, in addition to answering 
research questions regarding the “how” and “why” of a specific phe
nomenon, can also be used to evaluate the impacts and outcomes of 
specific interventions applied in a specific context (Dul and Hak, 2007). 
In this particular case, the intervention consists of applying an innova
tive method for classifying stakeholders, and since the literature on the 
subject is limited and does not allow for building on existing theories 
and empirical results, the approach adopted is exploratory in nature 
(Yin, 2012). To frame the case study, the authors purposefully selected a 
company, collected data regarding the stakeholders involved in one of 
the company’s major projects, and applied an unsupervised clustering 
procedure, sharing the results of the analysis with the company man
agement. This paper provides an empirical demonstration of the model 
implementation which aims to show what are the benefits of adopting a 
data-driven stakeholder classification process; the following paragraphs 
illustrate the steps followed to involve the company’s management and 
collect the data necessary to perform the analysis; the steps are also 
reported in Fig. 1; a short overview of the clustering procedure is then 
provided, before the discussion of the results obtained. 

3.1. Data collection 

The process followed to collect the data aimed to improve the val
idity and reliability of the results, employing a combination of primary 
and secondary sources of information. A medium-large Italian IT com
pany, specialized in the design and delivery of hardware and software 
solutions, was purposefully selected to demonstrate the application of 
unsupervised clustering to support project stakeholder classification. 
The company has different sites in Italy, the US, and New Zealand and it 
owns a strong network of partnerships with the most important world
wide IT providers, and a consistent number of relationships with 
different and multicultural stakeholders. In fact, the company project’s 
stakeholders operate in many fields - Finance, Manufacturing, Health
care, Public Administration, and Retail – allowing the collection of 
stakeholder data coming from diverse and variegate industries. The 
authors decided to concentrate on an IT company to show the potential 
benefit arising from adopting unsupervised machine learning techniques 
for stakeholder classification in companies where projects are managed 
in a complex and fast-changing environment (Brynjolfsson and Hitt, 
2000). The procedure followed to collect the data consisted of the 
following steps: 
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- The research project was presented to the CEO of the company who 
expressed his interest in the potentiality of performing a data-driven 
stakeholder classification process. Therefore, the research team was 
allowed to collect stakeholder data coming from a past company 
project. The project, a software delivery for a client about to go 
public, involved many listed companies and organizations as stake
holders, and it is the largest project that has been managed by the 
company.  

- The first step consisted of involving the project manager to retrieve 
data from the stakeholder register used to enlist project stakeholders. 
The register reported a list of 124 stakeholders, operating in different 
industries (Infrastructure, Health sector, Manufacturing, Finance) 
and having different roles (Project Manager, Sales Specialist, De
livery Technicians, Purchase Specialists), which were included in the 
dataset to be used for the analysis.  

- The second step consisted of a workshop during which the project 
manager, the project manager, the IT area director, the project sales 
director, and the project marketing director, all senior figures in the 
company with more than fifteen years of experience, were asked to 
identify, based on their experience, the relevant stakeholder attri
butes that could be crucial to be evaluated both for the design of the 
IT service and for its final, successful delivery. The workshop was 
necessary in the absence of a structured corporate dataset collecting 

data and information regarding project stakeholders. To ensure the 
accuracy and reliability of the primary data collected during the 
workshop, the authors recorded and transcribed the workshop, 
analyzing, through a coding procedure the information provided by 
the participants. The final list of attributes, which included in
dividuals’ demographic characteristics as well as psychographic 
attitude toward the project, is reported in Table 3 in the format 
validated by the company’s CEO. 

- In the third step, the same group of respondents was asked to eval
uate the extant company stakeholder documentation in order to 
express for each of the 124 stakeholders the grade of intensity of the 
13 variables expressing the psychographic attributes, based on a 
Likert scale (from 1 to 5 defined as “Very Low”, “Low”. “Medium”, 
“High”, “Very High”). To ensure a proper accuracy and reliability of 
the data collection phase the entire workshop (which lasted 4 h) was 
recorded and transcribed. 

The choice of focusing on respondents with specific roles was driven 
by the internal organizational guidelines, according to which the project 
manager, the IT manager, the project sales manager and the project 
marketing manager are the roles responsible for stakeholder manage
ment and engagement. Indeed, each project is followed by a dedicated 
team that can provide relevant insights about the stakeholders involved 
in the client’s project. The validity and reliability of this methodological 
approach is aligned with some authors, according to whom professional 
roles like the Service Managers and the Project Managers are the best 
informants since they continuously interact with customers and use 
customer information for making project decisions (Olson et al., 1995; 
Song and Parry, 1997). The output of the data collection process was 
thus a dataset of 124 stakeholders described through a set of 18 attri
butes (of which 5 are demographic and 13 psychographic), with 
magnitude expressed in terms of linguistic variables ranging from 1 to 5. 
The data collected were recorded in an Excel worksheet and subse
quently imported into the analytical software R Studio to be explored, 
cleaned, and used to train the proposed model. 

3.2. Unsupervised clustering: a proposed approach for stakeholder 
classification 

Unsupervised clustering includes algorithms that can detect simi
larities within a set of different input data. Thus, in unsupervised 

Table 2 
The four clustering methods with their advantages and disadvantages.   

Advantages Disadvantages Examples Applicability to Stakeholder Classification 

Probabilistic models (Wolfe, 
1963; Cavalli-Sforza and 
Edwards, 1967; Ajiboye 
et al., 2014) 

The estimation of the number of 
clusters as the choice of clustering 
method are statistical problems. 

Difficulty in applying it on 
real data due to lack of a 
distribution. 

Gaussian mixture 
model 

Difficult to apply because data concerning different 
individuals rarely take on a specific statistical 
distribution. In addition, stakeholder datasets often 
contain outliers (e.g., individuals who have 
particularly high/low values of a specific attribute) 
that these methods cannot handle. 

Density based models (Charu and 
Chandan, 2013; Campello 
et al., 2020) 

No initial assumptions are 
required. 
Allows to discover arbitrary 
shapes. 

Decrease of efficiency 
when dimensionality of 
data increases 

DBSCAN, OPTICS Difficult to apply because they become highly 
computationally intensive as the dataset increases. 
They struggle in handling clusters of varying densities 
and shapes – while stakeholder groups often have 
irregular density. 

Hierarchical models (Everitt 
et al., 2011) 

Intuitive and easy to explain Slow, sensitive to outliers, 
not able to manage mixed 
data 

Agglomerative, 
Divisive 

Difficult to apply because they need large dataset to 
provide reliable results (while often project 
stakeholder database counts around 100 records). 
They do not handle mixed data (continuous and 
categorical) while stakeholder data are often expressed 
in both measures. 

Partitional Clustering (Maione 
et al., 2019) 

Simplicity, computational 
capability, scalability, 
effectiveness, ability to manage 
mixed data. 

Requires computation of 
number of clusters K 

K-means, K- 
medoid 

It is the most suitable class of algorithms for 
stakeholder classification as it handles mixed data, it is 
simple to apply and less sensitive to outliers. It has 
good computational capabilities, also when increasing 
the database and can handle several stakeholder 
attributes simultaneously.  

Fig. 1. Research steps followed and clustering procedure.  
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learning, the machine independently recognizes patterns and structures 
within the input values. As pointed out in the theoretical background 
this automatic recognition of similarity in the data can be particularly 
useful for identifying, with a data-driven approach, categories of 
stakeholders showing similar characteristics. Among the different un
supervised clustering algorithms presented in the literature review, 
partitional methods represents a preferrable option to perform project 
stakeholder classification: these algorithms are in fact characterized by 
greater speed and effectiveness (Ben Salem et al., 2018). Furthermore, 
stakeholder attributes were expressed through continuous (e.g. “Age”), 
categorical (e.g. “Gender”, “Role”) and ordinal (e.g. “Communication 
skills”) variables, therefore the Partitional Medoid Clustering (PAM) was 

Table 3 
The stakeholder attribute list defined together with the project manager, the IT 
area director, the project sales director, and the project marketing director.  

ATTRIBUTE (D=
DEMOGRAPHIC; P=
PSYCHOGRAPHIC) 

ATTRIBUTE 
DESCRIPTION 

JUSTIFICATION 

NATIONALITY (D) Stakeholder’s nationality The company operates in 
a global context, and most 
of the stakeholders 
identified in the register 
are international. 
Managers included 
nationality as cultural 
differences can impact on 
stakeholder grouping. 

AGE (D) Stakeholder’s age Stakeholders’ age was 
included as it can 
influence both on group 
formation and on 
subsequent 
communication strategies. 

GENDER (D) Gender of individual 
stakeholder (male, 
female) 

Gender was included as a 
demographic attribute 
useful in supporting 
differentiated 
communication strategies 

EDUCATIONAL 
BACKGROUND (D) 

Educational background: 
Secondary School (SS), 
High School (HS), 
bachelor’s degree (D), 
master’s degree (MD), 
Doctor of Philosophy 
(PhD) 

The educational 
background was included 
as a socio-demographic 
attribute to frame clusters 
and related management 
strategies. 

ROLE (D) Professional role held by 
the stakeholder in the 
organization to which he 
or she belongs 

The stakeholder role was 
added as an information 
useful to address targeted 
managerial actions. 

EXPERTISE IN OWN 
ROLE REFLECTS (P) 

Degree of skills and 
knowledge owned by the 
stakeholder in the specific 
job position 

Managers included this 
attribute to be able to 
evaluate the seniority and 
the general expertise in 
different clusters. 

EXPERTISE IN IT (P) Stakeholders’ degree of 
knowledge of IT 
infrastructures, including 
knowledge of existing IT 
solutions, ability to 
identify its requirements 
and to assess risks. 

Being IT the core business 
of the project, this 
attribute was included to 
understand how to deal 
with stakeholders having 
different IT competences 
and skills. 

BUSINESS SKILLS (P) Refers to the ability to 
successfully manage 
business issues, achieve 
favourable outcomes, 
design well defined plans 
that accounts all the 
strengths and potential 
issues of the company 

Included to assess the how 
to deal with stakeholders 
that have different 
attitude toward achieve 
outcomes within the 
expected deadline, 
following a plan or 
managing issues and risks. 

ATTITUDE TOWARDS 
THE PROJECT (P) 

Stakeholders’ attitude 
toward the project 
defined in the following 
possible behaviours: 
Positive (P), supportive 
(S), indifferent (I), 
negative (N), resistant (R) 
– partially retrieved from 
(Boschetti et al., 2012) 

Included for 
understanding how to 
deal with stakeholders 
who have very diverse 
attitudes toward the 
project. 

COMMUNICATION 
SKILLS (P) 

Concern the ability to 
communicate clearly and 
effectively with the 
company and with other 
stakeholders, creating the 
understanding and trust 
necessary to work on a 
project (Barrett, 2006) 

Included in order to assess 
stakeholder 
communication ability 
and how to deal – also on 
an operational level – with 
diversified 
communication skills. 

NEGOTIATION SKILLS 
(P) 

The ability to reach a 
common agreement with 
the company and with 

Included in order to be 
able to differentiate 
between stakeholders  

Table 3 (continued ) 

ATTRIBUTE (D=
DEMOGRAPHIC; P=
PSYCHOGRAPHIC) 

ATTRIBUTE 
DESCRIPTION 

JUSTIFICATION 

other stakeholders, as 
outlined in (Roloff et al., 
2003) 

with high negotiation skill 
that enable smoother and 
faster processes and 
stakeholder with low 
negotiation skill who 
require a more careful 
management. 

HARD SKILLS (P) Technical’ skills in the 
exercise of the activity 
carried out by the 
company to which the 
individual belongs, as 
defined in (Lyu and Liu, 
2021) 

In addition to soft skills 
such as communication 
and negotiation, hard 
skills were added to 
differentiate especially 
between the more 
technically savvy 
customers and suppliers 
and those with less 
expertise. 

RESULT-ORIENTATION 
(P) 

The ability to focus on the 
output and move 
efficiently toward the 
goals, meanwhile 
measuring the effects of 
the work and analysing 
the results. 

Included to enable 
managers to differentiate 
between stakeholder with 
high or low result 
orientation. 

FLEXIBILITY (P) Tolerance for projects’ 
changes and readiness to 
adapt. 

Included in order to 
differentiate the approach 
to stakeholder 
engagement strategy. 
More “Agile” and informal 
in case of flexibility to 
change or very formal in 
case of traditional 
stakeholders 

INTEREST (P) Degree of interest of the 
stakeholders in the 
project activities and 
results, as defined in ( 
Mendelow, 1981;  
Johnson et al., 2008) 

This attribute was kept as 
already part of the project 
stakeholder classification 
method. 

POWER (P) Expresses whether a 
stakeholder is able to 
impress and actually 
achieve its expectations 
on the project, as defined 
(Mendelow, 1981;  
Johnson et al., 2008;  
Mitchell et al., 1997) 

This attribute was kept as 
already part of the project 
stakeholder classification 
method. 

LEGITIMACY (P) Perception or assumption 
that the actions of the 
stakeholder are desirable, 
proper, or appropriate as 
defined in (Mitchell et al., 
1997) 

Included in order to 
diversify the management 
of stakeholder according 
to their legitimacy. 

URGENCY (P) Degree of time sensitivity 
and criticality owned by 
the stakeholders toward 
the project, as defined in ( 
Mitchell et al., 1997) 

Included to diversify the 
response times toward 
stakeholders considering 
their urgency in making 
requests and claims.  
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identified by the authors as an appropriate alternative since it is able to 
handle datasets consisting of mixed categories of data. This algorithm is 
less sensitive to outliers than alternatives such as k-means, making it 
possible to correctly classify stakeholders with a high variability in the 
attribute’s intensity. The high interpretability of the clusters favoured by 
the fact that the medoids are represented by real data points and the 
possibility of supporting incremental updates, make it particularly 
suitable for a stakeholder classification process that may undergo 
modifications during the project lifecycle (Arunachalam and Kumar, 
2018). To enable an effective comparison between the method currently 
employed by the company for classifying stakeholders and the PAM 
algorithm, the project power interest matrix was employed as an input 
for the cluster analysis. In fact, we decided to run the algorithm sepa
rately for each quadrant of the power interest matrix, so that the 
different grouping logic could emerge clearly and enable an easier 
comparison between the two methods. As most clustering techniques, 
PAM requires the number of clusters as an input parameter (k), thus the 
first step performed in each quadrant of the power interest matrix was to 
select the optimum number of clusters through the Silhouette plot: the 
optimal number of clusters corresponds to the point at which the 
average silhouette width is maximized. Subsequently the PAM algo
rithm was launched on the dataset containing the individual stake
holders and the variables defined in Annex 1. Specifically, the algorithm 
received the data in input as a n x m matrix where: 

- n represents the number of individuals (stakeholders) that the algo
rithm must categorize.  

- m is the number of variables (stakeholder attributes) based on which 
the stakeholders must be categorized by the algorithm.  

- each element aij of the matrix represents the evaluation expressed by 
the management of the stakeholder i related to the characteristic j. 

⎛

⎝
a11 ⋯ a1m
⋮ ⋱ ⋮

an1 ⋯ anm

⎞

⎠

The PAM algorithm is intended to find a set of objects, called 
medoids, among the points of the input dataset. The term medoid refers 
to a data point within a cluster for which the average dissimilarity be
tween it and all the other members of the cluster is minimal; it corre
sponds to the most centrally located point in the cluster. Once the 
medoids were identified, the algorithm performed a swap procedure in 
order to improve the quality of the clustering solution by iteratively 
swapping data points between clusters. Through this process, the PAM 
algorithm refines the clustering solution by optimizing the assignment of 
data points to clusters, with the aim of minimizing the total dissimilarity 
and creating more compact and well-separated clusters (Botyarov and 
Miller, 2022). This process is iteratively performed until defining k 
representative medoids able to minimize the sum of the dissimilarities of 
the observations to their closest representative object. The results of the 
procedure applied to the company’s stakeholder classification are re
ported in the following paragraph. 

4. Results 

4.1. Clusters description 

To classify project stakeholders, the company employed a power 
interest matrix, with each stakeholder’s level of power and interest 
expressed on a Likert scale ranging from 1 to 5. As mentioned in the 
previous paragraph, the algorithm was run on each quadrant of the 
matrix instead of considering the entire dataset, enabling to emphasize 
the enhanced granularity of the clustering in respect to the current 
method employed by the company. The project power interest matrix 
included the 124 stakeholders identified in the stakeholder register and 
reported a significant number of individuals in the quadrants including 
stakeholders classified as “Key players” (Quadrant 1- high power and high 

interest), and in the other two including stakeholders to “Keep informed” 
(Quadrant 2- low power and high interest) and to “Keep satisfied” (Quad
rant 3- high power and low interest); on the contrary only 3 stakeholders 
were included in the “Minimal effort” quadrant, not allowing to perform 
a clustering analysis in that specific area of the matrix. On the three 
quadrants under consideration, the optimal number of clusters was first 
estimated using the Average Silhouette Analysis - whose outputs are 
graphically represented in the Silhouette plots reported in Fig. 2. The 
optimal number of clusters that maximize the Silhouette coefficient is 
four in Quadrant 1, two in Quadrant 2 and four in Quadrant 3. 

Subsequently the PAM algorithm was employed to define the optimal 
number of medoids, enabling to identify, for each quadrant, clusters of 
stakeholders having different characteristics. Fig. 3 shows a graphical 
comparison between the power interest matrix currently adopted in the 
company and the clusters identified running the PAM algorithm. The 
main difference that emerges is in the level of granularity in the 
grouping of stakeholders, made possible by considering 18 attributes 
simultaneously instead of the two-dimensional attributes of the power 
and interest matrix. 

In the first quadrant of stakeholders, the “Key players” (Quadrant 1), 
four subclusters were identified based on the stakeholders’ attributes 
reported in Annex 1; stakeholders belonging to subcluster 1.1 showed a 
high level of expertise in their own field (Accounting, IT support, Pur
chase Management), a good knowledge of IT infrastructures, re
quirements and of IT risk management. Besides the technical 
competences, stakeholders in this group had excellent managerial, 
negotiation and communication abilities. They worked with a particular 
focus on the achievement of the established goal showing a high level of 
commitment toward the project. They were willing to participate in the 
project’s decision-making process and in problem identification and 
resolutions. Stakeholders belonging to subcluster 1.2 were characterized 
by lower experience in their own field and weaker expertise in terms of 
the IT business and communication skills. Furthermore, they showed a 
neutral attitude and a medium degree of commitment toward the proj
ect. Subcluster 1.3 encompasses stakeholders who do not have either 
good communication or negotiation skills as well experience in the IT 
sector. Furthermore, they are perceived to be just sufficiently interested 
and committed to the project, showing, in some cases, a resistant 
behaviour which implies a high risk of difficulties in structuring an 
effective relationship with them during the management of the project. 
Subcluster 1.4 includes stakeholders that are experts in their field and 
demonstrate to have good knowledge of IT solutions. Similarly, to the 
previous group, they show a resistant attitude toward the project, 
however they demonstrate good negotiation, business, and communi
cation skills. 

The application of the PAM algorithm on the group of stakeholders to 
“Keep informed” (Quadrant 2), led to the identification of two sub
clusters; Both clusters represented stakeholders that proved expertise in 
their own role. However, individuals belonging to subcluster 2.2 showed 
stronger business knowledge and competences in the IT industry. 
Nevertheless, the main difference between the two identified subclusters 
can be traced in their attitude toward the project: individuals belonging 
to subcluster 2.2 had a neutral attitude and were weakly committed 
toward the project, while stakeholders in subcluster 2.1 were strongly 
interested in the project but with a resistant attitude. Finally, the clus
tering procedure applied to the “Keep satisfied” stakeholders (Quadrant 
3) led to the identification of four subclusters: the first one (subcluster 
3.1) includes individuals that showed the lowest degree of all the skills 
with respect to the other clusters identified in the same quadrant. 
Clusters 3.2 and 3.3 both included stakeholders with excellent 
communication and negotiation skills; The two groups differed only in 
terms of the attitude, since cluster 3.2 included stakeholders having a 
positive attitude toward the project, while the distinguishing charac
teristics of cluster 3.3 was the neutrality towards project activities and 
decisions. To conclude, subcluster 3.4 grouped individuals with a me
dium/high level of skills but lacking the ability to be result oriented with 
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respect to project objectives. Aside from enabling a deeper description of 
the clusters, the advantaged that derives from employing clustering al
gorithms can be effectively highlighted by reporting a single classifica
tion as example. Stakeholders numbered as 40 and 41 in the original 
power interest matrix are both mapped with a power and interest value 
of 4. Thus, when adopting the power interest matrix logic, the actions 
and strategy developed for their engagement to the project should be 
identical; however, when adding some attributes for consideration and 
running the cluster analysis, stakeholder 40 is included in cluster 1.1 
while stakeholder 41 in cluster 1.2. This does not imply a dramatic shift 
in perspective, as both stakeholders have high power and interest to
ward the project. However, the two different clusters group individuals 
with a notable difference in the level of IT experience. This aspect, which 
does not emerge in the power interest matrix, is of great relevance to the 
company, which can differentiate engagement strategies between a 
stakeholder who is perfectly aligned with the company’s technical 
know-how and another who is less experienced, for whom a higher-level 
type of communication should be defined. 

4.2. Accuracy of clustering procedure results 

The quality of the clustering obtained through the PAM algorithm 
was validated using the Silhouette index, that assess the compactness 
and separation of clusters based on the distances between data points 
within and between clusters by calculating for each data points (a) the 
average distance between the data point and all other points in the same 
cluster and (b) the average distance between the data point and all 
points in the nearest neighboring cluster (i.e., the cluster with the 
minimum average distance). The Silhouette coefficient for a data point is 
given by (b - a)/max(a, b) and it ranges from -1 to 1, where a value close 
to 1 indicates that the data point is well-clustered, a value close to 
0 indicates that the data point is on or near the decision boundary be
tween two clusters, and a value close to -1 indicates that the data point 

Fig. 2. Average Silhouette Plot: output of the analysis.  

Fig. 3. Comparison between the project power interest matrix which is re
ported above and the T-SNE plot of the unsupervised clustering, re
ported below. 
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may be assigned to the wrong cluster (Hahne et al., 2008). In our study, 
the classification inaccuracy (negative index results) was found in the 
15.1% of the records in Q2, in the 13.3% in Q1 and in the 7.8% in Q3; 
however, as can be seen from the table reported in Annex 1, the negative 
values are never too close to -1, meaning that the classification shows an 
overall satisfactory accuracy. 

5. Discussion: the potential contributions of unsupervised 
clustering to project stakeholder management 

5.1. Contribution to project stakeholder management research 

The main contribution of this work to stakeholder management 
research is to propose an alternative method to perform a reliable 
stakeholder classification. Over the past 20 years of research, alongside 
traditional classification models such as those proposed by (Mitchell 
et al., 1997; Johnson et al., 2008), few authors have proposed alterna
tive methods for classifying stakeholders, although empirical studies 
have reported difficulties for project managers in properly managing 
this process during the life cycle of a project (Jepsen and Eskerod, 2009). 
This paper contributes to stakeholder theory by proposing an alternative 
and innovative stakeholder classification method that overcomes some 
of the limitations that the current methods reported in literature hold. 
The salience method by (Mitchell et al., 1997) consider only three at
tributes (Power, Legitimacy and Urgency) and treat them as “present or 
absent,” when it is clear that each operates on a continuum or series of 
continua. The method results in a classification into three main groups 
(Dormant, Discretionary and Demanding stakeholders) and four sec
ondary groups (Dominant, Dangerous, Dependent and Definitive 
stakeholders) that is based on the preliminary assumption that only 
those three attributes are relevant to classify all the stakeholders. In 
comparison to the salience model, the adoption of clustering algorithms 
leads to a different and more customized perspective of analysis: while 
traditional classifications consider few attributes as the absolute fun
damentals for evaluating stakeholders, cluster analysis seeks to under
stand among many possible attributes which ones best characterize and 
define them. This implies that while for some stakeholders the degree of 
power, legitimacy, and urgency is decisive, for others, different attri
butes may better characterize them. This logic, which is in line with the 
goal of unsupervised clustering to perform a “pattern spotting” among 
data, enables to overcome also the limitations of the two-dimensionality 
of power interest matrices (Mendelow, 1981; Johnson et al., 2008). 
Indeed, although they consider the degree of ownership of the two at
tributes, allowing for a prioritized stakeholder management, the 
two-dimensionality results in high level classifications, that are often too 
rough, especially when the stakeholders identified are many in number 
(Mainardes et al., 2012). In contrast, unsupervised clustering works 
effectively on large datasets by more granularly identifying groups of 
stakeholders with similar characteristics. For example, in our case study 
which considered the power interest matrix as an input, the application 
of the PAM algorithm allowed the identification of groups of stake
holders showing very different attitudes, ranging from neutrality to a 
strong resistance toward the project. While highlighting the limitations 
of the current classification methods, this shade the lights on the benefit 
of adopting clustering algorithms, as a more detailed and tailored 
grouping allows for more customized engagement strategies. 

5.2. Contribution to stakeholder management in practice 

The main purpose of project stakeholder management is to enable 
the project manager to take adequate action in relation to the stake
holder characteristics and their interest toward the project (Jepsen and 
Eskerod, 2009). Both the process of identifying and classifying stake
holders are part of the stakeholder analysis and aims to identify stake
holders, as well as to characterize them on several dimensions or 
attributes. Despite the richness of the literature about stakeholder 

classification, some authors have highlighted relevant limitations; ac
cording to (Jepsen and Eskerod, 2009) the guidelines provided in cur
rent literature are far too general to be useful for project managers who 
may find them too unspecific for the application in a project context; 

Considering these limitations, our study contributes to practice 
demonstrating that supervised machine learning can be employed as an 
adaptive and data driven classification method, that identify, and group 
stakeholder based on their similarities and relationships without relying 
on predefined categories. Second, as some empirical papers have 
demonstrated, the intensity of the attributes as well as the attitude to
wards the project can change over the project’s duration (Jepsen and 
Eskerod, 2009) and across project types (Eskerod and Huemann, 2013). 
The presented classification method is flexible and thus adaptable to the 
initial planning phase, during which project stakeholders are mapped 
for the first time, and to any classification adjustments that may occur 
during the project lifecycle. In fact, when changing the intensity of an 
attribute owned by a stakeholder in the dataset the algorithms is fast and 
precise in updating the classification result. Third, unsupervised clus
tering allows project managers to detect outliners - that is, stakeholders 
who do not belong to any cluster identified by the algorithm. These 
stakeholders may represent individuals with unique perspectives toward 
the project and their prior identification can support the project man
ager in developing ad hoc strategies for their engagement. 

While in the case analyzed stakeholders were individuals, unsuper
vised clustering can also be employed to group larger entities and or
ganizations; this type of analysis can be carried out before setting up an 
analysis for individuals, to understand at a higher level how organiza
tions are grouped according to certain characteristics. This process can 
be employed in the early stages of the project to get an overall overview 
of the stakeholder network represented by other organizations involved 
in or impacted by the project. Although the use of unsupervised clus
tering for stakeholder prioritization offers considerable benefits, some 
limitations must be pointed out. In the case we presented, data were 
collected in the form of management judgements of stakeholder attri
butes expressed on a scale ranging from 1 to 5, normalizing in this way 
the values assumed by some of the variables under consideration. 
However, in many corporate settings, project stakeholder datasets are 
built from information taken from a variety of sources which often do 
not allow to obtain standardized and consistent values. This means that 
the adoption of unsupervised clustering can be facilitated to the extent 
that the company already has a structured data management system (for 
example a CRM) for storing information about its stakeholders. In 
addition, the analyses were performed using the R programming soft
ware; although more user-friendly tools also exist, the development and 
interpretation of the stakeholder clustering results require data science 
skills, which are not always widespread in companies (Davenport and 
Patil, 2012). Thus, although the use of clustering algorithms enables the 
development of more detailed stakeholder management strategies, their 
ultimate application in business settings may be limited by still partially 
scarce data science skills. 

6. Limitation and conclusion 

The application of a PAM algorithm on real data coming from a case 
study company, proved the effectiveness of the method, highlighting the 
existence of subclusters of stakeholders having different characteristics 
within the categories identified adopting as a method a power interest 
matrix. We will now conclude outlining the limitations of this work, 
which may also represent venues for future research. The first limitation 
concerns the dataset used for the analysis: the number of stakeholders 
considered, 124 in total, is rather limited and distributed in only three 
quadrants of the power interest matrix. The availability of a larger 
database, extracted from a structured CRM, could lead to more accurate 
and detailed clusters identification. The lack of a structured enterprise 
database led also to the need to collect some data - the additional at
tributes and the level of their intensity for each stakeholder - in a 
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workshop, relying on the experience of five company’s managers. This 
introduces subjectivity in the analysis that in future research can be 
mitigated through techniques for reducing the uncertainty associated 
with individual judgments, such as Fuzzy Logic. In addition, the fact that 
certain attributes were selected by the company rather than others and 
that data were collected in a single company, limit the generalizability of 
the results obtained. Finally, in order to better highlight the comparison 
between the two methods, it was decided to use the project power in
terest matrix as input of the analysis, so that the degree of granularity 
and the emergence of subclusters could be examined quadrant by 
quadrant and compared with the current classification and management 
approach. Future research could explore the outcome of the application 
of the clustering algorithm on the entire dataset, testing its practicality 

of use by managers and the degree of efficiency in ensuring a prioritized 
stakeholder management. 
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Annexes  

Annex 1 
Stakeholders showing negative values of the Silhouette index (“Silhouette width”)   

Individual’s ID Cluster Neighbor Silhouette width 

KEY PLAYERS 15 1 4 -0.03368859 
11 1 3 -0.12676933 
13 3 2 -0.02092149 
20 4 1 -0.05587866 

KEEP INFORMED 2 1 2 -0.03259065 
5 1 2 -0.08019896 
3 1 2 -0.08727233 
28 1 2 -0.11177614 
31 1 2 -0.14645273 

KEEP SATISFIED 40 1 2 -0.02762439 
35 1 2 -0.09966809 
54 2 3 -0.01463907 
3 2 3 -0.03266248 
46 4 3 -0.14293994  
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