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Schrödinger Operators with Multiple
Aharonov–Bohm Fluxes

Michele Correggi and Davide Fermi

Abstract. We study the Schrödinger operator describing a two-dimensional
quantum particle moving in the presence of N � 1 Aharonov–Bohm mag-
netic fluxes. We classify all the self-adjont realizations of such an opera-
tor, providing an explicit characterization of their domains and actions.
Moreover, we examine their spectral and scattering properties, proving in
particular the existence and completeness of wave operators in relation
with the free dynamics.
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1. Introduction and Main Results

Back in 1959, Aharonov and Bohm [5] predicted that the presence of a mag-
netic field would induce a phase shift in the wave function of a charged quantum
particle, even if the particle is confined for all times to a space region where the
magnetic field vanishes identically. Analogous theoretical considerations had
previously been advanced by Ehrenberg and Siday [32]. Undisputed experi-
mental evidence of the Aharonov–Bohm (AB) effect was provided in 1986 by
Tonomura et al. [79], who used micro-sized toroidal magnets coated in super-
conducting layers to minimize leakages of the magnetic field and thus realize
perfect shielding for the electron wave function. Though a controversy about
the fundamental interpretation of the AB effect somehow persists even nowa-
days [43,54], the reality of the physical phenomenon is by now unquestionable.
In fact, it appears to play a prominent role in many areas of condensed mat-
ter physics. For example, sharply localized fluxes of AB-type occur in type-II
superconductors, when strong magnetic fields pierce through an almost 2D
layer [3]. Another prominent instance regards anyons, quasi-particles excita-
tions of 2D electron gases in the fractional quantum Hall regime which carry
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fractional charge and obey fractional statistics [10,48,59,80]. Notably, with a
suitable gauge fixing, anyons can be described in terms of bosonic wave func-
tions with 2-body AB interactions. Yet another research line, which is recently
attracting attention, is that of AB cages, where the destructive interference
produced by singular magnetic fluxes provides a localization mechanism for
non-interacting particles [14,58].

With the above applications in mind, we consider a prototype model in-
cluding a charged scalar particle and N parallel ideal solenoids, each of infinite
length and zero diameter like in the original AB setting. After factorization of
the axial direction, the dynamics of the particle is determined by a Schrödinger
operator in R

2 of the form(
− i∇ +

N∑
n = 1

αn
(x − xn)⊥

|x − xn|2
)2

. (1.1)

Here, x = (x, y) ∈ R
2 and x⊥ = (−y, x), while xn and αn ∈ R identify the

positions of the solenoids and the associated magnetic fluxes, respectively. It
is worth noting that the magnetic field matching the vector potential in (1.1)
is formally given by a sum of Dirac delta distributions, namely,

B(x) =
N∑

n = 1

2π αn δ(x − xn).

Hence, B has compact support and we can reasonably expect that scatter-
ing w.r.t. the free Laplacian is well defined. In light of the above physical
interpretation, we may also think of the formal operator introduced above as
describing in suitable regimes a tracer particle moving in a gas of N anyons
with heavy masses (or two-dimensional quasi-particles carrying localized mag-
netic fluxes), so that the latters may be modeled by fixed AB fluxes at the
particles’ positions xn, n = 1, . . . , N [17,20,21,39,50–52,55].

The configuration with just one solenoid has an evident rotation sym-
metry and, as a consequence, it can be explicitly analyzed by decomposition
in angular harmonics. Building on this, an exhaustive classification of all self-
adjoint realizations in L2(R2) of the Schrödinger operator (1.1) with N = 1
was first derived using Krĕın-von Neumann theory by Adami and Teta [4] (see
also [23] for a similar result, [15,25–29] for more details on the radial opera-
tors and [21,56,62] for connections with 2-anyons systems). These single-flux
Hamiltonians include the Friedrichs realization and a 4-parameter family of
singular perturbations thereof, describing s-wave and p-wave zero-range inter-
actions. The spectral and scattering properties of these operators were further
investigated in [63,71,74,83]. General results on the scattering matrix and to-
tal cross section for Schrödinger operators related to the single-flux Friedrichs
Hamiltonian were derived in [70,81,82] by means of stationary representation
formulas and pseudo-differential methods.

On the other hand, the approximation in resolvent sense of the above
mentioned Hamiltonians with zero-range interactions by means of non-singular
electromagnetic potentials was discussed in [24,53,75]. These works shed some
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light on the idealizations understood in the original AB setup, indicating in
particular that Schrödinger operators comprising zero-range potentials nat-
urally emerge when considering resonant shielding potentials. On the other
hand, the effects produced by regular magnetic perturbations have also been
examined. The case of a uniform magnetic field, on top of the AB singular-
ity, was studied in [34], again by Krěın-von Neumann methods. A different
approach based on quadratic form techniques was first proposed in [21], and
later extended in [18,36] to encompass generic, regular magnetic perturbations.
Let us also mention that, in the single-flux setting, there are classical results on
Hardy-type inequalities [12,47] and dispersive estimates [41]. Another research
line regards studying the AB Hamiltonian in compact domains, examining the
behavior of simple eigenvalues under variations of the flux position [1,2] (see
also [35] for similar results in configurations with many coalescing poles).

Investigating cases with more than one flux (N � 2) is in general a harder
task, due to the lack of exact solutions. Remarkably, a series expansion for the
Green function associated to a 1D array of fluxes was derived in [72,73], by
universal covering space techniques. Similar methods were employed in [37,60]
to produce some explicit formulas for the solutions of the eigenvalue problem.
These results apparently support a previous conjecture of Aharonov, suggest-
ing that an array of flux tubes would act as a repulsive barrier for low-energy
particles. Again by complex analysis techniques and direct computations, an
analytic expression for the scattering amplitude for two opposite AB fluxes
was obtained in [11], focusing separately on the limit situations of small fluxes
and small distance between the fluxes.

The (semiclassical) scattering amplitude and the presence of resonances
in the regime of large separation between two arbitrary singular fluxes were
instead examined in [6,7,42,76,77] by means of stationary methods. Regard-
ing Schrödinger operators of the form (1.1) with more than two fluxes, let us
mention that the leading order singularity of the wave trace and resonances
for the wave propagator were studied in [84]. We also highlight that a rig-
orous diamagnetic inequality for Schrödinger operators of the form (1.1) was
derived in [57], and used contextually to deduce Lieb–Thirring and CLR-type
eigenvalue estimates. Another valuable theoretical approach to the analysis of
configurations with several magnetic fluxes is the mean field approximation.
Making reference to this regime, by perturbative and numerical computations,
the scattering from a periodic array of fluxes was examined in [46] and the den-
sity of states in the thermodynamic limit was studied in [30,31]. Finally, let
us remark that the AB effect was also investigated for Schrödinger and Klein-
Gordon dynamics with electromagnetic potentials in the exterior of compact
obstacles. In particular, high-velocity estimates for the scattering operator and
inverse scattering results were deduced by means of time-dependent techniques
in [8,9].

All the works on multiple fluxes mentioned above refer to the Friedrichs
realization of the operator (1.1). This means that the attention is always re-
stricted to wave functions vanishing at the points xn, which amounts to con-
sider only perfectly shielded solenoids. Nonetheless, the single-flux studies cited
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before give a strong indication of the fact that other self-adjoint realizations
of (1.1) in L2(R2) should exist and that they cannot be neglected in some
specific physical contexts. It goes without saying that a more faithful physical
representation can be obtained taking also into account relativistic effects. In
this regard, to describe the motion of a spin 1/2 charged particle confined to
a 2D slab, punctured by ideal solenoids, some authors have considered Pauli
and Dirac operators analogous to the Schrödinger one introduced in (1.1). The
self-adjointness and spectral features of these operators were investigated in
[13,33,38,45,64,65], focusing especially on the degeneracy of the zero-energy
modes and on the related Aharonov–Casher formula.

In this work, we first characterize all the admissible self-adjoint realiza-
tions in L2(R2) of the Schrödinger operator (1.1) using quadratic form tech-
niques first and then applying the Krěın theory of self-adjoint extensions. Next,
we use classical resolvent arguments to investigate the spectral and scattering
properties of the Hamiltonians thus obtained.

1.1. The Model: Schrödinger Operators with Multiple Aharonov–Bohm Fluxes

As anticipated our main goal is to study the well posedness as a self-adjoint
operator of the Hamiltonian describing a quantum two-dimensional spinless
particle moving in the presence of N � 1 AB fluxes, i.e., the formal Schrödinger
operator

HN =
(

− i∇ +
N∑

n = 1
An

)2

, An(x) = αn
(x − xn)⊥

|x − xn|2 , (1.2)

where, for each n ∈ {1, . . . , N}, xn ∈ R
2 identifies the position of the nth

singular flux and αn ∈ (0, 1) measures its intensity (see also the next Remark
1.1). A natural dense domain where the operator above makes sense is the
set C∞

c (R2\ {x1, . . . , xN}), i.e., smooth functions with support away from the
fluxes. Notice that the vector fields An separately fulfill the Coulomb gauge,
in the sense of Schwartz distributions:

∇ · An = 0, ∀ n ∈ {1, . . . , N}.

This implies that (1.2) can be equivalently expressed on C∞
c (R2\ {x1, . . . , xN})

as

HN = −Δ + 2

(
N∑

n = 1

An

)
· (−i∇) +

(
N∑

n = 1

An

)2

,

where the order of the factors in the second term on the r.h.s. is immaterial.

Remark 1.1 (Fluxes’ intensities). The condition αn ∈ (0, 1) for any n ∈
{1, . . . , N}, rather than αn ∈ R, actually entails no loss of generality, since
it can always be realized via a unitary transformation. To prove this claim,
assume αn = an + α̃n with an ∈ Z and α̃n ∈ (0, 1), and consider the unitary
maps

Un : L2(R2) → L2(R2), (Unψ)(x) = eian arg(x−xn) ψ(x),
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for n ∈ {1, . . . , N}. Notice that Unψ is indeed a single-valued function in
L2(R2), given that e2πian = 1. By composition, we proceed to define the
unitary operator U := U1 · · · UN . Using the basic identity ∇ arg(x − xn) =
(x−xn)⊥

|x−xn|2 , one easily gets

U HN U−1 =

(
− i∇ +

N∑
n = 1

(αn − an)
(x − xn)⊥

|x − xn|2
)2

,

which accounts for the above statement. Let us also point out that the configu-
ration with flux intensities (αn)n ∈ {1,...,N} can be mapped to that with opposite
parameters (−αn)n ∈ {1,...,N} exploiting an obvious conjugation symmetry.

Concerning the fluxes’ distribution, we only assume that their positions
are distinct, i.e., that there exists an r∗ fulfilling

0 < r∗ < 1
2 min

m,n ∈ {1, ...,N}
|xm − xn| .

Accordingly, we can consider a partition of unity given by a family of C2

functions (ξn)n ∈ {0,1,...,N} : R
2 → [0, 1] such that:

supp ξn ⊂ Br∗(xn) and ξn

∣∣
Br∗/2(xn)

≡ 1 , ∀ n ∈ {1, . . . , N} , (1.3)

N∑
n = 0

ξ2
n = 1 , (1.4)

where we denoted by B�(x) the open disk of radius � > 0 and center x. The
above assumptions ensure, in particular, that

supp ξm ∩ supp ξn = ∅ , ∀ m 	= n ; (1.5)

∃R > 0 s.t. ξ0

∣∣
R2\BR(0)

= 1 . (1.6)

In view of the above positions, we further introduce the notations, for n ∈
{1, . . . , N},

Sn :=
∑

m �= n

Am, S0 :=
N∑

m = 1

Am,

to denote the regular part of the magnetic potential in a neighborhood of the
n-th flux. Furthermore, we set Šn(x) := Sn(x) − Sn(xn), so that∣∣Šn(x)

∣∣ � c |x − xn|, ∀ n∈{1, . . . , N}, ∀ x ∈ supp ξn. (1.7)

1.2. The Friedrichs Extension

A distinguished self-adjoint realization of the operator (1.2) is the Friedrichs
one. In this connection, let us consider the quadratic form associated to the
positive operator HN , i.e.,

QN [ψ] :=

∥∥∥∥∥
(

−i∇ +
N∑

n = 1

An

)
ψ

∥∥∥∥∥
2

2

, (1.8)
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which is well defined at least on C∞
c (R2 \ {x1, . . . ,xN}). Using the natural

norm ‖ψ‖2
N := ‖ψ‖2

2 + QN [ψ], we can identify the quadratic form associated
to the Friedrichs extension of HN , namely,

Q
(F)
N [ψ] = QN [ψ], D

[
Q

(F)
N

]
= C∞

c (R2 \ {x1, . . . , xN})
‖ · ‖N

. (1.9)

For later purposes, let us denote by 〈f〉n : (0,+∞) → C the angular
average around xn of any function f : R

2 → C, i.e.,

〈f〉n(rn) :=
1

2πrn

∫
∂Brn (xn)

dΣn f =
1
2π

∫ 2π

0

dϑn f(rn, θn),

where rn := |x − xn| and ϑn := arg(x−xn) are local polar coordinates around
xn and we have committed a little abuse of notation setting f(xn, ϑn) :=
f(x(xn, ϑn)). As we are going to see, exactly as in the single-flux case (see
[18, Proposition 1.1]), one of the key properties of the Friedrichs extension is
the vanishing of the angular average around each flux of any function Ψ in its
domain. Namely, no singular behavior is present in Ψ and the terms ∇Ψ and
AnΨ are separately in L2(R2).

Proposition 1.2 (Friedrichs extension). Let N ∈ N and, for all n = 1, . . . , N ,
let αn ∈ (0, 1). Then,

i) The quadratic form Q
(F)
N defined in (1.9) is closed and nonnegative. Its

domain is given by

D
[
Q

(F)
N

]
=
{
ψ ∈ H1(R2)

∣∣ Anψ ∈ L2(R2), ∀ n∈{1, . . . , N}} . (1.10)

Moreover, for any ψ ∈ D
[
Q

(F)
N

]
and for all n ∈ {1, . . . , N},

lim
rn→ 0+

〈|ψ|2〉
n

= 0, lim
rn→ 0+

r2
n

〈|∂rn
ψ|2〉

n
= 0. (1.11)

ii) The self-adjoint operator H
(F)
N associated to Q

(F)
N acts as HN on the do-

main

D
(
H

(F)
N

)
=
{

ψ ∈ D
[
Q

(F)
N

] ∣∣∣ HNψ ∈ L2(R2)
}

. (1.12)

1.3. Derivation of the Perturbed Quadratic Forms

Of course, there are different available approaches to classify all the self-adjoint
extensions of a given symmetric operator. For Schrödinger operators with sin-
gular magnetic and/or electric potentials and without direct access to the
deficiency spaces, however, one must guess either the expression of the qua-
dratic forms identifying the extensions or the local admissible singularities of
the functions in the domain of the latter. In both cases, the fact that the so-
obtained self-adjoint operators exhaust all the possible realizations is usually
proven a posteriori. This means that in either ways an initial guess is unavoid-
able. However, the boundary conditions labeling the extensions so identified
provide the expression of the trace operator which allows to apply directly
Krěın’s theory and thus complete the solution of the problem. Note, however,
that the tails of the AB vector potentials make the boundary conditions in-
herited from Krěın’s theory not so transparent and the corresponding natural
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parametrization not convenient in general because one cannot write explicitly
the asymptotic behavior of the wave functions close to the fluxes (see Propo-
sition 2.11 and the discussion thereafter).

Since we value the explicit characterization of the local behavior, in this
work we adopt the quadratic form approach. We start by presenting a deriva-
tion of the quadratic forms corresponding to self-adjoint extensions. As a mat-
ter of fact, there is a natural parametrization of these forms in terms of Her-
mitian matrices on the space C

N (see (1.17) and (1.21)), representing the
coefficients of the local singularities in the wave functions. Equivalently, fol-
lowing the alternative approach based on the classification of the admissible
local singularities, one is led to the very same natural parametrization (see
Remark 1.6). Note, however, that it is hard to figure out a priori the regular
terms in the local asymptotic expansions. This difficulty is due to the non-local
effect generated by the long-range magnetic potentials associated to the other
fluxes.

To derive the explicit expressions of the quadratic forms extending (1.9),
one can perform the computation described hereafter (see [18, Eqs. (1.24)-
(1.27)] for a comparison with the single-flux case). The key idea is that, as for
a single flux, the regular wave functions in the Friedrichs realization’s domain
can be perturbed by adding defect functions with prescribed singularities at
the fluxes.

For n ∈ {1, . . . , N} and λ > 0, let us then consider the two defect func-
tions G

(�n)
λ,n ∈ L2(R2), �n ∈ {0,−1}, associated to the configuration with a

single AB flux of intensity αn ∈ (0, 1), placed at the point xn ∈ R
2. Here, �n

singles out the angular momentum subspace (s and p-waves only). The func-
tions G

(�n)
λ,n are identified as the unique solutions of the deficiency equation

(
(−i∇ + An)2 + λ2

)
G

(�n)
λ,n = 0, in R

2\{xn}, (1.13)

i.e., explicitly,

G
(�n)
λ,n (rn, θn) = λ|�n+αn| K|�n+αn|(λ rn)

ei �nθn

√
2π

, for �n ∈ {0,−1} ,

(1.14)

where Kν is the modified Bessel function of second kind, a.k.a. Macdonald
function. Let us stress that G

(�n)
λ,n is square-integrable [40, Eq. 6.521.3] with

L2(R2) norm

∥∥∥G(�n)
λ,n

∥∥∥2

2
=

π |�n + αn|
2 sin(π αn)

λ2 |�n+αn|−2,
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and has the following asymptotics in a neighborhood of xn:

G
(�n)
λ,n (rn, θn) =

[
Γ
(|�n + αn|)
21−|�n+αn|

1

r
|�n+αn|
n

+
Γ (−|�n + αn|)

21+|�n+αn| λ2|�n+αn| r|�n+αn|
n

+ O
(
r2−|�n+αn|
n

)]ei �nθn

√
2π

. (1.15)

Notice the singular term ∼ r
−|�n+αn|
n with coefficient independent of

λ, which ensures that G
(�n)
λ,n /∈ D

[
Q

(F)
N

]
since it cannot fulfill the asymptotic

conditions in (1.11).
In order to set the singular behavior around xn of the wave functions, we

perturb functions φλ ∈ D
[
Q

(F)
N

]
by adding a term of the form

(χλq) (x) :=
N∑

n = 1

e−iSn(xn)·(x−xn) ξn(x)
∑

�n ∈ {0,−1}
q(�n)
n G

(�n)
λ,n (x − xn),

where q =
(
q
(0)
1 , q

(−1)
1 , q

(0)
2 , . . . , q

(0)
N , q

(−1)
N

) ∈ C
2N are free coefficients, the

functions ξn, n = 1, . . . , N , belong to a partition of unity as introduced in (1.3)
and (1.4), and the phase factor e−iSn(xn)·(x−xn) has been inserted for later con-
venience. Assuming for the sake of simplicity that φλ ∈ C∞

c (R2\{x1, . . . , xN})
and formally evaluating the expectation of HN on ψ = φλ + χλq, we get

〈
ψ
∣∣∣H(F)

N

∣∣∣ψ〉 =
〈
φλ

∣∣∣H(F)
N

∣∣∣φλ

〉
+ 2

∑
n,�n

�
[
q
(�n)
n

〈
φλ

∣∣∣H(F)
N

∣∣∣ e−iSn(xn)·(x−xn) ξnG
(�n)
λ,n

〉]

+
∑

n,�n,�′
n

(
q
(�n)
n

)∗
q
(�′

n)
n

〈
e−iSn(xn)·(x−xn) ξnG

(�n)
λ,n

∣∣∣H(F)
N

∣∣∣ e−iSn(xn)·(x−xn) ξnG
(�′

n)
λ,n

〉
. (1.16)

Note the absence of off-diagonal terms in the last sum, thanks to the disjoint
supports of the functions ξn. For x 	= xn we have

H
(F)
N

(
e−iSn(xn)·(x−xn) ξnG

(�n)
λ,n

)
= e−iSn(xn)·(x−xn) (−i∇ + An + Sn − Sn(xn))2

(
ξnG

(�n)
λ,n

)
= e−iSn(xn)·(x−xn)

[
2
(
Šnξn−i∇ξn

)·(−i∇+An) G
(�n)
λ,n

+
((

Š2
n− λ2)ξn + 2Šn ·(−i∇ξn) − Δξn

)
G

(�n)
λ,n

]
,
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and, since the support of φλ does not comprises xn, we can integrate by parts
without getting any boundary term (we shall return on this point in the proof
of Theorem 1.4), so obtaining〈

φλ

∣∣∣H(F)
N

∣∣∣ e−iSn(xn)·(x−xn) ξnG
(�n)
λ,n

〉
= 2

〈
(−i∇+An) φλ

∣∣∣ e−iSn(xn)·(x−xn)(Šn ξn − i∇ξn

)
G

(�n)
λ,n

〉
+
〈
φλ

∣∣∣e−iSn(xn)·(x−xn) ((Š2
n − λ2) ξn + 2Sn(xn) · (Šnξn − i∇ξn) + Δξn

)
G

(�n)
λ,n

〉
.

Similarly, we deduce〈
e−iSn(xn)·(x−xn) ξnG

(�n)
λ,n

∣∣∣H(F)
N

∣∣∣ e−iSn(xn)·(x−xn) ξnG
(�′

n)
λ,n

〉
= 2

〈
ξnG

(�n)
λ,n

∣∣∣(−i∇ξn)·(−i∇+An) G
(�′

n)
λ,n

〉
+
〈
ξnG

(�n)
λ,n

∣∣∣((Š2
n− λ2

)
ξn + 2

(
Šn ·An

)
ξn − Δξn

)
G

(�′
n)

λ,n

〉
+ 2

〈
ξnG

(�n)
λ,n

∣∣∣ Šn ·(−i∇)
(
ξnG

(�′
n)

λ,n

)〉
,

so that, symmetrizing the last term of (1.16) and integrating by parts, we get

∑
n,�n,�′

n

(
q
(�n)
n

)∗
q
(�′

n)
n

〈
e−iSn(xn)·(x−xn) ξnG

(�n)
λ,n

∣∣∣H(F)
N

∣∣∣ e−iSn(xn)·(x−xn) ξnG
(�′

n)
λ,n

〉

=
∑

n,�n,�′
n

(
q
(�n)
n

)∗
q
(�′

n)
n

[〈
G

(�n)
λ,n

∣∣∣(∇ξn)2G(�′
n)

λ,n

〉

+
〈
ξnG

(�n)
λ,n

∣∣∣((Š2
n− λ2

)
ξn + 2

(
Šn ·An

)
ξn

)
G

(�′
n)

λ,n

〉
+ 2

〈
ξnG

(�n)
λ,n

∣∣∣ Šn ·(−i∇)
(
ξnG

(�′
n)

λ,n

)〉 ]
.

Exploiting the identity

‖ψ‖2
2 = ‖φλ‖2

2 + 2
∑

n,�n

�
[
q
(�n)
n

〈
φλ

∣∣∣ e−iSn(xn)·(x−xn) ξnG
(�n)
λ,n

〉 ]

+
∑

n,�n,�′
n

(
q
(�n)
n

)∗
q
(�′

n)
n

〈
ξnG

(�n)
λ,n

∣∣∣ξnG
(�′

n)
λ,n

〉
,

we are finally led to consider the expression

Q
(B)
N [ψ] := Q

(F)
N [φλ] − λ2 ‖ψ‖22 + λ2 ‖φλ‖22

+ 2
N∑

n=1

∑
�n∈{0,−1}

�
[
q(�n)
n

(
2
〈
(−i∇+An) φλ

∣∣∣ζ1,n G
(�n)
λ,n

〉
+
〈
φλ

∣∣∣ζ2,n G
(�n)
λ,n

〉)]

+
N∑

m,n=1

∑
�m,�′

n∈{0,−1}

(
q(�m)
m

)∗
q
(�′

n)
n

[
B

(�m�′
n)

m n + δmn

(
π λ2|�n+αn|
2 sin(παn) δ�n�′

n

+ Ξ
(�n�′

n)
n (λ)

)]
, (1.17)
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where

ζ1,n(x) := e−iSn(xn)·(x−xn)
(
Šn(x) ξn(x) − i (∇ξn) (x)

)
, (1.18)

ζ2,n(x) := e−iSn(xn)·(x−xn)
[
Š2

n(x) ξn(x)

+2Sn(xn) · (Šn(x)ξn(x) − i (∇ξn) (x)
)

+ (Δξn) (x)
]
, (1.19)

Ξ(�n�′
n)

n (λ) :=
〈
G

(�n)
λ,n

∣∣∣[(Š2
n + 2Šn ·An

)
ξ2
n + (∇ξn)2

]
G

(�′
n)

λ,n

〉
+ 2

〈
ξnG

(�n)
λ,n

∣∣∣ Šn ·(−i∇)
(
ξnG

(�′
n)

λ,n

)〉
, (1.20)

and we have introduced the Hermitian matrix

B :=
(
B

(�m�′
n)

m n

)
m,n∈{1,...,N}; �m,�′

n∈{0,−1}
∈ M2N, Herm(C), (1.21)

labeling the form. Notice that, thanks to the properties of the cutoff functions
ξn and (1.7), we have ζ1,n, ζ2,n, Šn · Anξn ∈ L∞(R2). Therefore, all the scalar
products appearing in the quadratic form are well posed: in particular, for the
last term in Ξ(�n�′

n)
n (λ), one has to use that Šn linearly vanishes around xn to

compensate the extra singularity due to the gradient. Since it can be checked
by direct inspection that Ξ(�n�′

n)
n (λ) =

(
Ξ(�′

n�n)
n (λ)

)∗ and B is Hermitian, we
also infer that the form is real.

1.4. Main Results

Our first result is about the quadratic forms Q
(B)
N defined in (1.17) on their

natural domain of definition, i.e.,

D
[
Q

(B)
N

]
:=
{

ψ∈L2(R2)
∣∣∣∣ψ = φλ+

N∑
n = 1

e−iSn(xn)·(x−xn) ξn

∑
�n ∈ {0,−1}

q(�n)
n G

(�n)
λ,n ,

φλ ∈D
[
Q

(F)
N

]
, q(�n)

n ∈C, n = 1, . . . , N, �n = 0,−1
}

. (1.22)

Theorem 1.3 (Quadratic forms. Q
(B)
N ). Let N ∈ N and, for all n = 1, . . . , N ,

let αn ∈ (0, 1) and ξn : R
2 → [0, 1] fulfill (1.3)–(1.6). Then, for any Hermitian

matrix B ∈ M2N, Herm(C),

i) the quadratic form Q
(B)
N defined by (1.17) is well posed on the domain

(1.22); moreover, it is independent of λ > 0 and of the choice of
(ξn)n = 1, ...,N ;

ii) Q
(B)
N is also closed and bounded from below on the same domain.

Next we show that the self-adjoint operators associated to the forms Q
(B)
N

identify all self-adjoint realizations of HN . Besides the derivation of the do-
main and explicit action of such operators, including the boundary conditions
satisfied by the functions contained therein, the major content of the result
reported below is the fact that all the self-adjoint extensions are contained in
the family. This is obtained indirectly through an alternative parametrization
of the family via Krěın’s theory (see also the subsequent Remark 1.7).
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Theorem 1.4 (Self-adjoint extensions H
(B)
N ). Under the same assumptions of

Theorem 1.3, for any Hermitian matrix B ∈ M2N, Herm(C) the operator H
(B)
N

associated to the quadratic form Q
(B)
N has domain

D
(
H

(B)
N

)
=

⎧⎨
⎩ψ = φλ +

∑
n,�n

q(�n)
n e−iSn(xn)·(x−xn) ξn G

(�n)
λ,n

∣∣∣ φλ ∈ D
(
H

(F)
N

)
,

[
(B + Lλ)q

]
m,�m

= lim
r→0+

π 2|�m+αm| Γ
(|	m + αm|)

r|�m+αm|

〈(|	m + αm| φλ + r ∂rφλ

)
e−i �mθ√

2π

〉
m

,

∀ m, 	m

⎫⎬
⎭ , (1.23)

where Lλ :=
(

π λ2|�′
n+αn|

2 sin(παn) δmn δ�m�′
n

)
m,n∈{1,...,N}; �m,�′

n∈{0,−1}
∈ M2N, Herm(C),

and action(
H

(B)
N +λ2

)
ψ =

(
H

(F)
N +λ2

)
φλ

+
∑
n,�n

q(�n)
n e−iSn(xn)·(x−xn)

[
2
(
Šnξn− i∇ξn

)
(−i∇+An) G

(�n)
λ,n

+
(
Š2

nξn+ 2Šn ·(−i∇ξn) − Δξn

)
G

(�n)
λ,n

]
.

Moreover, the (2N)2-real-parameters family H
(B)
N , B ∈ M2N,Herm(C) ∪ {∞},

exhausts all possible self-adjoint realizations of the operator HN .

Remark 1.5 (Friedrichs extension). The Friedrichs Hamiltonian is formally
recovered for “B = ∞” and from now on we may use the notation B = ∞ to
identify the Friedrichs extension. Indeed, when all components of B diverge,
all the charge parameters q

(�n)
n are set equal to zero. In this case, the boundary

conditions in (1.23) for n ∈ {1, . . . , N}, �n ∈ {0,−1}, read〈(
|�n + αn|φλ + r ∂rφλ

)
e−i �nθ√

2π

〉
n

= O
(
r|�n+αn|
n

)
, for rn → 0+.

This asymptotic behavior is apparently missing in the characterization of the
Friedrichs domain (1.10), but it is in fact encoded in the requirement HNφλ ∈
L2(R2) (see also [21, §3.1]). In fact, by decomposition in angular harmonics
centered at xn and a finer analysis of the associated radial problems, building
on the results presented in [29] it can be shown that, in the limit x → xn,

φλ(x) = c(0)
n |x − xn|α + c(−1)

n |x − xn|1−α e−i arg(x−xn) + o
(|x − xn|),

(1.24)

for some suitable mutually independent coefficients c
(0)
n , c

(−1)
n ∈ C.

Remark 1.6. (Local singularities) For a generic B ∈ M2N, Herm(C), the bound-
ary conditions in (1.23) fulfilled by any ψ ∈ D

(
H

(B)
N

)
can be equivalently
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written as follows, using the asymptotic expansion of G
(�n)
λ,n (see (1.15)) and

that of any element φλ ∈ D
(
H

(F)
N

)
(see (1.24)), for any n ∈ {1, . . . , N}:

ψ(x) =
d
(0)
n

|x − xn|αn
+ c(0)

n |x − xn|αn

+

(
d
(−1)
n

|x − xn|1−αn
+ c(−1)

n |x − xn|1−αn

)
e−i arg(x−xn)

− i d(0)
n

Sn(xn) · (x − xn)
|x − xn|αn

− i d(−1)
n

Sn(xn) · (x − xn)
|x − xn|1−αn

e−i arg(x−xn)

+ o
(|x − xn|) , (1.25)

where now the coefficients c
(�n)
n , d

(�n)
n ∈ C (�n = 0,−1) are linked by the

following linear relation

c(0)
n = 1

2αn Γ(αn+1)

N∑
m = 1

[
21−αm

Γ(αm) B(0,0)
nm d(0)

m + 2αm

Γ(1−αm) B(0,−1)
nm d(−1)

m

]
,

c(−1)
n = 1

21−αnΓ(2−αn)

N∑
m = 1

[
21−αm

Γ(αm) B(−1,0)
nm d(0)

m + 2αm

Γ(1−αm) B(−1,−1)
nm d(−1)

m

]
.

Note that the two terms in (1.25) depending on Sn(xn), i.e., the phase shifts
generated in xn by the other fluxes, contain spherical harmonics with angular
momentum �n ranging from −2 to +1: this can be easily checked using the
identity

Sn(xn) · (x−xn)=
(

Sn,x−iSn,y

2 ei arg(x−xn)+ Sn,x+iSn,y

2 e−i arg(x−xn)
)

|x − xn| .
(1.26)

Hence, the local radial behavior of such terms is |x− xn|αn and |x− xn|1−αn ,
respectively. In particular, this implies that the domain of a generic self-adjoint
extension is obtained by modifying the Friedrichs domain in the d-wave sub-
space, on top of adding singular terms in the s- and p-wave sectors. Further-
more, unlike for the Friedrichs extension, in the domain of any other self-adjoint
realization, both the regular terms |x− xn|αn and |x− xn|1−αn are present in
the asymptotic expansion in each angular sector �n = 0 and �n = −1.

Remark 1.7 (Krěın representation). As anticipated, a key point in the proof
of Theorem 1.4 is an alternative representation of the self-adjoint realizations
of HN via a straightforward application of Krěın theory. More precisely, one
can show (see Proposition 2.10) that all self-adjoint extensions of HN can be
written in the following form, for z ∈ C\R and Θ ∈ M2N, Herm(C) ∪ {∞}:

D
(
H

(Θ)
N

)
=
{

ψ ∈ L2(R2)
∣∣∣ ψ = ϕz + G(z)q, ϕz ∈ D

(
H

(F)
N

)
,

q∈ C
2N , τϕz =

[
Θ + Λ(z)

]
q
}
,(

H
(Θ)
N − z

)
ψ =

(
H

(F)
N − z

)
ϕz. (1.27)
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Here, τ stands for the trace map τ :=
⊕

n=1,...,N ;�n∈{0,−1} τ
(�n)
n : D

(
H

(F)
N

) →
C

2N , where (cf. (1.23))

τ (�n)
n ψ := lim

r→0+

π 2|�n+αn| Γ
(
|�n+αn|

)
r|�n+αn|

〈(
|�n + αn|ψ + r ∂rψ

)
e−i �nθ√

2π

〉
n

. (1.28)

The associated single-layer operator is

G(z) :=
(Ğ(z̄)

)∗ : C
2N → L2(R2),

with Ğ(z) := τ (H(F)
N − z)−1 : L2(R2) → C

2N . Moreover, fixing arbitrarily
z0 ∈ C \ [0,+∞), we have set

Λ(z) := τ
(

1
2 (G(z0) + G(z̄0)) − G(z)

)
: C

2N → C
2N . (1.29)

The two representations of the self-adjoint extensions are completely equiva-
lent, i.e., there is a one-to-one correspondence between the two families, which
we denote by Θ(B), Θ : M2N, Herm(C) �→ M2N, Herm(C) (see Proposition 2.11
for the explicit form of such a change of parametrization).

We now focus on the main spectral and scattering properties of the oper-
ators H

(B)
N . The crucial ingredient in this framework is an explicit expression

of the resolvent operator of any self-adjoint realization. We start by observing
that the resolvent of the Friedrichs extension admits a convenient representa-
tion (see Proposition 2.1):

R
(F)
N (z) :=

(
H

(F)
N − z

)−1

=
N∑

n = 0

e−iSn(xn)·(x−xn)ξn R(F)
n (z) ξn eiSn(xn)·(x−xn)

[
1 + TN (z)

]−1
,

(1.30)

where, for any n ∈ {1, . . . , N}, R
(F)
n (z) := (H(F)

n −z)−1 and H
(F)
n = (−i∇+An)2

stands for the Friedrichs realization of the Schrödinger operator corresponding
to a single AB flux of intensity αn, placed at xn. We recall that the integral
kernel of R

(F)
n (z) can be expressed as (see [4, Eq.(3.2)] and [61, Eqs. 10.27.6-7])

R(F)
n

(
z; rn, θn; r′

n, θ′
n

)
=
∑
� ∈Z

1
2π I|�+α|

(− i
√

z (rn ∧ r′
n)
)
K|�+α|

(− i
√

z (rn ∨ r′
n)
)

ei�(θn−θ′
n).

(1.31)

Here and in the sequel for any complex number z ∈ C\R
+, we always consider

the determination of the square root with �√
z > 0. By convention, we identify

R
(F )
0 (z) ≡ R0(z) := (−Δ − z)−1 with the resolvent of the free Hamiltonian,

whose integral kernel is (see [61, Eqs. 10.27.6-7])

R0(z;x;x′) = i
4 H

(1)
0

(√
z |x − x′| ) = 1

2π K0

(− i
√

z |x − x′|).
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On the other hand, the operator TN appearing in (1.30) is given by

TN (z) :=
N∑

n = 0

e−iSn(xn)·(x−xn)Pn R(F)
n (z) ξn eiSn(xn)·(x−xn) , (1.32)

Pn := 2
(
Šnξn − i∇ξn

)·(−i∇+An) + Š2
nξn + 2 Šn · (−i∇ξn)− Δξn .

(1.33)

Combining the above representation of the Friedrichs resolvent with the
Krěın formula for the resolvent of the self-adjoint extensions (recall Remark
1.7), i.e.,

R
(B)
N (z) :=

(
H

(Θ(B))
N − z

)−1 = R
(F)
N (z) + G(z)

[
Θ(B) + Λ(z)

]−1Ğ(z),

where the explicit form of the map Θ(B) is given in (2.22), we are able to
prove the following results.

Proposition 1.8 (Spectral properties). Let N ∈ N and, for all n = 1, . . . , N ,
let αn ∈ (0, 1). Then, for any Hermitian matrix B ∈ M2N, Herm(C),

σac

(
H

(B)
N

)
= σac(−Δ) = [0,+∞).

Furthermore, σdisc

(
H

(F)
N

)
= ∅, while σdisc

(
H

(B)
N

)
contains at most 2N nega-

tive eigenvalues. More precisely,

−λ2 ∈ σdisc

(
H

(B)
N

)
(λ > 0) ⇐⇒ ker

[
Θ(B) + Λ(−λ2)

] 	= ∅,

and the associated eigenvectors are of the form G(−λ2)q, with q ∈ ker[
Θ(B) + Λ(−λ2)

]
.

Concerning the scattering, we consider the pair
(
H

(B)
N ,−Δ

)
and define

the wave operators

Ω±
(
H

(B)
N ,−Δ

)
:= s− lim

t→∓∞ eitH
(B)
N eitΔ.

To avoid misunderstandings, let us specify the meaning of completeness for
wave operators understood here. Following [69, §XI.3], for any pair of self-
adjoint operators A,B acting in a given Hibert space H, we say that the wave
operators Ω±(A,B) are complete if

ran Ω±(A,B) = ran Ω±(B,A) = ranPac(A),

where Pac(A) stands for the spectral projector onto the absolute continuity
subspace of A. We recall that whenever the wave operators Ω±(A,B) exist,
they are complete if and only if Ω±(B,A) exist as well (see [69, Proposition
3 (vol. III, p. 19)]). On the other hand, asymptotic completeness requires also
that σsc(A) = ∅.

Proposition 1.9 (Scattering properties). Let N ∈ N and, for all n = 1, . . . , N ,
let αn ∈ (0, 1). Then, for any B ∈ M2N,Herm(C) ∪ {∞}, the wave operators
Ω±(H(B)

N ,−Δ) exist and are complete.
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2. Proofs

2.1. The Friedrichs Extension

We discuss first the properties of the Friedrichs extension, which will play a
key role in the analysis of all self-adjoint realizations.

Proof of Proposition 1.2. i) Nonnegativity and closedness are obvious conse-
quences of (1.8) and (1.9), respectively. Let us account for (1.10), showing the
reciprocal inclusion of the sets on its left and right sides. On the one hand, we
have

QN [ψ] � 2 ‖∇ψ‖2
2 + 2

∥∥∥∥∥
N∑

n = 1

Anψ

∥∥∥∥∥
2

2

� 2 ‖∇ψ‖2
2 + 2N

N∑
n = 1

‖Anψ‖2
2,

which suffices to infer that the r.h.s. of (1.10) is a subset of D
[
Q

(F)
N

]
. On

the other hand, let us consider a partition of unity as in (1.3) and (1.4): we
notice that Snξn ∈ L∞(R2) for all n ∈ {0, 1, . . . , N}. Then, starting again
from (1.8) and using a variant of the IMS localization formula (see, e.g., [22,
Thm. 3.2]), we derive the following chain of inequalities, for any ε ∈ (0, 1) and
some suitable Cε > 0:

QN [ψ] =
N∑

n = 0

∥∥∥∥∥
(

−i∇+
N∑

m = 1

Am

)
(ξnψ)

∥∥∥∥∥
2

2

−
N∑

n = 0

‖(∇ξn) ψ‖2
2

� (1 − ε)
N∑

n = 0

‖(−i∇+An) (ξnψ)‖2
2 − 1−ε

ε

N∑
n = 0

‖Snξnψ‖2
2

−
N∑

n = 0

‖(∇ξn) ψ‖2
2

� (1 − ε)2 ‖∇(ξ0ψ)‖2
2 + (1 − ε)2

N∑
n = 1

(1 − αn)2 ‖∇(ξnψ)‖2
2

+ ε(1 − ε)
N∑

n = 1

min
{

1 , (1−αn)2

α2
n

}
‖Anξnψ‖2

2 − Cε ‖ψ‖2
2

� (1 − ε)2 min
n = 1,...,N

(1 − αn)2 ‖∇ψ‖2
2

+ ε(1 − ε)
(

min
n = 1,...,N

{
1 , (1−αn)2

α2
n

}) N∑
n = 1

‖Anξnψ‖2
2 − Cε ‖ψ‖2

2 .

Here, we have used the lower bounds (see [18, Eq. (2.4)])

‖(−i∇ + An) ψ‖2
2 � (1 − αn)2 ‖∇ψ‖2

2 ,

‖(−i∇ + An) ψ‖2
2 � min

{
1, (1−αn)2

α2
n

}
‖Anψ‖2

2 .
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Summing up, we infer that for any c > 0 small enough, there exists a finite
γc > 0 such that

Qα,N [ψ] + γc ‖ψ‖2
2 � c

(
‖∇ψ‖2

2 +
N∑

n = 1

‖An ξnψ‖2
2

)
.

This shows that D
[
Q

(F)
N

]
is a subset of the r.h.s. of (1.10), thus proving the

identity (1.10).
Finally, for any n ∈ {1, . . . , N} the limits in (1.11) can be deduced by the

same arguments described in [18, §2.1], making reference to the representation
in polar coordinates centered at xn and building on the square-integrability of
∇ψ,Anψ near xn for any ψ ∈ D

[
Q

(F)
N

]
.

ii) Given the sesquilinear form Q
(F)
N [ψ1, ψ2] defined by polarization start-

ing from the quadratic form Q
(F)
N , the unique operator associated to it (see,

e.g., [69, Thm. VIII.15]) is

D
(
H

(F)
N

)
=
{

ψ2 ∈D
[
Q

(F)
N

] ∣∣∣ ∃w∈L2(R2), Q(F)
N [ψ1, ψ2] = 〈ψ1|w〉L2(R2) ,

∀ψ1 ∈D
[
Q

(F)
N

]}
,

with H
(F)
N ψ2 := w for all ψ2 ∈D

(
H

(F)
N

)
. For any ψ1, ψ2 ∈D

[
Q

(F)
N

]
, integrating

by parts and noting that An · (x − xn) = 0, we obtain

Q
(F)
N [ψ1, ψ2] = lim

r→0+

∫
R2 \ ∪N

n=1Br(xn)

dx
[(

−i∇ +
∑N

� = 1 A�

)
ψ1

]∗
·
(
−i∇ +

∑N
m = 1 Am

)
ψ2

= lim
r→0+

[∫
R2 \ ∪N

n=1Br(xn)

dx ψ∗
1

(
−i∇+

∑N
m = 1 Am

)2

ψ2

−i
N∑

n = 1

∫
∂Br(xn)

dΣr(x) ψ∗
1

x−xn

|x−xn| · (−i∇ + Sn) ψ2

]
.

Concerning the boundary terms, using the Cauchy–Schwarz inequality and the
relations in (1.11), we infer∣∣∣∣∣
∫

∂Br(xn)

dΣr(x) ψ∗
1

x−xn

|x−xn| · (−i∇ + Sn) ψ2

∣∣∣∣∣
� ‖ψ1‖L2(∂Br(xn))

(
‖∂rψ2‖L2(∂Br(xn)) + ‖Sn‖L∞(∂Br(xn)) ‖ψ2‖L2(∂Br(xn)

)
= 2π r

〈 |ψ1|2
〉1/2

n

(〈 |∂rψ2|2
〉1/2

n
+ ‖Sn‖L∞(Br(xn))

〈 |ψ2|2
〉1/2

n

)
−−−−→
r→0+

0 .

Summing up, the above results show that H
(F)
N ψ1 = HNψ1, which in turn

yields the statement. �

We now address the proof of the representation (1.30) of the Friedrichs
operator resolvent, which is going to play a very important role in the sequel.
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We henceforth denote by ‖ · ‖Ln := ‖ · ‖Ln(L2(R2)), n ∈ [1,+∞], the Schatten
norm of order n, and by Ln := Ln(L2(R2)) the corresponding operators ideal.

Proposition 2.1 (Resolvent of H
(F)
N ). For any z ∈ C \ [0,+∞), the operator

TN (z) defined in (1.32) is bounded and (1.30) holds true, i.e.,

R
(F)
N (z) =

N∑
n=0

e−iSn(xn)·(x−xn)ξn R(F)
n (z) ξn eiSn(xn)·(x−xn)

[
1 + TN (z)

]−1
.

We first present an auxiliary lemma. Recall the definition (1.32) of the
operator TN (z):

TN (z) =
∑

n e−iSn(xn)·(x−xn)Pn R
(F)
n (z) ξn eiSn(xn)·(x−xn),

where Pn = 2
(
Šnξn − i∇ξn

)·(−i∇+An) + Š2
nξn + 2 Šn · (−i∇ξn)− Δξn.

Lemma 2.2. The operator TN (z) is bounded for any z ∈ C\R
+ and ‖TN (z)‖ <

1 for any z ∈ C such that dist(z, R+) is large enough.

Proof. Since σ
(
H

(F)
n

)
= [0,+∞), we have the bound∥∥∥R(F)

n (z)
∥∥∥ � 1

dist(z, R+)
,

which together with the fact that ran
(
R

(F)
n (z)

) ⊂ D
[
Q

(F)
N

]
and the asymptotic

conditions (1.11), yields

∥∥(−i∇+An)R(F)
n (z)ψ

∥∥2

2
= lim

r→0+

∫
R2\Br(xn)

dx
∣∣∣(−i∇+An)R(F)

n (z)ψ
∣∣∣2

= lim
r→0+

[
−
∫

∂Br(xn)

dΣr

(
R(F)

n (z)ψ
)∗

∂r

(
R(F)

n (z)ψ
)

+
∫
R2\Br(xn)

dx
(
R(F)

n (z)ψ
)∗

(−i∇+An)2R(F)
n (z)ψ

]

=
〈
R(F)

n (z)ψ
∣∣ψ〉+ z

∥∥R(F)
n (z)ψ

∥∥2

2
� 1

dist(z,R+)

(
1 + |z|

dist(z,R+)

)
‖ψ‖2

2 .

Since ξn is smooth and uniformly bounded together with all its derivatives,
and the same can be said for Šn on supp ξn, from the above arguments we
readily infer1

‖Tn(z)‖ � C

dist(z, R+)

(
1 +

|z|
dist(z, R+)

)
,

for all z ∈ C \ [0,+∞), which proves the statement. �

1Here and in the following we denote by C a positive finite constant, whose value may change
from line to line.
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Proof of Proposition 2.1. We start from the ansatz

R
(F)
N (z) =

N∑
n = 0

e−iSn(xn)·(x−xn)ξn R(F)
n (z) ξn eiSn(xn)·(x−xn) + WN (z),

(2.1)

where WN (z) is a suitable reminder operator to be determined a posteriori.
Applying H

(F)
N − z on both sides of (2.1), we get

1 =
∑
n

e−iSn(xn)·(x−xn)
[
ξn

((− i∇+An+Šn

)2− z
)
R

(F)
n (z) ξn

+ 2(−i∇ξn)·(− i∇+An+Šn

)
R(F)

n (z) ξn − (Δξn)R(F)
n (z) ξn

]
eiSn(xn)·(x−xn)

+
(
H

(F)
N − z

)
WN (z)

=
∑
n

e−iSn(xn)·(x−xn)
[
ξn

(
(−i∇+An)2 − z

)
+ 2 (Šnξn − i∇ξn)·(−i∇+An)

+ Š2
nξn + 2 Šn · (−i∇ξn)− Δξn

]
R(F)

n (z) ξn eiSn(xn)·(x−xn)

+
(
H

(F)
N − z

)
WN (z) .

Since ((−i∇+An)2 − z)R(F)
n (z) = 1 and

∑N
n=0 ξ2

n = 1, we infer that

WN (z) = −R
(F)
N (z)

∑
n

e−iSn(xn)·(x−xn)
[
2 (Šnξn − i∇ξn)·(−i∇+An)

+ Š2
nξn + 2 Šn · (−i∇ξn)− Δξn

]
R(F)

n (z) ξn eiSn(xn)·(x−xn) .

Summing up, we obtain

R
(F)
N (z)

[
1 + TN (z)

]
=
∑
n

e−iSn(xn)·(x−xn)ξn R
(F)
n (z) ξn eiSn(xn)·(x−xn),

and it just remains to point out that, due to Lemma 2.2, 1+TN (z) is invertible
via the Neumann series

[
1 + TN (z)

]−1 =
+∞∑
j=0

(−1)j
(
TN (z)

)j
.

�

We now address the spectral and scattering properties of the Friedrichs
realization, which will serve as basic ingredients of the proofs of Proposition
1.8 and Proposition 1.9.

Proposition 2.3 (Spectral properties of H
(F)
N ). Let N ∈ N and, for all n =

1, . . . , N , let αn ∈ (0, 1). Then,

σess

(
H

(F)
N

)
= [0,+∞), σdisc

(
H

(F)
N

)
= ∅.
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Proposition 2.4 (Scattering properties of H
(F)
N ). Let N ∈ N and, for all n =

1, . . . , N , let αn ∈ (0, 1). Then, the wave operators Ω±
(
H

(F)
N ,−Δ

)
exist and

are complete and, in addition,

σac

(
H

(F)
N

)
= σac(−Δ) = [0,+∞).

We state first some technical lemmas which will be used in the proofs
of the main results. Our arguments involve an auxiliary magnetic Schrödinger
operator, namely,

HA = (−i∇ + A)2, (2.2)

where A ∈ C∞(R2, R2) is any given vector potential fulfilling

A =
N∑

n = 1

An in R
2\Q, (2.3)

for some bounded open subset Q ⊂ R
2 such that xn ∈ Q for all n ∈ {1, . . . , N}.

In particular, under these hypotheses, we certainly have

A ∈ L2
loc(R

2) ∩ L∞(R2),

and

A(x) =

(
N∑

n = 1

αn

)
x⊥

|x|2 + O
(

1
|x|2

)
, for |x| → +∞.

Without loss of generality, we further assume A to fulfill the Coulomb gauge

∇ · A = 0 in R
2. (2.4)

Lemma 2.5. For any A ∈ C∞(R2, R2) fulfilling (2.3) and (2.4), the operator
HA defined in (2.2) is essentially self-adjoint on C∞

c (R2). Its unique self-
adjoint realization is the positive operator

H
(F)
A := (−i∇ + A)2, D

(
H

(F)
A

)
= H2(R2). (2.5)

For any z ∈ C such that dist(z, R+) is large enough, the resolvent operator
R

(F)
A (z) :=

(
H

(F)
A − z

)−1 satisfies

R
(F)
A (z) = R0(z)

[
1 +

(
H

(F)
A + Δ

)
R0(z)

]−1

=
[
1 + R0(z)

(
H

(F)
A + Δ

)]−1

R0(z). (2.6)

Proof. The first part of the statement follows noting that HA is a small pertur-
bation of the free Laplacian in the sense of Kato. In fact, for any ψ ∈ H2(R2)
and any ε ∈ (0, 1), we have

‖(HA + Δ) ψ‖2 � 2 ‖A‖∞ ‖∇ψ‖2 + ‖A‖2
∞ ‖ψ‖2

� ε
∥∥(−Δ)ψ

∥∥
2

+
(

1
ε + 1

) ‖A‖2
∞ ‖ψ‖2 .
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Furthermore, H
(F)
A is positive definite, so that σ

(
H

(F)
A

) ⊆ [0,+∞) and R
(F)
A (z)

is a bounded operator for any z ∈ C\[0,+∞). By means of the second resolvent
identity, we infer

R
(F)
A (z)

[
1 +

(
H

(F)
A + Δ

)
R0(z)

]
= R0(z). (2.7)

Recalling that A ∈ L∞(R2), by elementary arguments we get∥∥∥(H(F)
A + Δ

)
R0(z)

∥∥∥ =
∥∥∥(2A · (−i∇) + |A|2

)
R0(z)

∥∥∥
� 2 ‖A‖∞ ess supk∈R2

∣∣∣ k
|k|2−z

∣∣∣+ ‖A‖2
∞ ess supk∈R2

∣∣∣ 1
|k|2−z

∣∣∣
� C ‖A‖∞

(
1√

|z|−
z
+ ‖A‖∞

dist(z,R+)

)
.

From here we deduce
∥∥(H(F)

A + Δ
)
R0(z)

∥∥ < 1, for any z far enough from R
+,

which in turn ensures that 1+
(
H

(F)
A +Δ

)
R

(F)
0 (z) is indeed invertible. In view

of this, the first identity in (2.6) follows readily from (2.7). The second identity
in (2.6) can be derived by evaluating the adjoint of the first identity, with z∗

in place of z. �

Lemma 2.6. For any A ∈ C∞(R2, R2) fulfilling (2.3) and (2.4), there holds

R
(F)
A (z) − R0(z) ∈ L∞, ∀ z ∈ C \ [0,+∞),

so that

σess

(
H

(F)
A

)
= σess(−Δ) = [0,+∞), σdisc

(
H

(F)
A

)
= ∅.

Proof. It suffices to prove the statement for some z in the resolvent set. Let us
fix z = −λ2, for some λ > 0, and proceed to notice that the second resolvent
identity yields

R
(F)
A (−λ2) − R0(−λ2) = −2R0(−λ2)A · (−i∇)R(F)

A (−λ2)

−R0(−λ2) |A|2 R
(F)
A (−λ2). (2.8)

Hereafter, we show that both addenda on the right-hand side of (2.8) are
indeed compact operators.

We introduce the one-parameter family of smeared vector potentials

Aε(x) :=
1

(1 + |x|)ε
A(x) (ε > 0).

Since |A(x)| � C
1+|x| , we have

∥∥R0(−λ2)Aε

∥∥2

L2 � C
∥∥R0(−λ2)

∥∥2

2

∫
R2

dx
1

(1 + |x|)2+2ε
< +∞,

proving that R0(−λ2)Aε is a Hilbert–Schmidt operator. To say more, we have

‖Aε − A‖∞ � C ess supx∈R2
(1+|x|)ε−1

(1+|x|)ε(1+|x|) = C ε (1 + ε)− 1+ε
ε −−−−→

ε→0+
0,
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which implies, in turn, that R0(−λ2)Aε converges to R0(−λ2)A in norm.
Since (−i∇)R(F)

A (−λ2) is bounded, we deduce that the first operator on the
r.h.s. of (2.8) is compact. On the other hand,∥∥∥R0(−λ2) |A|2

∥∥∥2

L2
� C

∥∥R0(−λ2)
∥∥2

2

∫
R2

dx
1

(1 + |x|)4 < +∞.

Hence, since R
(F)
A (−λ2) is bounded, the second operator on the r.h.s. of (2.8)

is compact too.
A straightforward application of Weyl’s criterion [69, Thm. XIII.14] com-

pletes the proof. �
Next, we recall an important result about scattering theory for magnetic

Schrödinger operators originally proved in [49] and [74].

Proposition 2.7. For any A ∈ C∞(R2, R2) fulfilling (2.3) and (2.4), the wave
operators Ω±(H(F)

A ,−Δ) exist and are asymptotically complete, so that

σac

(
H

(F)
A

)
= σac (−Δ) = [0,+∞), σsc

(
H

(F)
A

)
= ∅.

Proof. See, e.g., [49, Theorem 2]. �
Lemma 2.8. Let N ∈ N and, for all n = 1, . . . , N , let αn ∈ (0, 1). Then, for
any A ∈ C∞(R2, R2) fulfilling (2.3) and (2.4), there holds

R
(F)
N (z) − R

(F)
A (z) ∈ L2, ∀ z ∈ C \ [0,+∞).

Proof. Let 1Q be the indicator function associated to the bounded set Q ap-
pearing in (2.3). An elementary computation shows that

H
(F)
N − H

(F)
A =

(∑
n

An − A

)
· [2(−i∇) +

∑
n

An + A
]

= 1Q
(
H

(F)
N − H

(F)
A

)
.

(2.9)

Then, using the second resolvent identity and the representation (2.6) for
R

(F)
A (z), we deduce

R
(F)
N (z) − R

(F)
A (z)

= −
[
1 + R0(z)

(
H

(F)
A + Δ

)]−1

R0(z)1Q
(
H

(F)
N − H

(F)
A

)
R

(F)
N (z).

Notice that
[
1 + R0(z)

(
H

(F)
A + Δ

)]−1

and
[
H

(F)
N −H

(F)
A

]
R

(F)
N (z) are bounded

operators. On the other hand,∥∥R0(−λ2)1Q
∥∥2

L2 �
∥∥R0(−λ2)

∥∥2

2
|Ω| < +∞.

This suffices to infer that R
(F)
0 (z)1Q ∈ L2 for z = −λ2, whence for any

z ∈ C \ [0,+∞), which in turn implies the statement. �
Lemma 2.9. Let N ∈ N and, for all n = 1, . . . , N , let αn ∈ (0, 1). Then, for
any A ∈ C∞(R2, R2) fulfilling (2.3) and (2.4), there holds(

R
(F)
N (z)

)2 − (R(F)
A (z)

)2 ∈ L1, ∀ z ∈ C \ [0,+∞).
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Proof. To begin with, let us draw the attention to the elementary algebraic
identity

(
R

(F)
N (z)

)2 − (R(F)
A (z)

)2
=
(
R

(F)
N (z) − R

(F)
A (z)

)2

+
(
R

(F)
N (z) − R

(F)
A (z)

)
R

(F)
A (z)

+ R
(F)
A (z)

(
R

(F)
N (z) − R

(F)
A (z)

)
.

Since R
(F)
N (z)−R

(F)
A (z) ∈ L2 by Lemma 2.8, using basic properties of Hilbert–

Schmidt operators we readily obtain that
(
R

(F)
N (z)−R

(F)
A (z)

)2 ∈ L1 (see, e.g.,
[69, Thm. VI.22]). For z real the other two terms are one the adjoint of the
other, so it suffices to prove that

R
(F)
A (z)

(
R

(F)
N (z) − R

(F)
A (z)

)
∈ L1.

Let χQ ∈ C∞
c (R2) be such that χQ ≡ 1 in Q. Acting as in the derivation of

(2.9), we get

R
(F)
A (z)

(
R

(F)
N (z) − R

(F)
A (z)

)
= − (R(F)

A (z)
)2

χQ
(
H

(F)
N − H

(F)
A

)
R

(F)
N (z).

Since
(
H

(F)
N − H

(F)
A

)
R

(F)
N (z) is a bounded operator, it remains to show that

(
R

(F)
A (z)

)2
χQ ∈ L1. (2.10)

To this purpose, we repeatedly exploit the following identity, which is a straight-
forward consequence of the Coulomb gauge,

[
(−i∂j),H

(F)
A

]
=
[
(−i∂j), |A|2

]
+ 2

2∑
k=1

[(−i∂j),Ak] (−i∂k)

= −i∂j |A|2 + 2
2∑

k=1

(−i∂jAk)(−i∂k)

= −i∂j |A|2 + 2 (−i∇) · (−i∂jA) ,
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to compute(
R

(F)
A (z)

)2
χQ = − (R(F)

A (z)
)2[

H
(F)
A , χQ

]
R

(F)
A (z) + R

(F)
A (z)χQ R

(F)
A (z)

= − 2
(
R

(F)
A (z)

)2(−i∇) · (−i∇χQ)R(F)
A (z)

− (
R

(F)
A (z)

)2[2A · (−i∇χQ) + ΔχQ
]
R

(F)
A (z) + R

(F)
A (z)χQ R

(F)
A (z)

= − 4
2∑

j=1

{(
R

(F)
A (z)

)2[2(−i∂jA) · (−i∇)

+
(− i∂j |A|2 )]R(F)

A (z)(−i∇Aj) · R
(F)
A (z)(−i∇χQ)R(F)

A (z)

+ 2R
(F)
A (z)

[
2(−i∂j)(−i∇Aj) +

(− i∇|A|2 )] · (R(F)
A (z)

)2(−i∇χQ)R(F)
A (z)

− 4R
(F)
A (z)(−i∂j)R

(F)
A (z) (−i∇Aj) · R

(F)
A (z)(−i∇χQ)R(F)

A (z)
}

− 2
(
R

(F)
A (z)

)2(− i∇|A|2 ) · R
(F)
A (z)(−i∇χQ)R(F)

A (z)

− 2 (−i∇) · (R(F)
A (z)

)2(−i∇χQ)R(F)
A (z)

− (
R

(F)
A (z)

)2[2A · (−i∇χQ) + ΔχQ
]
R

(F)
A (z) + R

(F)
A (z)χQ R

(F)
A (z) .

(2.11)

Given that A, χ and all their derivatives are uniformly bounded in R
2, they all

define bounded operators. Furthermore, since D
(
H

(F)
A

)
= H2(R2) (see (2.5)),

we certainly have (−i∇)R(F)
A (z) ∈ B(L2(R2)). Taking this into account, it can

be checked by direct inspection that each addendum in the last expression of
(2.11) is indeed a product of bounded operators including at least one term of
the form

R
(F)
A (z)X R

(F)
A (z), for some X ∈ C∞

c (R2).

We claim that any such term belongs to L1. As a matter of fact, in view of
(2.6), it suffices to prove that

R0(−λ2)X R0(−λ2) = R0(−λ2)1supp X X 1supp X R0(−λ2) ∈ L1, (2.12)

for some λ > 0 large enough. In this connection, we notice that∥∥R0(−λ2)1supp X
∥∥2

L2 � ‖R0‖2
2 |suppX| < +∞,

with a completely analogous bound for the adjoint operator. Hence, since X
is bounded, we conclude that (2.12) holds by [69, Thm. VI.22], which in turn
implies (2.10), whence the statement. �

We are now able to prove the characterization of the spectrum of H
(F)
N

and of its scattering w.r.t. the free Laplacian.

Proof of Proposition 2.3. Consider any auxiliary operator H
(F)
A , with A ful-

filling (2.3) and (2.4). By Lemma 2.6 and Lemma 2.8, we readily infer that

R
(F)
N (z) − R0(z)

= R
(F)
N (z) − R

(F)
A (z) + R

(F)
A (z) − R0(z) ∈ L∞, ∀ z ∈ C \ [0,+∞).
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Then, recalling that H
(F)
N is nonnegative, the statement follows by Weyl’s

criterion. �

Proof of Proposition 2.4. Let again H
(F)
A be any auxiliary operator, with A

fulfilling (2.3) and (2.4). By Lemma 2.9 and the invariance principle [69, Corol-
lary 3 (vol. III, p. 30)], we deduce the existence and completeness of the wave
operators

Ω±
(
H

(F)
N ,H

(F)
A

)
:= lim

t→∓∞ eitH
(F)
N e−itH

(F)
A .

Then, on account of Proposition 2.7, the statement follows by the chain rule
[69, Proposition 2 (vol. III, p. 18)]. �

2.2. Singular Perturbations: Quadratic Forms

For later reference, we first observe that the sesquilinear form defined by po-
larization starting from Q

(B)
N w.r.t. the decompositions

ψj = φj,λ +
∑
n

e−iSn(xn)·(x−xn) ξn

∑
�n

q
(�n)
j,n G

(�n)
λ,n (j = 1, 2)

is given by

Q
(B)
N [ψ1, ψ2] = Q

(F)
N [φ1,λ, φ2,λ] − λ2 〈ψ1 | ψ2〉 + λ2 〈φ1,λ | φ2,λ〉

+
∑

n,�n

(
q
(�n)
1,n

)∗(
2
〈

e−iSn(xn)·(x−xn)
(
Šn ξn − i∇ξn

)
G

(�n)
λ,n

∣∣∣ (−i∇+An) φ2,λ

〉

+
〈
e−iSn(xn)·(x−xn)

(
Š2

n ξn + 2Sn(xn) · (Šnξn − i∇ξn) + Δξn

)
G

(�n)
λ,n

∣∣∣φ2,λ

〉)

+
∑

n,�n

q
(�n)
2,n

(
2
〈
(−i∇+An) φ1,λ

∣∣∣ e−iSn(xn)·(x−xn)
(
Šn ξn − i∇ξn

)
G

(�n)
λ,n

〉

+
〈
φ1,λ

∣∣∣e−iSn(xn)·(x−xn)
(
Š2

n ξn + 2Sn(xn) · (Šnξn − i∇ξn) + Δξn

)
G

(�n)
λ,n

〉)

+
∑

m,n,�m,�′
n

(
q
(�m)
1,m

)∗
q
(�′

n)
2,n

[
B

(�m�′
n)

m n + δmn

(
π λ2|�m+αm|
2 sin(παm) δ�m�′

n
+ Ξ

(�m�′
n)

n (λ)
)]

.

(2.13)

Proof of Theorem 1.3. i) Let us first prove that the quadratic form (1.17) is
independent of λ > 0. To this avail, we fix λ1 	= λ2 and consider, for any
ψ ∈ D

[
Q

(B)
N

]
, the alternative representations

ψ = φλj
+
∑
n,�n

e−iSn(xn)·(x−xn) ξnq(�n)
n G

(�n)
λj ,n (j = 1, 2).

Since ξn(G(�n)
λ2,n − G

(�n)
λ1,n) ∈ D

[
Q

(F)
N

]
, for all n ∈ {1, . . . , N}, we deduce that

φλ1 = φλ2 +
∑
n,�n

e−iSn(xn)·(x−xn) ξnq(�n)
n

(
G

(�n)
λ2,n − G

(�n)
λ1,n

)
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and thus the “charges” q
(�n)
n are independent of λ. Furthermore, by using

(1.13), the identity An · (x − xn) = 0 and the fact that ξn is real-valued, we
obtain, denoting for short by ψj , j = 1, 2, the two decompositions,

Q
(B)
N [ψ1] − Q

(B)
N [ψ2] =

∑
n,�n,�′

n

(
q(�n)
n

)∗
q
(�′

n)
n

[
π

2 sin(παn)

(
λ
2|�n+αn|
1 − λ

2|�n+αn|
2

)
δ�n�′

n

+ lim
r→0+

∫
∂Br(xn)

dΣn ξ2n

((
∂rG

(�n)
λ1,n

)∗
G

(�′
n)

λ2,n − (
G

(�m)
λ1,n

)∗(
∂rG

(�′
n)

λ2,n

))

+
〈
G

(�n)
λ1,n

∣∣∣ξn(−i∇ξn) · (−i∇ + An) G
(�′

n)

λ1,n

〉
−
〈
ξn(−i∇ξn) · (−i∇ + An) G

(�n)
λ1,n

∣∣∣G(�′
n)

λ1,n

〉
+
〈
G

(�n)
λ2,n

∣∣∣ξn(−i∇ξn) · (−i∇ + An) G
(�′

n)

λ2,n

〉
−
〈
ξn(−i∇ξn) · (−i∇ + An) G

(�n)
λ2,n

∣∣∣G(�′
n)

λ2,n

〉 ]
, (2.14)

where we dropped all the vanishing boundary terms. Since ξn = 1 in an open
neighborhood of xn and thanks to (1.7), (1.11) and the asymptotic expansion
(1.15), we indeed have

∣∣∣∣∣
∫

∂Br(xn)

dΣn φ∗
λ2

e−iSn(xn)·(x−xn)
(
i
(
Šn ·r̂)ξn + (∂rξn) − ξn∂r

)(
G

(�′
n)

λ2,n − G
(�′

n)
λ1,n

)∣∣∣∣∣
� 2πr

√〈
|φλ2 |2

〉
n

(√〈∣∣Šn

∣∣2 ∣∣∣G(�′
n)

λ2,n − G
(�′

n)
λ1,n

∣∣∣2〉
n

+

√〈∣∣∣∂r

(
G

(�′
n)

λ2,n − G
(�′

n)
λ1,n

)∣∣∣2〉
n

)

� C

√〈
|φλ2 |2

〉
n

(
r2+|�′

n+αn| + r|�′
n+αn|

)
−−−−→
r→0+

0 .

By similar arguments, we deduce the following relations:

∣∣∣∣
∫

∂Br(xn)
dΣn ξ2n

(
Šn · r̂) (G(�n)

λ2,n−G
(�n)
λ1,n

)∗ (
G

(�′
n
)

λ2,n+ G
(�′

n
)

λ1,n

)∣∣∣∣
� C r2+|�n+αn| − |�′

n
+αn| −−−−→

r→0+
0;∣∣∣∣∣

∫
∂Br(xn)

dx
(
ξn∂rξn

)((
G

(�n)
λ2,n − G

(�n)
λ1,n

)∗
G

(�′
n
)

λ1,n +
(
G

(�n)
λ1,n

)∗ (
G

(�′
n
)

λ2,n − G
(�′

n
)

λ1,n

))∣∣∣∣∣ −−−−→
r→0+

0;

∣∣∣∣
∫

∂Br(xn)
dΣn ξ2n

(
G

(�n)
λ2,n − G

(�n)
λ1,n

)∗
∂r

(
G

(�′
n
)

λ2,n − G
(�′

n
)

λ1,n

)∣∣∣∣ � C r|�n+αn| + |�′
n
+αn| −−−−→

r→0+
0.
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On the other hand, using again the asymptotic expansion (1.15) for G
(�n)
λ,n , we

get ∫
∂Br(xn)

dΣn ξ2
n

((
∂rG

(�n)
λ1,n

)∗
G

(�′
n)

λ2,n − (G(�n)
λ1,n

)∗(
∂rG

(�′
n)

λ2,n

))
= δ�n�′

n

[
1
2 |�n+αn|Γ(|�n+αn|)Γ(− |�n+αn|)(λ2|�n+αn|

1 − λ
2|�n+αn|
2

)
+O

(
r2 min{|�n+αn| , 1 − |�n+αn|}

)]
.

Applying the identities for the Euler gamma function in [61, Eqs. 5.5.1 and
5.5.3], we deduce that

π(λ
2|�n+αn|
1 −λ

2|�n+αn|
2 )

2 sin(παn) δ�n�′
n

+ lim
r→0+

∫
∂Br(xn)

dΣn ξ2
n

((
∂rG

(�n)
λ1,n

)∗
G

(�′
n)

λ2,n − (G(�n)
λ1,n

)∗(
∂rG

(�′
n)

λ2,n

))
= 0.

In view of the above arguments, the identity (2.14) reduces to

Q
(B)
N [ψ1] − Q

(B)
N [ψ2]

= −2i�
∑

n,�n,�′
n

(
q(�n)
n

)∗
q
(�′

n)
n

(〈
G

(�n)
λ1,n

∣∣∣(ξn∇ξn) · (−i∇+An)G(�′
n)

λ1,n

〉

+
〈
G

(�n)
λ2,n

∣∣∣(ξn∇ξn) · (−i∇+An)G(�′
n)

λ2,n

〉)
,

where we used that the functions ξn are real-valued. Since the quadratic form
Q

(B)
N is real-valued as well, the latter relation can be fulfilled only if

Q
(B)
N [ψ1] = Q

(B)
N [ψ2] ,

which ultimately proves that the quadratic form is independent of the spectral
parameter λ.

Next, we show that the form does not depend on the cutoff functions. Let
(ξ1,n)n∈{1,...,N}, (ξ2,n)n∈{1,...,N} be two families of such functions. Correspond-

ingly, for any ψ ∈ D
[
Q

(B)
N

]
, we have two alternative representations which we

denote again for short ψj , j = 1, 2. Notice that (ξ2,n − ξ1,n)G(�n)
λ,n ∈ D [Q(F)

N ],
for all n ∈ {1, . . . , N} and �n ∈ {0,−1}, so that

φ1,λ = φ2,λ +
∑
n,�n

e−iSn(xn)·(x−xn)
(
χ2,n − χ1,n

)
q(�n)
n G

(�n)
λ,n .

Using (1.13), by direct computations we infer

Q
(B)
N [ψ1] − Q

(B)
N [ψ2]

= −2i �
∑

n,�n,�′
n

(
q(�n)

n

)∗
q
(�′

n
)

n

〈(
χ2,n−χ1,n

)
G

(�n)
λ,n

(∇χ2,n−∇χ1,n

) · (−i∇ + An)G
(�′

n
)

λ,n

〉
,

where all the boundary terms coming from the integration by parts vanish
since ξ1,n = ξ2,n = 1 in an open neighborhood of xn. Recalling again that the
quadratic form is real, it appears that the latter relation can be fulfilled if and
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only if Q
(B)
N [ψ1] = Q

(B)
N [ψ2], which proves that the form is independent of the

family of cutoff functions.
ii) To begin with, let us show that Q

(B)
N is bounded from below. In the se-

quel, we set 1n := 1supp ξn
and pick λ > 0 large enough. By Cauchy inequality,

for any ε ∈ (0, 1) we infer

Q
(F)
N [φλ] � 1

2 Q
(F)
N [φλ] + 1

2

N∑
n=1

‖1n (−i∇ + An + Sn) φλ‖2
2

� 1
2 Q

(F)
N [φλ] + 1−ε

2

N∑
n=1

‖1n (−i∇ + An) φλ‖2
2

− 1−ε
2ε

N∑
n=1

‖1nSn‖2
∞ ‖φλ‖2

2 . (2.15)

Furthermore, for any ε1, ε2 ∈ (0, 1) we have

�
[
q(�n)
n

〈
(−i∇ + An) φλ

∣∣∣ e−iSn(xn)·(x−xn)(Šn ξn − i∇ξn

)
G

(�n)
λ,n

〉]
� − ε1

2

∥∥1n(−i∇ + An)φλ

∥∥2
2

− 1
2ε1

∣∣∣q(�n)
n

∣∣∣2 ∥∥∥(Šn ξn − i∇ξn

)
G

(�n)
λ,n

∥∥∥2
2

� − ε1
2 ‖1n (−i∇ + An) φλ‖22 − C

ε1

∣∣∣q(�n)
n

∣∣∣2 λ2|�n+αn|−2 ; (2.16)

�
[
q(�n)
n

〈
φλ

∣∣∣e−iSn(xn)·(x−xn)
(
Š2

n ξn + 2Sn(xn) · (Šnξn − i∇ξn) + Δξn

)
G

(�n)
λ,n

〉]
� − ε2

2 ‖1nφλ‖22 − C
ε2

∣∣∣q(�n)
n

∣∣∣2 λ2|�n+αn|−2 . (2.17)

Finally, let us consider the term Ξα,n(λ) defined in (1.20). Notice that
(1.7) ensues Šn ·An ξ2

n ∈ L∞(R2) and ξnŠn |x − xn|−1 ∈ L∞(R2). Taking this
into account and building on the basic inequality∣∣∣|x − xn| (−i∇)

(
ξnG

(�n)
λ,n

)∣∣∣ � C
∣∣∣G(�n)

λ,n

∣∣∣ ,
we get∣∣∣Ξ(�n�′

n)
n (λ)

∣∣∣ � C
∥∥∥G(�n)

λ,n

∥∥∥
2

∥∥∥G(�′
n)

λ,n

∥∥∥
2

� C λ|�n+αn|+|�′
n+αn|−2 . (2.18)

For any λ > 0 sufficiently large, combining (2.15)–(2.18), we estimate

Q
(B)
N [ψ] � 1

2 Q
(F)
N [φλ] − λ2 ‖ψ‖2

2 + 1−ε−8ε1
2

∑
n

‖1n (−i∇ + An) φλ‖2
2

+
(
λ2 − C 1−ε

2ε − 2ε2
) ‖φλ‖2

2

+
[
min

n

(
π2

sin(παn)

)
λ2 minn,�n |�n+αn|

−2C
(
1+ 2

ε1
+ 1

ε2

)
λ−2(1−maxn,�n |�n+αn|) − ‖B‖∞

]
|q|2 ,

where ‖B‖∞ := maxm,n,�m�′
n
|B(�m�′

n)
m n |. Now, by the positivity of Q

(F)
N , if we

take ε, ε2 ∈ (0, 1), 0 < ε1 < (1 − ε)/8 and λ > 0 large enough (notice that
maxn,�n

|�n + αn| < 1), the above relation implies that Q
(B)
N [ψ] � −λ2 ‖ψ‖2

2,
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i.e., the form is bounded from below. More precisely, for any λ large enough,
we deduce that there exists cλ > 0 such that

Q
(B)
N [ψ] + λ2 ‖ψ‖2

2 � cλ

[
Q

(F)
N [φλ] + ‖φλ‖2

2 + |q|2
]
,

i.e., the quadratic form is also coercive. This allows to infer that the form Q
(B)
N

is closed by classical arguments (see, e.g., [78] and [21, Proof of Thm. 2.4]).
�

Hereafter we prove the first part of Theorem 1.4, regarding the charac-
terization of the domain and action of the self-adjoint operators H

(B)
N , B ∈

M2N, Herm(C), corresponding to the quadratic forms Q
(B)
N .

Proof of Theorem 1.4—Part I. Consider the sesquilinear form (2.13) associ-
ated to Q

(B)
N . Let us first assume q1 = 0, i.e., ψ1 = φ1,λ; then, upon integration

by parts, we obtain

Q
(B)
N [φ1,λ, ψ2] = 〈φ1,λ |HN | φ2,λ〉

+
∑
n,�n

q
(�n)
2,n

[
2
〈
φ1,λ

∣∣∣ e−iSn(xn)·(x−xn)(Šn ξn − i∇ξn

)
(−i∇+An) G

(�n)
λ,n

〉

+
〈
φ1,λ

∣∣∣ e−iSn(xn)·(x−xn)
(
(Š2

n − λ2) ξn + 2Šn ·(−i∇ξn) − Δξn

)
G

(�n)
λ,n

〉 ]
,

where again the boundary terms have been dropped, since by the asymptotic
relations in Eq. (1.11) of Proposition 1.2 and arguments similar to those out-
lined in the proof of Theorem 1.3, we get∣∣∣∣∣

∫
∂Br(xn)

dΣn φ∗
1,λ [∂rφ2,λ+i (Sn · r̂) φ2,λ]

∣∣∣∣∣
� C r

√
〈|φ1|2〉n

[√〈
|∂rφ2|2

〉
n
+
√

〈|φ2|2〉n

]
−−−−→
r→0+

0;∣∣∣∣∣
∫

∂Br(xn)

dΣn φ∗
1,λ e−iSn(xn)·(x−xn)

[
i
(
Šn · r̂) ξn + (∂rξn)

]
G

(�n)
λ,n

∣∣∣∣∣
� C r2−|�n+αn|

√
〈|φ1|2〉n −−−−→

r→0+
0.

Thus, the condition Q
(B)
N [φ1,λ, ψ2] = 〈φ1,λ |w〉 for some w =: H

(B)
N ψ2 ∈L2(R2)

can be fulfilled only if HN φ2,λ ∈ L2(R2), i.e., φ2,λ ∈ D
(
H

(F)
N

)
, and

w = HN φ2,λ +
∑
n,�n

q
(�n)
2,n e−iSn(xn)·(x−xn)

[
2
(
Šn ξn − i∇ξn

)
(−i∇+An) G

(�n)
λ,n

+
(
(Š2

n − λ2) ξn + 2Šn ·(−i∇ξn) − Δξn

)
G

(�n)
λ,n

]
. (2.19)
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Let now assume that q 	= 0. Integrating by parts and checking again that
the boundary contributions vanish, we get

Q
(B)
N [ψ1, ψ2] = Q

(B)
N [φ1,λ, ψ2]

+
∑

m,�m

(
q
(�m)
1,m

)∗ (
2
〈

e
−iSm(xm)·(x−xm)(

Šm ξm − i∇ξm

)
G

(�m)
λ,m

∣∣∣ (−i∇+Am) φ2,λ

〉

+
〈
e

−iSm(xm)·(x−xm)
(
(Š

2
m− λ

2
) ξm + 2Sm(xm) · (Šmξm − i∇ξm) + Δξm

)
G

(�m)
λ,m

∣∣∣φ2,λ

〉)
+

∑
m,n,�m,�′

n

(
q
(�m)
1,m

)∗
q
(�′

n
)

2,n

[
B

(�m�′
n
)

m n + δmn

(
π λ2|�n+αn |
2 sin(παn) δ�n�′

n
+ Ξ

(�n�′
n
)

n (λ) − λ
2
〈
ξnG

(�n)
λ,n

∣∣∣ξnG
(�′

n
)

λ,n

〉)]
.

Then, demanding Q
(B)
N [ψ1, ψ2] = 〈ψ1 |w〉, with w as in (2.19), implies

∑
m,n,�m,�′

n

(
q
(�m)
1,m

)∗
q
(�′

n)
2,n

[
B

(�m�′
n)

m n + δmn

(
π λ2|�n+αn|
2 sin(παn) δ�m�′

n

−
〈
G

(�m)
λ,n

∣∣∣[(−i∇)·(ξn(−i∇ξn)
)]

G
(�′

n)
λ,n

〉
−
〈
G

(�m)
λ,n

∣∣∣2ξn(−i∇ξn)·(−i∇+An)G(�′
n)

λ,n

〉)]
=
∑

m,�m

(
q
(�m)
1,m

)∗ 〈
G

(�m)
λ,m

∣∣∣[(−i∇+Am)2 + λ2
]
eiSm(xm)·(x−xm) ξmφ2,λ

〉
.

(2.20)

Integrating by parts twice and using (1.13), we obtain

〈
G

(�m)
λ,n

∣∣∣[(−i∇)·(ξn(−i∇ξn)
)]

G
(�′

n
)

λ,n

〉
+
〈
G

(�m)
λ,n

∣∣∣2ξn(−i∇ξn)·(−i∇+An)G
(�′

n
)

λ,n

〉
= 1

2

[〈
G

(�m)
λ,n

∣∣∣(−i∇ξ2n)·(−i∇+An)G
(�′

n
)

λ,n

〉
+
〈
(−i∇+An)G

(�m)
λ,n

∣∣∣(−i∇ξ2n)G
(�′

n
)

λ,n

〉]
+ lim

r→0+

∫
∂Br(xn)

dΣn

(
G

(�m)
λ,n

)∗
(ξn∂rξn) G

(�′
n
)

λ,n = 0 ,

where we used that ξn = 1 in an open neighborhood of xn and (1.14). Con-
cerning the r.h.s. of (2.20), by similar arguments and recalling again that
An · (x − xn) = 0, we infer that

〈
G

(�m)
λ,m

∣∣∣[(−i∇+Am)2 + λ2
]
eiSm(xm)·(x−xm) ξmφ2,λ

〉
= lim

r→0+

∫
R2\Br(xm)

dx
(
G

(�m)
λ,m

)∗ [(−i∇+Am)2 + λ2
] (

eiSm(xm)·(x−xm) ξmφ2,λ

)

= lim
r→0+

∫
∂Br(xm)

dΣm

((
G

(�m)
λ,m

)∗
∂rφ2,λ − (∂rG

(�m)
λ,m

)∗
φ2,λ

)
,
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where the boundary term vanishes since∣∣∣∣∣
∫

∂Br(xm)

dΣm eiSm(xm)·(x−xm)
(
G

(�m)
λ,m

)∗ (
i(Sm(xm)· r̂) ξm + ∂rξm

)
φ2,λ

∣∣∣∣∣
� 2πr ‖Sm‖∞

√〈∣∣∣G(�m)
λ,m

∣∣∣2〉
m

√〈
|φ2,λ|2

〉
m

� C r1−|�m+αm|
√〈

|φ2,λ|2
〉

m
−−−−→
r→0+

0 .

Using the asymptotic expansion (1.15) of G
(�n)
λ,n , we then obtain〈

G
(�m)
λ,m

∣∣∣[(−i∇+Am)2 + λ2
]
eiSm(xm)·(x−xm) ξmφ2,λ

〉
= Γ(|�m+αm|)

21−|�m+αm| lim
r→0+

1
r|�m+αm|

∫ 2π

0

dθ e−i �mθ√
2π

(
r ∂rφ2,λ + |�m + αm|φ2,λ

)
.

Summing up, the above results entail∑
n,�′

n

q
(�′

n)
2,n

[
B

(�m�′
n)

m n + π2 λ2|�n+αn|
sin(παn) δmn δ�m�′

n

]

= lim
r→0+

π 2|�m+αm| Γ
(
|�m+αm|

)
r|�m+αm|

〈(
r ∂rφ2,λ + |�m + αm|φ2,λ

)
e−i �mθ√

2π

〉
m

,

which completes the derivation of the domain (1.23). �

2.3. Singular Perturbations: Krěın Theory

Building on the results derived in the previous section and using the general
theory described in [66], we henceforth present an equivalent characterization
of the Hamiltonian operators H

(B)
N in terms of singular perturbations of the

Friedrichs Hamiltonian H
(F)
N . Fixing arbitrarily z0 ∈ C\[0,+∞), we recall

(1.29):

Λ(z) := τ
(

1
2 (G(z0) + G(z̄0)) − G(z)

)
: C

2N → C
2N .

Abstract resolvent arguments grant the well posedness of Λ(z) and further
ensure the following, for all z, w ∈ C\[0,+∞) (see [66, Lemma 2.2] and the
related discussion):

Λ(z) − Λ(w) = (z − w) Ğ(w)G(z),
(
Λ(z)

)∗ = Λ(z∗). (2.21)

Keeping in mind that H
(F)
N is bounded from below, for any Hermitian matrix

Θ ∈ M2N, Herm(C) there certainly exists a non-empty open set Z ⊂ C\[0,+∞)
such that Θ + Λ(z) is invertible for all z ∈ Z. Taking this into account, from
[66, Theorem 2.1] we deduce the following.

Proposition 2.10 (Singular perturbations of R
(F)
N ). For any z ∈ Z, the bounded

operator

R
(Θ)
N (z) := R

(F)
N (z) + G(z)

[
Θ + Λ(z)

]−1Ğ(z),
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is the resolvent of the self-adjoint operator H
(Θ)
N coinciding with H

(F)
N on ker τ

and defined by (1.27), i.e.,

D
(
H

(Θ)
N

)
=
{

ψ ∈ L2(R2)
∣∣∣ ψ = ϕz + G(z)q, ϕz ∈ D

(
H

(F)
N

)
, q∈ C

2N , τϕz

=
[
Θ + Λ(z)

]
q
}

,(
H

(Θ)
N − z

)
ψ =

(
H

(F)
N − z

)
ϕz.

We next prove that the self-adjoint operators H
(Θ)
N defined in Theorem

2.10 are nothing but a reparametrization of the Hamiltonians H
(B)
N discussed

previously in Theorem 1.4.

Proposition 2.11. For any λ0 > 0 large enough, there is a one-to-one corre-
spondence between the families of self-adjoint realizations

{
H

(Θ)
N

}
Θ∈M2N, Herm(C)

and
{

H
(B)
N

}
B∈M2N, Herm(C)

, which is realized by

Θ�m�′
n

mn = B
(�m�′

n)
m n + π λ

2|�n+αn|
0

2 sin(παn) δmn δ�m�′
n

+
〈
e−iSm(xm)·(x−xm)Pm G

(�m)
λ0,m

∣∣∣∣∣∣ [1 + T ∗
N

(− λ2
0

)]−1
e−iSn(xn)·(x−xn)ξnG

(�′
n)

λ0,n

〉
. (2.22)

Notice that the relation (2.22) cannot be explicitly resolved to express
Θ in terms of B, due to the presence of the unkown inverse operator [1 +
T ∗

N (−λ2
0)]

−1 in the expectation on the r.h.s.. As a consequence, the parametriza-
tion of the self-adjoint extensions in terms of the matrix Θ does not allow to
write an explicit relation between the coefficients of the singular and regu-
lar terms in the local expansion close the fluxes of the wave functions in the
domain (see Remark 1.6 and (1.25)).

Before discussing the proof of the above result, we need to state some
technical lemmas. Making reference to Proposition 2.1, we henceforth take
λ, λ0 > 0 large enough so that∥∥TN

(− λ2
)∥∥ < 1,

∥∥TN

(− λ2
0

)∥∥ < 1 (2.23)

This choice of λ, λ0 ensures the well posedness of the representation (1.30) for
the Friedrichs resolvent in both z = −λ2 and z0 := −λ2

0.

Lemma 2.12. For any λ > 0 fulfilling (2.23) and for all ψ ∈ L2(R2), q ∈ C
2N

there holds:

Ğ(−λ2)ψ =
⊕

n,�n

〈[
1+T ∗

N

(− λ2
)]−1

e−iSn(xn)·(x−xn)ξnG
(�n)
λ,n

∣∣∣ψ〉 ; (2.24)

G(−λ2)q =
[
1+T ∗

N

(− λ2
)]−1 ∑

n,�n

q(�n)
n e−iSn(xn)·(x−xn)ξnG

(�n)
λ,n . (2.25)
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Moreover, for any fixed λ0 > 0 fulfilling (2.23), there holds[
Λ
(− λ2

)]�m�′
n

mn
= π λ2|�n+αn|

2 sin(παn) δmnδ�m�′
n

− π λ
2|�n+αn|
0

2 sin(παn) δmnδ�m�′
n

+
〈
e−iSm(xm)·(x−xm)Pm G

(�m)
λ,m

∣∣∣[1+T ∗
N

(− λ2
)]−1

e−iSn(xn)·(x−xn)ξnG
(�′

n)
λ,n

〉
−
〈
e−iSm(xm)·(x−xm)Pm G

(�m)
λ0,m

∣∣∣[1+T ∗
N

(− λ2
0

)]−1
e−iSn(xn)·(x−xn)ξnG

(�′
n)

λ0,n

〉
.

(2.26)

Proof. We first point out that the expressions in the second and third lines of
(2.26) are well defined since

Pn G
(�n)
λ,n ∈ L2(R2).

Let us further highlight that the second identity in (2.21) grants the self-
adjointness of Λ

(− λ2
)
, meaning that[

Λ
(− λ2

)]�m�′
n

mn
=
([

Λ
(− λ2

)]�′
n�m

nm

)∗
.

As a matter of fact, taking into account that G
(�n)
λ,n =

(
τ

(�n)
n R

(F)
n (−λ2)

)∗, one
gets that the matrix(〈

e−iSm(xm)·(x−xm)Pm G
(�m)
λ,m

∣∣∣[1+T ∗
N

(− λ2
)]−1

e−iSn(xn)·(x−xn)ξnG
(�′

n)
λ,n

〉)�m�′
n

mn

is itself Hermitian. Recalling the explicit expression (1.31) for R
(F)
n (z), we get

for any ψ ∈ L2(R2)

τ (�n)
n R(F)

n (−λ2)ψ = 2|�n+αn|−1 Γ
(|	n + αn|) ∫ +∞

0
dr′
∫ 2π

0
dθ′ e−i�nθ′

√
2π

ψ(r′, θ′) ×

× lim
r→0+

1
r|�n+αn|

[
1{r<r′}

(|	n + αn| I|�n+αn|(λr) + r ∂rI|�n+αn|(λr))
)

K|�n+αn|(λr′)

+1{r>r′} I|�n+αn|(λr′)
(|	n + αn| K|�n+αn|(λr) + r ∂rK|�n+αn|(λr)

)]
=

∫ +∞

0
dr′

∫ 2π

0
dθ′ λ|�n+αn|K|�n+αn|(λr′) e−i�nθ′

√
2π

ψ(r′, θ′) =

∫
R2

dx′
(
G

(�n)
λ,n (x′)

)∗
ψ(x′) ,

(2.27)

where the last identity follows by comparison with the explicit expression (1.14)
for the defect function. Indeed, here we used the Lebesgue dominated conver-
gence theorem and the following asymptotic expansions for the Bessel func-
tions Iν(w),Kν(w) (ν > 0 and w > 0) in the limit w → 0+ and analogous
asymptotics for their derivatives [61, §10.31]:

Iν(w) = wν
[

1
2νΓ(1+ν) + 1

22+νΓ(2+nu) w2 + O(w4)
]
,

Kν(w) = 1
wν

[
Γ(ν)
21−ν − Γ(−1+ν)

23−ν w2 + O(w4)
]

+ wν
[

Γ(−ν)
21+ν − Γ(−1−ν)

23+ν w2 + O(w4)
]
.

Using now the representation (1.30) for the Friedrichs resolvent, we obtain

Ğ(−λ2)ψ =
⊕

n,�n
τ

(�n)
n R

(F)
n (−λ2) ξn eiSn(xn)·(x−xn)

[
1 + TN (−λ2)

]−1
ψ

=
⊕

n,�n

〈
e−iSn(xn)·(x−xn)ξnG

(�n)
λ,n

∣∣∣[1+TN (−λ2)
]−1

ψ
〉

,
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which proves (2.24) for all ψ ∈ L2(R2). Taking this into account, for any
q ∈ C

2N , we get

〈G(−λ2)q
∣∣ψ〉 =

〈
q
∣∣∣Ğ(−λ2)ψ

〉
=
∑
n,�n

(
q(�n)
n

)∗ 〈
e−iSn(xn)·(x−xn)ξnG

(�n)
λ,n

∣∣∣[1+TN (−λ2)
]−1

ψ
〉

=

〈[
1+T ∗

N (−λ2)
]−1∑

n,�n

q(�n)
n e−iSn(xn)·(x−xn)ξnG

(�n)
λ,n

∣∣∣∣∣∣ψ
〉

,

which provides evidence for (2.25). To say more, (2.25) can also be rephrased
as

G(−λ2)q =
∑
n,�n

q(�n)
n e−iSn(xn)·(x−xn)ξnG

(�n)
λ,n

− T ∗
N (−λ2)

[
1+T ∗

N (−λ2)
]−1∑

n,�n

q(�n)
n e−iSn(xn)·(x−xn)ξnG

(�n)
λ,n , (2.28)

and the definition (1.29) yields, for any q ∈ C
2N ,

∑
n,�′

n

[
Λ
(− λ2

)]�m�′
n

mn
q
(�′

n)
n = τ (�m)

m

[G(− λ2
0

)
q − G(− λ2

)
q
]
.

On one side, by direct computations we deduce

τ (�m)
m

[ ∑
n,�′

n

{
q
(�′

n)
n e−iSn(xn)·(x−xn)ξnG

(�′
n)

λ0,n − q
(�′

n)
n e−iSn(xn)·(x−xn)ξnG

(�′
n)

λ,n

}]

=
∑
�′

m

q
(�′

m)
m lim

r→0+

i|�′
m−�m| 2|�m+αm|−1 Γ

(
|�m+αm|

)
r|�m+αm| ×

× (|�m + αm| + r ∂r

)[(
λ

|�′
m+αm|

0 K|�′
m+αm|(λ0 r) − λ|�′

m+αm|K|�′
m+αm|(λ r)

)
J|�′

m−�m|
( |Sm(xm)| r)]

= π
2 sin(παm)

(
λ2|�m+αm| − λ

2|�m+αm|
0

)
q(�m)
m .

On the other side, by (1.32) we get

τ (�m)
m T ∗

N (−λ2)φλ =
〈
G

(�m)
λ,m

∣∣∣P ∗
m eiSm(xm)·(x−xm)φλ

〉
=
〈
e−iSm(xm)·(x−xm)Pm G

(�m)
λ,m

∣∣∣φλ

〉
. (2.29)

Summing up, the above arguments and few additional manipulations suffice
to prove (2.26). �
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Considering the identity (2.28) derived in the previous proof, we introduce
the bounded operator

Fλ : C
2N → L2(R2),

Fλq := T ∗
N (−λ2)

[
1+T ∗

N (−λ2)
]−1 ∑

n,�n

q
(�n)
n e−iSn(xn)·(x−xn)ξnG

(�n)
λ,n .

(2.30)

In particular, (2.28) reduces to

G(−λ2)q =
∑
n,�n

q(�n)
n e−iSn(xn)·(x−xn)ξnG

(�n)
λ,n − Fλq.

Lemma 2.13. For any λ > 0 fulfilling (2.23) and for all q ∈ C
2N , Fλq ∈

D(H(F)
N ) and(

H
(F)
N + λ2

)Fλq =
∑
n,�n

q(�n)
n e−iSn(xn)·(x−xn)PnG(�n)

n ; (2.31)

[τFλ]�m�′
n

mn

=
〈
e−iSm(xm)·(x−xm)Pm G

(�m)
λ,m

∣∣∣[1+T ∗
N (−λ2)

]−1
e−iSn(xn)·(x−xn)ξnG

(�′
n)

λ,n

〉
.

(2.32)

Proof. In view of (1.30) and (2.27), we deduce

Fλq = T ∗
N (−λ2)

[
1+T ∗

N (−λ2)
]−1

∑
n,�n

e−iSn(xn)·(x−xn)ξnR(F)
n (−λ2)ξneiSn(xn)·(x−xn)

(
τ (�n)
n

)∗
q(�n)
n

= T ∗
N (−λ2)R

(F)
N (−λ2)

∑
n,�n

(
τ (�n)
n

)∗
q(�n)
n .

Notice that a direct computation gives (H(F)
N +λ2)T ∗

N (−λ2) = TN (−λ2) (H(F)
N +

λ2), which in turn implies

T ∗
N (−λ2)R

(F)
N (−λ2) = R

(F)
N (−λ2)TN (−λ2).

Taking this into account and using (2.29), for any φ ∈ L2(R2) we obtain

〈Fλq|φ〉 =
∑
n,�n

〈
R

(F)
N (−λ2)TN (−λ2)

(
τ (�n)
n

)∗
q(�n)
n

∣∣∣φ〉

=
∑
n,�n

(
q(�n)
n

)∗
τ (�n)
n T ∗

N (−λ2)R(F)
N (−λ2)φ

=
∑
n,�n

(
q(�n)
n

)∗〈
e−iSn(xn)·(x−xn)Pn G

(�n)
λ,n

∣∣∣R(F)
N (−λ2)φ

〉
,

which entails

Fλq = R
(F)
N (−λ2)

∑
n,�n

e−iSn(xn)·(x−xn)Pn G
(�n)
λ,n q(�n)

n .
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This proves (2.31) and the fact that Fλq belongs to the domain of the Friedrichs
realization. The identity (2.32) follows straightforwardly from (2.29) and (2.30).

�

In view of Lemma 2.13, it is natural to wonder how the Hamiltonian
operators H

(B)
N and H

(Θ)
N are related.

Proof of Proposition 2.11. We prove the statement showing that D
(
H

(Θ(B))
N

)
=

D
(
H

(B)
N

)
, where Θ(B) is the map (2.22), and H

(Θ(B))
N ψ = H

(B)
N ψ, for any

ψ ∈ D
(
H

(Θ(B))
N

)
. On the one hand, by Theorem 1.4, for any ψ ∈ D

(
H

(B)
N

)
there exist φλ ∈ D

(
H

(F)
N

)
and q ∈ C

2N such that

ψ = φλ +
∑
n,�n

q(�n)
n e−iSn(xn)·(x−xn) ξn G

(�n)
λ,n ;

τ (�m)
m φλ =

∑
n,�n

[
B(�m�n)

m n + π λ2|�n+αn|
2 sin(παn) δmn δ�n�′

n

]
q(�n)
n ;

(
H

(B)
N + λ2

)
ψ =

(
H

(F)
N + λ2

)
φλ +

∑
n,�n

q
(�n)
n e−iSn(xn)·(x−xn) Pn G

(�n)
λ,n .

On the other hand, for any ψ ∈ D
(
H

(Θ)
N

)
, Proposition 2.10 yields that ψ =

ϕλ + G(−λ2)q, for some suitable ϕλ ∈ D
(
H

(F)
N

)
and q ∈ C

2N with

τ (�m)
m ϕλ =

∑
n,�n

[
Θ�m�n

mn + Λ�m�n
mn (−λ2)

]
q(�n)
n ;

(
H

(Θ)
N + λ2

)
ψ =

(
H

(F)
N + λ2

)
ϕλ.

In view of Lemma 2.13, we may set

φλ = ϕλ − Fλq. (2.33)

Then, using the boundary trace operator (1.28), together with the identities
(2.26) and (2.32), we deduce

0 = τ (�m)
m φλ − τ (�m)

m ϕλ + τ (�m)
m Fλq

=
∑
n,�′

n

[
B

(�m�′
n
)

m n + π λ2|�n+αn|
2 sin(παn) δmn δ�m�′

n
− Θ

�m�′
n

mn − Λ
�m�′

n
mn (−λ2)

+
〈
e−iSm(xm)·(x−xm)Pm G

(�m)
λ,m

∣∣∣[1+T ∗
N (−λ2)

]−1
e−iSn(xn)·(x−xn)ξnG

(�′
n
)

λ,n

〉]
q
(�′

n
)

n

=
∑
n,�′

n

[
B

(�m�′
n
)

m n − Θ
�m�′

n
mn +

π λ2|�n+αn|
0

2 sin(παn) δmnδ�m�′
n

+
〈
e−iSm(xm)·(x−xm)Pm G

(�m)
λ0,m

∣∣∣[1+T ∗
N

(− λ2
0
)]−1

e−iSn(xn)·(x−xn)ξnG
(�′

n
)

λ0,n

〉]
q
(�′

n
)

n .

In view of the arbitrariness of the charge q ∈ C
2N , the above condition

can be fulfilled only by fixing the Hermitian matrix Θ as in (2.22). To say
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more, with the position (2.33), by means of (2.31) we obtain(
H

(B)
N + λ2

)
ψ =

(
H

(F)
N + λ2

)
ϕλ − (H(F)

N + λ2
)Fλq

+
∑
n,�n

q(�n)
n e−iSn(xn)·(x−xn) Pn G

(�n)
λ,n

=
(
H

(F)
N + λ2

)
ϕλ =

(
H

(Θ(B))
N + λ2

)
ψ ,

which concludes the proof. �
2.4. Completion of the Proofs

We are finally in position to prove the main results about the singular real-
izations of the Schrödinger operator HN . Let us first complete the proof of
Theorem 1.4.

Proof of Theorem 1.4—Part II. It just remains to show that the family of op-
erators H

(B)
N , with B ∈ M2N, Herm(C) ∪ {∞}, exhausts all admissible self-

adjoint realizations of the Schrödinger operator HN . This is, however, a straight-
forward consequence of Proposition 2.10, Proposition 2.11 and [68, Theorem
3.1 and Corollary 3.2]. (Arguably, the same conclusion could also be derived
adapting the arguments presented in [19] or in [16, Theorem 2.5].) �
Proof of Proposition 1.8. Proposition 2.10 and Proposition 2.11 ensure that
the perturbed resolvent R

(B)
N (z) is a finite range perturbation of the Friedrichs

analogue R
(F)
N (z). Then, R

(B)
N (z) − R

(F)
N (z) is trace class and the statement

follows by Kuroda–Birman theorem [69, Thm. XI.9] (see also [44]).
To say more, from [67, Theorem 3.4] we infer that the map q ∈ C

2N �→
G(−λ2)q ∈ L2(R2) is a bijection from ker

[
Θ(B) + Λ(−λ2)

]
onto ker

(
H

(B)
N +

λ2
)
. In other words, for any given negative eigenvalue −λ2 ∈ σdisc

(
H

(B)
N

)
,

G(−λ2)q is an associated eigenvector for any q ∈ ker
[
Θ(B) + Λ(−λ2)

]
. �

Proof of Proposition 1.9. The result follows from Proposition 2.4 and the al-
ready mentioned Kuroda–Birman theorem, exploiting once more that R

(B)
N (z)

is a finite range perturbation of R
(F)
N (z). �
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[15] Bruneau, L., Dereziński, J., Georgescu, V.: Homogeneous Schrödinger operators
on half-line. Ann. Henri Poincaré 12, 547–590 (2011)

[16] Bulla, W., Gesztesy, F.: Deficiency indices and singular boundary conditions in
quantum mechanics. J. Math. Phys. 26, 2520–2528 (1985)

[17] Correggi, M., Duboscq, R., Lundholm, D., Rougerie, N.: Vortex patterns in the
almost-bosonic anyon gas. Europhys. Lett. 126, 20005 (2019)

[18] Correggi, M., Fermi, D.: Magnetic Perturbations of anyonic and Aharonov–
Bohm Schrödinger operators. J. Math. Phys. 62, 032101 (2021)

[19] Correggi, M., Fermi, D.: Deficiency indices for singular magnetic Schrödinger
Operators. Milan J. Math. (2024)

[20] Correggi, M., Lundholm, D., Rougerie, N.: Local density approximation for the
almost-bosonic anyon gas. Anal. PDE 10, 1169–1200 (2017)

[21] Correggi, M., Oddis, L.: Hamiltonians for two-anyons systems. Rend. Math.
Appl. 39, 277–292 (2018)

[22] Cycon, H.L., Froese, R.G., Kirsch, W., Simon, B.: Schrödinger Operators with
Application to Quantum Mechanics and Global Geometry. Springer, Berlin
(1987)
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[43] Kang, K.: Gauge invariance of the local phase in the Aharonov–Bohm interfer-
ence: quantum electrodynamic approach. Europhys. Lett. 140, 46001 (2022)

[44] Kato, T.: On finite-dimensional perturbations of self-adjoint operators. J. Math.
Soc. Jpn. 9, 239–249 (1957)

[45] Kenneth, O., Avron, J.E.: Braiding fluxes in Pauli Hamiltonian. Ann. Phys. 349,
325–349 (2014)

[46] Kiers, K., Weiss, N.: Scattering from a two-dimensional array of flux tubes: a
study of the validity of mean field theory. Phys. Rev. D 49, 2081 (1994)

[47] Laptev, A., Weidl, T.: Hardy inequalities for magnetic Dirichlet forms. Oper.
Theory Adv. Appl. 108, 299–305 (1999)

[48] Leinaas, J.M., Myrheim, J.: On the theory of identical particles. Nuovo Cimento
B 37, 1–23 (1977)

[49] Loss, M., Thaller, B.: Scattering of particles by long-range magnetic fields. Ann.
Phys. 176, 159–180 (1987)

[50] Lundholm, D., Rougerie, N.: The average field approximation for almost bosonic
extended anyons. J. Stat. Phys. 161, 1236–1267 (2015)

[51] Lundholm, D., Rougerie, N.: Emergence of fractional statistics for tracer parti-
cles in a Laughlin liquid. Phys. Rev. Lett. 116, 170401 (2016)

[52] Lundholm, D., Solovej, J.P.: Local exclusion and Lieb–Thirring inequalities for
intermediate and fractional statistics. Ann. Henri Poincaré 15, 1061–1107 (2014)
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