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Abstract: In a fast-paced society, AI systems can prove to be reliable teammates 
alongside human agents during the early stages of the design process, capable of 
helping to manage the increasing complexity of projects. Therefore, the introduction 
of AI systems into the design process is analysed according to the implications on the 
designer’s creativity and the kind of human-AI collaboration that is established, 
highlighting trust balance and the new role played by the designer. The main aspects 
covered by the study were tested in a workshop, in which continuous and 
discontinuous human-AI collaboration were compared. In the case of continuous 
collaboration, the results show that AI assumed the role of a bossy groupmate, leading 
to an AI-driven creative process. In the second case, AI took the role of an expert 
capable of generating variance outside the team, leading to a human-driven creative 
process.  

Keywords: design process; artificial intelligence; human-AI collaboration; creativity 

1. Introduction 
The advent of the digital age has pushed the world into continuous and urgent changes, in 
which major social, cultural, and technological shifts can occur in short periods. In this fast-
paced and always-evolving environment, designers are asked to find new solutions to deal 
with the increasing complexity of their projects. Among others, this paper focuses on those 
tools driven by artificial intelligence (AI) and employable in the early phases of the design 
process. Indeed, the value and usability of AI in the initial creative phases are still 
unexplored and opaque (Stoimenova & Price, 2020), meaning that the potential of AI 
systems applications in design thinking practices is still largely unknown (Cautela et al., 
2019). Exploring the implementation of this technology within the initial phases of the 
design process means assessing the AI’s impact on the designer’s creativity and the process 
outputs, considering that the most polarizing design decisions are usually made here (Wang 
et al., 2002). 
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2. AI as a human creativity enhancement 
The main difference between a traditional computational tool and an AI system is that the 
latter is increasingly similar to a person’s mental apparatus and less to a mere tool 
(Stoimenova & Price, 2020). Even though AI systems are often perceived as a replacement 
for human work, their potential is fully disclosed if considered in a human-AI relationship of 
complementarity, in which humans and machines cooperate to make up for each other’s 
deficiencies and improve the final quality of the output (Wilson & Daugherty, 2018). This 
shift in the relationship, where AI from an instrument becomes an almost-equal partner, 
generates a continuous exchange between the parts involved. Yannakakis et al. (2014) refer 
to this new collaboration as mixed-initiative co-creativity, defining it as creating artefacts 
through the interaction of a human and a computational initiative. 

“Through the mixed-initiative perspective we assume an autonomous computational 
system that explores the possibility space in its own ways as guided by human lateral 
decisions during the creative process, realising and fostering human-machine co-
creativity” (Yannakakis et al., 2014, p. 8). 

Therefore, the non-human agent (i.e., AI) assumes inductive and deductive behaviour 
towards problem-solving, capable of inspiring, triggering, suggesting, and even evaluating 
choices and actions. In other words, a scenario is now possible where a human agent and a 
non-human agent both proactively contribute to the solution of a problem that, 
consequently, can no longer be ascribed exclusively to either the human or the machine but 
always to both (Liapis et al., 2016).  

AI systems, in particular, are highly functional in providing the designer with random stimuli 
(Beaney, 2005) during the creative process. A random stimulus is defined as a foreign and 
unforeseen conceptual element that can break designers’ prejudices and already-existent 
patterns of reasoning, therefore triggering lateral thinking and curiosity (Beaney, 2005; 
Yannakakis et al., 2014). In conclusion, Liao et al. (2020) suggested a shift into the 
knowledge-driven principle perspective, meaning that the outcomes generated by AI could 
be a new form of design knowledge that is exploitable by designers in new and original ways. 

3. AI applications in the design process early phases  

3.1 Research phase 
Through the digital world, which includes social networks, blogs, digital newspapers, IoT, and 
many more, society generates more than 2.5 quintillions (1018) bytes of data each day (Wu 
et al., 2014) that are ready to be analysed and implemented into the design process. 
Although relevant for collecting certain kinds of information, the traditional design research 
methods are not comparable with the AI-driven ones regarding data size, heterogeneity, and 
analytical skills (Tuarob & Tucker, 2015). Hence, AI can improve the designers’ idea 
development with a more complete and profound level of knowledge regarding their 
projects, a much larger user pool to draw from, and an overall reduction in costs and 
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resources employed. In addition, AI’s ability to gather and recognise people’s emotions and 
behaviours (Xue & Desmet, 2019) through quantitative data (Kern et al., 2016) could play a 
key role in predicting possible future scenarios, an issue of significant relevance considering 
the widespread uncertainty of today’s society (Cooper, 2019). Adopting this new generation 
of AI-driven research tools (Tucker & Kim, 2011; Pan et al., 2017) would mean empowering 
the designers’ capability of gathering useful knowledge for the design process. 

3.2 Concept phase 
Once the divergent phase of the research is concluded, the designer should converge into a 
limited number of design ideas. During this phase, each designer, according to their 
educational background, experience, and sensitivity, develops their modus operandi, which 
can be personal and unique (Cross, 2011). Thus, AI should not be understood as a tool that 
standardises and flattens design individualities but as an impressively versatile instrument 
capable of preserving and enhancing them. Given this extraordinary variety in the approach 
to idea development, potentially useful AI systems also have a wide range of applicability. 
We have categorised them into five groups based on literature, distinguishing the kind of 
tasks performed (figure 1). 
The five categories are described as follows: 

1. Image generators. AI can act as a powerful medium for enhancing human 
creativity, especially when it plays the role of visual stimulus, either intended or 
random, from which the designer can draw inspiration. (Chai et al., 2018; Chen 
et al., 2019; Dosovitskiy et al., 2017; Gatys et al., 2016; Isgrò, 2020; Karras et al., 
2019; Park et al., 2019; Quan et al., 2018; Reed et al., 2016; Schmitt & Weiß, 
2018; Zhang et al., 2018) 

2. Sketching assistants. AI systems can be an ally in this core creative action, 
comparable to how a teammate brings her vision to the project by generating a 
pair dialogue consisting of a continuous exchange of information. (Davis et al., 
2016; Fan et al., 2019; Ha & Eck, 2018) 

3. Model generators and modifiers. When developing an idea, AI-generated 3D 
models become additional systems at the designer’s disposal as they provide 
unique final outputs and, therefore, unique information such as the one 
obtainable from sketching. (Autodesk, n.d.; Oh et al., 2019) 

4. Facilitators. AI systems aimed at streamlining and simplifying the number of 
actions the user needs to perform, such as Adobe Sensei. 

5. Concept evaluators. AI-concept benchmarking systems, capable of analysing 
many design proposals, evaluating them according to the parameters of novelty 
and level of detail, and ranking them accordingly from best to worst. (Camburn 
et al., 2020) 
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Figure 1. From 1 to 5: (1) examples of image generator (Schmitt & Weiß, 2018); (2) sketching 
assistant (Fan et al., 2019); (3) model generator and modifier (Oh et al., 2019); (4) facilitator 
(Adobe Sensei); (5) concept evaluator (Camburn et al., 2020). 

4. Human-AI collaboration 

4.1 New team dynamics 
As mentioned above, the capabilities of AI systems suggest that collaborative technologies 
are shifting away from the nature of a performance-enhancing tool toward that of a 
teammate (Seeber et al., 2020). Thus, designers and AI could establish a human-machine 
relationship that is strikingly similar to the human-human relationship (Krämer et al., 2012). 
From this perspective, design practices assist in a transition from groups composed only of 
humans to groups consisting of both humans and machines, which results in new and still 
largely unknown teamwork dynamics. Therefore, given how critical is the social and 
emotional functioning of groups for the success of a project (Barsade & Gibson, 2007), a 
study on the impact of AI in the design process would be incomplete without considering the 
implications on design teams and human-AI collaboration. In particular, while there is an 
active debate about how machines should collaborate with humans and adapt to their 
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needs, the same cannot be said for the reverse situation: a knowledge gap exists regarding 
humans’ ability to facilitate the integration of the machine into their work. As AI systems 
advance in their capabilities, humans also need to relate to the machine and progressively 
optimise teamwork. 
In this respect, Pandya et al. (2019) and Zhang et al. (2021) have shown in their studies that, 
so far, Human-AI collaboration is most successful (i.e. leads to better outcomes) when the 
machine has more developed capabilities compared to the human, while it is likely to 
become counterproductive if the machine has lower or equal capabilities compared to the 
human. We named this principle AI>Human rule, intending that the Human-AI collaboration 
is most productive when AI is more performative than the human agent on a specific task. 
Based on the literature, we identified three primary consequences of the AI>Human rule. 

1. The acknowledgment of the AI’s predisposition to performing repetitive and 
straightforward tasks (data screening, generation of images, prevention of CAD 
errors, etc.), in which computers usually excel, enables a redistribution of tasks 
within the design process, streamlining alienating activities from the human’s 
duties and thus allowing her to concentrate on enhancing other strategic 
activities (Rajpurohit et al., 2020); 

2. The recognition of complementarity in Human-AI collaboration discloses that a 
critical phase for work success is allocating tasks based on the distinct 
competencies displayed. (Wilson & Daugherty, 2018) 

3. The tendency of AI to improve the work quality of low-performing teams, 
expanding the possibilities and frequencies of use of the machine. In these 
cases, AI can compensate for the team’s shortcomings. On the contrary, AI 
should be employed carefully in a high-performing team as the current state of 
the technology might worsen the team’s overall performance. (Pandya et al., 
2019; Zhang et al., 2021), 

Accordingly, it is recommended to plan who will carry out a given activity: only the AI system 
if the human agents could hinder it; only the human agents if the AI system could slow it; 
both if combining efforts would lead to greater efficiency and better results (figure 2).  
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Figure 2. The primary AI>Human rule consequences. 

We define these criticalities of Human-AI collaboration as technical. However, also it is 
essential to consider another set of criticalities, more subjective and nuanced, hard to be 
framed in absolute rules and therefore more challenging to manage. We named these 
criticalities as sensitive and identified three main types. 

1. Predisposition criticalities derive from the person’s predispositions and 
manifest mainly as biases. (Lopez et al., 2019) 

2. Perception criticalities are due to the reduction in the number of actions 
performed by human agents. If the human’s overall knowledge of the project 
tasks decreases, their ability to evaluate it is also likely to be altered once the 
work is completed. (Zhang et al., 2021) 

3. Communication criticalities are caused by the AI working as a black box, in 
which the human agent is only capable of knowing the inputs and the outputs, 
not the reasoning process in between. (Liao et al., 2020; Bansal et al., 2021) 

These sensitive criticalities can lead to harmful imbalances in the relationship of trust 
between humans and AI, alimenting two opposite phenomena. On one side, they increase 
the risk of the over-trust of humans towards AI agents, eventually leading to misuses and 
costly mistakes. On the opposite side, imbalances might cause under-trust of humans toward 
AI, possibly causing disuse (de Visser et al., 2020). 

4.2 The designer’s role 
These modifications also affect the designer’s figure and work, forcing her to adopt a new 
role within the design process, with new priorities, tasks, and skills. Given the current state 
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of the technology, human-AI collaborations are not infallible, and consequently, it is up to 
the designer to evaluate the machine’s work and choose whether to consider its output or 
discard it. When increasingly operational tasks are assigned to AI, the designer assumes a 
privileged position within the design process, focusing more on management and 
supervision of tasks. We named this emerging role of designers designer arbiter, intending 
that the designer becomes responsible for evaluating and making choices rather than 
executing tasks. This role is aligned with designers’ distinctive qualities, such as the 
maintenance of the general direction of the project, the understanding and framing of the 
problem analysed, the coordination of AI systems (Verganti et al., 2020), and the 
contribution of their sensitivity, intuition, and know-how into the design process (Cross, 
2011). 
The designer arbiter is a figure with solid evaluation skills, capable of understanding the 
project and the AI systems deeply. In this way, designers can significantly maximise the 
human-AI collaboration to expand the design process’s potential and final output. 

5. Workshop 

5.1 Workshop design 
The main dynamics of a human-AI collaboration were tested during a workshop with 16 
design students, focusing on changes in creativity and the trust relationship.  

The 16 participants worked in pairs, thus forming eight groups, split into two distinct types 
that we defined as simultaneous and delayed groups. Simultaneous groups worked 
throughout the whole duration of the workshop alongside their respective AI system. 
Instead, delayed groups alternated between an initial period, per each phase, without the 
help of AI system, followed by a period with it. For instance, simultaneous groups had 20 
minutes to develop their research phase using Google search engine, while delayed groups 
started their research without it and were asked to use the search engine only in the last 10 
minutes. Our aim was to compare continuous and discontinuous human-AI collaboration 
and verify divergences, repercussions on the creative process, and participants’ perception 
of the different working conditions. 

The groups were asked to design in an hour a frog-sofa that, being uncommon and 
deliberately vague, was chosen as an element of surprise, thus encouraging participants to 
generate their interpretation and explore unique and personal solutions.   
The workshop was structured to simulate, in a simplified way, a design process up to the 
definition of one or more concepts through three typical creative phases: research, 
sketching, and colour selection. A specific AI system was provided for each phase to support 
the participants during their design activity: the search engine Google; the sketching 
assistant Sketch-rnn; and the colour palette builder Coolors (figure 3). These were chosen 
because of their ease of use, affinity with the corresponding design phase, and capacity of 
establishing different Human-AI relationships. Furthermore, it was in our interest to select 
already commonly used tools to raise awareness by showing participants that AI algorithms 
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are often hidden behind seemingly simple systems.  
The data were collected with a qualitative approach by analysing: (1) the participants’ 
responses to two different forms, given respectively before and after the workshop; (2) the 
workshop outcomes provided by the groups; (3) the collective focus group run by two 
facilitators at the end of the design activity. 

A detailed and complete account of the Workshop’s results can be found in the recently 
published book “Artificial intelligence in the design process: The Impact on Creativity and 
Team Collaboration” (Figoli et al., 2022). 

 

Figure 3. AI in the workshop: Google, Sketch-rnn, and Coolors. 

5.2 Discussion on the workshop outcomes 
The participant’s responses to the initial form show their neutral position towards the 
introduction of AI systems in their profession but also demonstrate an overall welcoming 
attitude towards AI. After the workshop, 10 out of 16 participants substantially changed 
their opinion. Of these 10, five altered to a more favourable position and five to a more 
contrarian one, including slight and drastic shifts. The type and extent of the shifts are not 
explicitly related to being the respondent in a simultaneous or delayed group. 

Observing the outcomes of the three design phases emerged the AI capability of supporting 
the designer’s work by providing a significant volume of information in a short period and by 
facilitating numerous tasks performed during the design process. When employed, Google, 
sketch-rnn and Coolors speeded up the design phases, allowing the groups to generate new 
information and variance with ease. At the same time, they decreased the risk of blockage 
and fixation, as demonstrated by the number of outputs obtained using AI exceeding those 
obtained without AI.  

The simultaneous groups, which performed each project phase alongside the AI systems, 
generated a workspace environment marked by continuity. This continuity resulted from 
humans and AI sharing the workspace rules from the beginning of each phase. Participants 
did their research within Google workspace, their sketches within Sketch-rnn, and their 
colour selection within Coolors.  Even if the shared workspace rules allowed continuity in 
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work, they resulted from participants’ one-way adaptation to the AI interfaces. Since it was 
not possible to pursue a free creative process, the participants addressed the design 
problem exclusively from the point of view of the AI system (figure 4). As a result, the final 
outputs of the simultaneous groups often resemble each other and are somewhat deficient 
in uniquely human creative impulses, leading to foreseeable design solutions. In this 
scenario, Google, Sketch-rnn, and Coolors could be seen as bossy group members, meaning 
that human agents must adapt excessively to AI systems.  

 

Figure 4. AI forces its constrictions on the simultaneous team. 

On the other hand, the delayed groups generated a highly discontinuous working 
environment. Discontinuity required a necessary realignment between the previous work 
carried out without AI, therefore outside the rules of the machine, and the machine itself 
(figure 5). 

 

Figure 5. Process of realignment in delayed teams. 

We divided the critical moments of realignment observed in delayed groups into three 
recurrent types (figure 6).  

1. Simple and relatively harmless realignment occurred when the task (i.e., 
research, sketching, colour selection) initially developed by human agents alone 
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was conducted, either by planning or by coincidence, in conformity with the 
machine rules.  

2. Complex realignment occurred when the task (i.e., research, sketching, colour 
selection) initially developed by human agents alone did not conform to the 
machine rules, hence needing modifications to integrate the AI system in the 
collaboration. This type led to delays, which might, in professional contexts, 
determine additional costs. 

3. Impossible realignment occurred when the task (i.e., research, sketching, colour 
selection) initially developed by human agents alone was in no way re-adaptable 
to the machine rules. This generated a fracture that did not allow the 
collaboration between the parts to go any further except with significant 
readjustment measures. 

 

Figure 6. Three types of realignment observed in delayed groups between prior Human-alone 
sketches (left side) with later Human-Sketch-rnn ones (right side). (1) Simple realignment – 
Human sketch is already aligned with AI rules. (2) Hard realignment – Human sketch is too 
detailed and needs simplification to realign with AI rules. (3) Fracture – Human sketch is a 
“sofa that makes you sit like a frog”, in contrast to the AI rule “a sofa that looks like a frog”. 

The result is a Human-AI collaboration widely unbalanced in favour of the human agents. In 
the most extreme case of a delayed group, the human-AI collaboration did not happen since 
the human agents remained particularly attached to their idea, entirely rejecting AI 
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suggestions. In other words, the risk of human agents’ fixation was more marked and 
evident in delayed groups.  

Regarding the AI>human rule, the results show that it is verified in the case of Google and 
Coolors and not verified in the case of Sketch-rnn. Google and Coolors proved to be efficient 
partners, capable of improving the design process of the groups both as teammates and 
stimuli for the human agents. On the other hand, although Sketch-rnn is a cutting-edge 
system, it can only generate suggestions following its paradigms. Thus, it is still limited in its 
ability to support a designer in sketching ideas beyond its range of scope. Consequently, the 
human-AI collaboration established presents a high risk of slowing and worsening the 
group’s performance. Nevertheless, the AI capacity of providing random stimuli remains 
valid regardless of the AI>Human rule. 

In addition to this, the Human-AI relationship must consider the balance of trust between 
the parts involved. During the workshop, participants followed Google and Coolors’s 
suggestions more frequently than Sketch-rnn ones, showing how groups have adopted a 
more or less open stance towards the three AI systems used. The main factors identified that 
can significantly affect the balance of trust in a collaborative human-AI relationship are 
(figure 7): 

1. The evaluation of the machine’s outputs. The human agent receives and 
evaluates the AI system’s work repeatedly and gradually increases her 
understanding of the machine. Throughout this process, the designer develops a 
judgment about AI competence, which affects the trust placed in the machine. 
An example of this phenomenon is the participants’ progressive rejection of 
Sketch-rnn’s suggestions during the workshop, as it was increasingly considered 
an incompetent teammate.  

2. Designer lack of knowledge and expertise. If the human lacks knowledge on a 
specific task, she will be more likely to rely on the machine’s outputs. This might 
lead to AI-driven decision making, in which the human has reduced agency. An 
example of this phenomenon is the participants’ confidence in Coloors due to 
their scarce knowledge in colour theory and application. 

3. Familiarity. When the human agent is familiar with the AI system due to 
frequent interaction, she develops consolidated trust patterns. In this scenario, 
specific collaboration’s dynamics aimed at verifying the machine’s competencies 
are possibly unconsciously repressed or avoided. An example of this 
phenomenon is the low level of critical evaluation by the workshop participants 
of the results displayed by Google search. 

4. The AI accessibility. The human agent is inclined to follow with greater 
acceptance the machine’s output if she can view and intervene through editable 
parameters. AI systems generally operate as black boxes, where it is possible to 
know only of the final output and not of the intermediate process, thus 
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providing incomplete information to human agents. The designer might develop 
an under-trust attitude if the machine is wholly shadowed or provides poor 
communication, as in Sketch-rnn. Oppositely, designers might over-trust the 
system if it displays a high level of communicability. For instance, Google and 
Coolors parameters control foster human confidence in the AI system. 

 

Figure 7.  Main discriminating factors that can significantly affect the balance of trust in a Human-AI 
collaboration related to under-trust and over-trust attitudes. The orange section represents 
an ideal trust balance, led by the designer’s critical judgment.  

5.3 Conclusion 
The workshop experience significantly impacted how participants perceived AI systems’ 
introduction in the design process. It is observed that the participants are likely not to have 
any deep-rooted prejudices about the issue. Still, being design students, they are currently in 
a delicate phase of evolving thinking and experimentation that will eventually establish their 
position towards AI in design. Consequently, an individual’s first experience of collaboration 
with AI systems may be determining for shaping her future human-AI relationships, including 
the generation of potentially dangerous biases that may lead to over-trust or under-trust 
attitudes toward the machine. The importance of providing a proper and gradual 
introduction to disruptive technologies, including AI, to designers is thus recalled.  

Regarding human-AI collaboration, both technical and sensitive criticalities were verified in 
the workshop. In particular, Google and Coolors, which complied with the AI>Human rule, 
allowed a functional and positive partnership. On the contrary, Sketch-rnn showed a high 
risk of hindering the groups’ creative process. Moreover, participants showed both under-
trust and over-trust attitudes, mainly caused by the AI’s level of competence against the 
human ones, the human’s familiarity with the AI system, and the AI accessibility.  

AI, as already stated, displayed its capability of supporting the designer’s work by providing 
knowledge and variance, functional to inspire creativity and counter fixation. In addition to 
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this, to clarify better the role that AI can assume within the group, we synthesised three 
guideline points: 

1. If the AI>Human rule is respected, AI can assume the role of a teammate, 
meaning that is capable of assisting the designer proactively in problem-solving 
and idea development.  

2. If the rule is not respected, the designer arbiter progressively needs to adjust 
the machine’s contribution to the project or, if necessary, to exclude it.  

3. AI as an external stimulus to designers, useful to inspire and generate variance 
while also preventing fixation, remains valid whether the AI>human rule is 
respected. In the current state of technology, this role is to be considered the 
most constant and safe for AI in the idea development stages of the design 
process. However, the stimulus offered by AI is still subjected to the perception 
and evaluation process of the designers. 

Considering a design process where designers and AI agents might alternate moments of 
collaboration with moments of autonomous work, simultaneous and delayed groups 
operated with two different approaches. In the simultaneous groups, characterised by 
continuous human-AI collaboration, the AI assumed the internal role of a bossy groupmate, 
leading to an AI-driven creative process. On the other hand, in the delayed groups, AI 
assumed the external role of an expert capable of generating variance, leading to a human-
driven creative process. Furthermore, even if both cases highlighted issues, the ones 
displayed in the delayed groups are far more complex to solve because they need to deal 
with a process of realignment every time an AI system is introduced in an ongoing creative 
process. Thus, a detailed work planning must be considered to make the human-AI 
collaboration more stable. 

5.4 Limitations 
Although an attempt was made to compose heterogeneous working groups by diversifying 
them in terms of gender, culture, and education, the sixteen participants are all students at 
the Politecnico di Milano in the Design & Engineering Master of Science, thus considerably 
narrowing down the profiles participating in the workshop.  

Another limitation concerns the AI systems used during the workshop (i.e., Google, Sketch-
rnn and Coolors), as they were suitable for the purpose but very general. Indeed, each AI 
system fostered different human-AI relationship dynamics and allowed the researchers to 
observe them. However, these general systems possibly did not generate particularly 
complex or singular scenarios during the work, hence not exhaustively simulating all the 
possible aspects of a human-AI collaboration within the design process. 

 We should perform further studies with new modalities to verify how much the findings are 
caused by the workshop set-up rather than the use of AI. 
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5.5 Future developments 
The paper presented an analysis of the implementation of AI systems into the early stages of 
the design process.  
The implementation of AI systems into the design process is a critical issue, still largely 
unexplored. Aspects that could hinder the efficiency of the human-AI collaboration, such as 
teamwork dynamics, AI applicability, applications, and ethics, should be investigated further. 
This research represents a first attempt to study human-AI interactions within collaborative 
design tasks qualitatively and provides insights into how humans’ trust dynamics affect the 
inclusion of AI systems as team members. In general terms, the paper aims to contribute to 
the debate around the use of AI systems in design and open the way for possible future 
developments. Future studies might provide frameworks to understand human-AI design 
collaborations and investigate further the design arbiter role to prepare new professionals to 
deal with such technologies. Indeed, this knowledge is key to fostering proper and safe 
relationships in human-AI collaborations by guaranteeing efficiency for the design and well-
being of the designers. 

6. References 

Autodesk. (n.d.). Project Dreamcatcher. 
Bansal, G., Zhou, J., Fok, R., Ribeiro, M. T., & Weld, D. S. (2021). Does the Whole Exceed its Parts? The 

Effect of AI Explanations on Complementary Team Performance. In Proceedings of the 2021 CHI 
Conference on Human Factors in Computing Systems (p. 16). New York, NY, USA: Association for 
Computing Machinery. 

Barsade, S. G., & Gibson, D. E. (2007). Why does affect matter in organizations? Academy of 
Management Perspectives, 21(1), 36–59. https://doi.org/10.5465/AMP.2007.24286163 

Beaney, M. (2005). Imagination and Creativity. Milton Keynes, United Kingdom: Open University 
Worldwide. 

Camburn, B., He, Y., Raviselvam, S., Luo, J., & Wood, K. (2020). Machine learning-based design 
concept evaluation. Journal of Mechanical Design, Transactions of the ASME, 142(3), 1–15. 
https://doi.org/10.1115/1.4045126 

Cautela, C., Mortati, M., Dell’Era, C., & Gastaldi, L. (2019). The impact of artificial intelligence on 
design thinking practice: Insights from the ecosystem of startups. Strategic Design Research 
Journal, 12(1), 114–134. https://doi.org/10.4013/sdrj.2019.121.08 

Chai, C., Liao, J., Zou, N., & Sun, L. (2018). A one-to-many conditional generative adversarial network 
framework for multiple image-to-image translations. Multimedia Tools and Applications, 77(17), 
22339–22366. https://doi.org/10.1007/s11042-018-5968-7 

Chen, L., Wang, P., Dong, H., Shi, F., Han, J., Guo, Y., Wu, C. (2019). An artificial intelligence based 
data-driven approach for design. Journal of Visual Communication and Image Representation, 
61(1047–3203), 10–22. https://doi.org/10.1016/j.jvcir.2019.02.009 

Cooper, R. (2019). Design research - Its 50-year transformation. Design Studies, 65, 6–17. 
https://doi.org/10.1016/j.destud.2019.10.002 

Cross, N. (2011). Design thinking: Understanding how designers think and work. Berg.   



AI in design idea development 

15 

Davis, N., Hsiao, C.-P., Singh, K. Y., & Magerko, B. (2016). Co-Creative Drawing Agent with Object 
Recognition. In The Twelfth AAAI Conference on Artificial Intelligence and Interactive Digital 
Entertainment (AIIDE-16) (pp. 9–15). 

de Visser, E. J., Pak, R., Shaw, T. H., Peeters, M. M. M., Neerincx, M. A., Jung, M. F., & Kohn, S. (2020). 
Towards a Theory of Longitudinal Trust Calibration in Human – Robot Teams. International 
Journal of Social Robotics, 12(2), 459–478. https://doi.org/10.1007/s12369-019-00596-x 

Dosovitskiy, A., Springenberg, J. T., Tatarchenko, M., & Brox, T. (2017). Learning to Generate Chairs, 
Tables and Cars with Convolutional Networks. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, 39(4), 692–705. 

Fan, J. E., Dinculescu, M., & Ha, D. (2019). Collabdraw: An Environment for Collaborative Sketching 
with an Artificial Agent. In Proceedings of the 2019 on Creativity and Cognition (pp. 556–561). 
Association for Computing Machinery. https://doi.org/10.1145/3325480.3326578 

Figoli, F. A., Mattioli, F., Rampino, L. (2022). Artificial intelligence in the design process: The Impact 
on Creativity and Team Collaboration. Serie di architettura e design. ISBN 9788835134640. 
http://hdl.handle.net/11311/1204154 

Gatys, L. A., Ecker, A. S., & Bethge, M. (2016). Image Style Transfer Using Convolutional Neural 
Networks. In IEEE Conference on Computer Vision and Pattern Recognition (CVPR) (pp. 2099–
2104). https://doi.org/10.1109/ICRIEECE44171.2018.9008937 

Ha, D., & Eck, D. (2018). A neural representation of sketch drawings. 6th International Conference on 
Learning Representations, ICLR 2018 - Conference Track Proceedings. 

Isgrò, F. (2020). Artificial Intelligence in Design. Politecnico di Milano. 
Karras, T., Laine, S., & Aila, T. (2019). A style-based generator architecture for generative adversarial 

networks. Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, 2019-June, 4396–4405. https://doi.org/10.1109/CVPR.2019.00453 

Kern, M. L., Park, G., Eichstaedt, J. C., Schwartz, H. A., Sap, M., Smith, L. K., & Ungar, L. H. (2016). 
Gaining insights from social media language: Methodologies and challenges. Psychological 
Methods, 21(4), 507–525. 

Krämer, N. C., Pütten, A. M. Von Der, & Eimler, C. (2012). Human-Computer Interaction: The Agency 
Perspective, 396(January), 263–285. https://doi.org/10.1007/978-3-642-25691-2 

Liao, J., Hansen, P., & Chai, C. (2020). A framework of artificial intelligence augmented design 
support. Human-Computer Interaction, 35(5–6), 511–544. 
https://doi.org/10.1080/07370024.2020.1733576 

Liapis, A., Yannakakis, G. N., Alexopoulos, C., & Lopes, P. (2016). CAN COMPUTERS FOSTER HUMAN 
USERS’ CREATIVITY? THEORY AND PRAXIS OF MIXED-INITIATIVE CO-CREATIVITY. Digital Culture & 
Education, 8(2). 

Lopez, C. E., Miller, S. R., & Tucker, C. S. (2019). Exploring Biases Between Human and Machine 
Generated Designs. Journal of Mechanical Design, Transactions of the ASME, 141(2). 
https://doi.org/10.1115/1.4041857 

Oh, S., Jung, Y., Kim, S., Lee, I., & Kang, N. (2019). Deep Generative Design: Integration of Topology 
Optimization and Generative Models. Journal of Mechanical Design, 141(11). 

Pan, Y., Burnap, A., Hartley, J., Gonzalez, R., & Papalambros, P. Y. (2017). Deep design: Product 
aesthetics for heterogeneous markets. Proceedings of the ACM SIGKDD International Conference 
on Knowledge Discovery and Data Mining, Part F1296(1), 1961–1970. 
https://doi.org/10.1145/3097983.3098176 



Fabio Antonio Figoli, Francesca Mattioli, Lucia Rampino 

16 

Pandya, R., Huang, S. H., Hadfield-menell, D., & Dragan, A. D. (2019). Human-AI Learning 
Performance in Multi-Armed Bandits. In AAAI/ACM Conference on AI, Ethics, and Society (AIES’ 
19) (pp. 369–375). 

Park, T., Liu, M. Y., Wang, T. C., & Zhu, J. Y. (2019). Semantic image synthesis with spatially-adaptive 
normalization. In Proceedings of the IEEE Computer Society Conference on Computer Vision and 
Pattern Recognition (Vol. 2019-June, pp. 2332–2341). https://doi.org/10.1109/CVPR.2019.00244 

Quan, H., Li, S., & Hu, J. (2018). Product Innovation Design Based on Deep Learning and Kansei 
Engineering. Applied Sciences, 8(2397). https://doi.org/10.3390/app8122397 

Rajpurohit, N., Saxena, M., Yadav, R., & Chande, P. K. (2020). Investigating Impact of Artificial 
Intelligence in Deployment of Effective Project Teams. International Journal of Advanced Science 
and Technology, 29(8), 382–391. 

Reed, S., Akata, Z., Mohan, S., Tenka, S., Schiele, B., & Lee, H. (2016). Learning what and where to 
draw. Advances in Neural Information Processing Systems, (Nips), 217–225. 

Schmitt, P., & Weiß, S. (2018). The Chair Project: A Case-Study for using Generative Machine Learning 
as Automatism. In 32nd Conference on Neural Information Processing Systems (NIPS 2018) (pp. 
1–3). 

Seeber, I., Bittner, E., Briggs, R. O., de Vreede, T., de Vreede, G. J., Elkins, A., … Söllner, M. (2020). 
Machines as teammates: A research agenda on AI in team collaboration. Information and 
Management, 57(2), 103174. https://doi.org/10.1016/j.im.2019.103174 

Stoimenova, N., & Price, R. (2020). Exploring the Nuances of Designing (with/for) Artificial 
Intelligence. DesignIssues, 36(4), 45–55. 

Tuarob, S., & Tucker, C. S. (2015). Quantifying product favorability and extracting notable product 
features using large scale social media data. Journal of Computing and Information Science in 
Engineering, 15(3), 1–12. https://doi.org/10.1115/1.4029562 

Tucker, C. S., & Kim, H. M. (2011). Trend Mining for Predictive Product Design. Journal of Mechanical 
Design, Transactions of the ASME, 133(November), 1–11. https://doi.org/10.1115/1.4004987 

Verganti, R., Vendraminelli, L., & Iansiti, M. (2020). Innovation and Design in the Age of Artificial 
Intelligence. Journal of Product Innovation Management, 37(3), 212–227. 
https://doi.org/10.1111/jpim.12523 

Wang, L., Shen, W., Xie, H., Neelamkavil, J., & Pardasani, A. (2002). Collaborative conceptual design - 
State of the art and future trends. CAD Computer Aided Design, 34(13), 981–996. 
https://doi.org/10.1016/S0010-4485(01)00157-9 

Wilson, H. J., & Daugherty, P. R. (2018). Collaborative Intelligence: Humans and AI Are Joining Forces. 
Harvard Business Review. 

Wu, X., Zhu, X., Wu, G.-Q., & Ding, W. (2014). Data mining with big data. IEEE TRANSACTIONS ON 
KNOWLEDGE AND DATA ENGINEERING, 26(1), 97–107. 

Xue, H., & Desmet, P. M. A. (2019). Researcher introspection for experience-driven design research. 
Design Studies, 63, 37–64. https://doi.org/10.1016/j.destud.2019.03.001 

Yannakakis, G. N., Liapis, A., & Alexopoulos, C. (2014). Mixed-Initiative Co-Creativity. In Proceedings 
of the International Conference on the Foundations of Digital Games. Foundations of Digital 
Games. 

Zhang, G., Raina, A., Cagan, J., & McComb, C. (2021). A cautionary tale about the impact of AI on 
human design teams. Design Studies, 72, 23. https://doi.org/10.1016/j.destud.2021.100990 

Zhang, Z., Xie, Y., & Yang, L. (2018). Photographic Text-to-Image Synthesis with a Hierarchically-
Nested Adversarial Network. Proceedings of the IEEE Computer Society Conference on Computer 
Vision and Pattern Recognition, 6199–6208. https://doi.org/10.1109/CVPR.2018.00649 



AI in design idea development 

17 

About the Authors: 

Fabio Antonio Figoli Master’s degree in Design & Engineering, is a 
research and teaching assistant at Politecnico di Milano. His research 
interests focus on the design process and aim to improve the 
development of industrial products for a complex society. 

Francesca Mattioli Ph.D., is a research fellow and teaching assistant at 
Politecnico di Milano. Her research aims at studying design learning 
and teaching practices through collaborative projects in academic 
contexts characterised by cultural plurality. 

Lucia Rampino Ph.D., Full Professor at Politecnico di Milano. Her core 
field of research is product design, with a focus on theories of design 
and the nature of design processes. She is currently leading the 
Doctoral Programme in Design at Politecnico di Milano. 

 

 


	AI in design idea development: A workshop on creativity and human-AI collaboration
	Citation

	Microsoft Word - 414.docx

