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Abstract

This paper proposes a novel Augmented Hierarchical Quadratic Programming (AHQP) framework for multi-tasking control in
Human-Robot Collaboration (HRC) which integrates human-related parameters to optimize ergonomics. The aim is to combine
parameters that are typical of both industrial applications (e.g. cycle times, productivity) and human comfort (e.g. ergonomics,
preference), to identify an optimal trade-off. The augmentation aspect avoids the dependency from a fixed end-effector reference
trajectory, which becomes part of the optimization variables and can be used to define a feasible workspace region in which physical
interaction can occur. We then demonstrate that the integration of the proposed AHQP in HRC permits the addition of human
ergonomics and preference. To achieve this, we develop a human ergonomics function based on the mapping of an ergonomics
score, compatible with AHQP formulation. This allows to identify at control level the optimal Cartesian pose that satisfies the active
objectives and constraints, that are now linked to human ergonomics. In addition, we build an adaptive compliance framework that
integrates both aspects of human preferences and intentions, which are finally tested in several collaborative experiments using the
redundant MOCA robot. Overall, we achieve improved human ergonomics and health conditions, aiming at the potential reduction
of work-related musculoskeletal disorders.

Keywords: Hierarchical control, adaptive compliance, human-robot collaboration, inverse kinematics, redundancy, human
ergonomics

1. Introduction

While conducting an activity, a human is capable of taking
into account more than one aspect that might affect the task at
hand. In fact, there are multiple factors that we tend to natu-
rally consider when planning and performing our actions, e.g.,
physical and spatial limitations and time constraints. As a con-
sequence, for a robot to efficiently collaborate with a human, we
must expect similar capabilities and behaviours, together with
a good degree of flexibility with respect to unforeseen circum-
stances, typical of realistic collaborative scenarios.

Indeed, it is common to have a large number of limitations
dictated by either external surroundings, target tasks or by robot
mechanics. Thereby, to ensure task feasibility under multiple
constraints it is important to define different priority levels that
do not conflict with each other.

Early studies [1], set the basis for this concept by exploit-
ing the redundancy of robot manipulators. Here the Jacobian
matrix was used to obtain the general solution to the redundant
kinematics problem, and a gradient vector of a scalar function
was proposed in order to define an arbitrary secondary task.
By projecting this in the null-space of the Jacobian matrix it
was possible to avoid any interference with the primary task.
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Figure 1: With a standard HQP controller (left), the fixed reference
trajectory dictates the point of physical interaction. This ties the con-
troller to motion planning stage, limiting autonomy and forcing the
human to adapt to the robot. The proposed AHQP controller (right),
defines a shared workspace (illustrated through the boxes, with the red
one being active at current time ti), whose size varies based on whether
HRC should or should not occur. Inside this, the robot identifies the
optimal pose based on the hierarchy of tasks. In HRC, this implies the
robot adapting to the human and not vice versa.

From this, the redundant kinematics problem could be solved
at different levels, namely velocity [2], acceleration [3, 4, 5]
and force [6] levels.

The possibility of managing multiple objectives in the same
task [5], led to all the following studies on hierarchical control
techniques. Currently, the number of applications ranges from
multiple robots [7, 8] to medical robots [9], teleoperation [10]



and humanoids control [11, 12]. In general, the methods for
dealing with hierarchical control schemes can be classified into
strict and non-strict hierarchies. A non-strict hierarchy [13, 14]
is based on the attribution of a set of gains to each objective,
and its advantages are related to simplicity and computational
lightness. However, it is not possible to restrict a task having
a lower priority in the null-space of the task that has a higher
priority. Overall, this scheme is favoured when the number of
objectives/constraints (and thus the degree of redundancy) is
limited.

A strict hierarchy instead, is based on the definition of a
stack of tasks, in which to every task is assigned a priority level,
that is enforced by projecting the secondary task into the null-
space of the primary one. One of the most common techniques
is Hierarchical Quadratic Programming (HQP) [15, 16]. This
attributes to each element of the stack a Quadratic Program-
ming (QP) problem, that is solved hierarchically under equal-
ity/inequality constraints [17, 18]. The Inverse Kinematics (IK)
of the robot is formulated as a QP problem, allowing to identify
the optimal joint trajectories of the redundant robot.

Classic HQP-based IK formulations however, require as in-
put the specific reference trajectories that should be followed by
the End-Effector (EE). This is clearly necessary for most con-
trollers, but it lowers the autonomy and adaptability to unstruc-
tured environments. Besides, it is easy to think to a great variety
of applications in which this is not beneficial. In Human-Robot
Collaboration (HRC) for example, ideally the robot is able to
identify and vary autonomously the optimal trajectory to fol-
low, without relying on preset trajectories that are tied to the
specific task.

To address this issue, we recently proposed an Augmented-
HQP (AHQP) control scheme for the solution of the IK prob-
lem [19], in which the Cartesian reference is now part of the
optimization variables. This allowed to reduce the controller’s
dependency from a fixed trajectory predefined at upper level, re-
quiring as input only constraints and objectives definition. This
is in line with the important concept of functional autonomy of-
ten raised by the authors of [20], for which a controller should
require a smaller set of control inputs necessary for controlling
a (possibly highly) redundant robot, to increase its flexibility of
application to unstructured environments. Therefore, detach-
ing from the conventional idea of planning and then executing,
which inherently creates a real-time gap, allows instead to aim
for increased synergy between planning and control.

This paper constitutes an evolved version of our past work
according, with the following novel contributions. Firstly, we
integrate human factors in the AHQP problem thanks to a hu-
man ergonomics mapping, with the aim of optimizing posture,
and reducing MusculoSkeletal Disorders (MSDs), which have
been directly linked to considerable economic losses in the in-
dustrial environment [21]. In addition, we develop and inte-
grate the aspect of human preference through the definition of
an adaptive compliance framework that is based on the aug-
mented structure. This allows to accommodate for the individ-
ual preference of the worker while still accounting for optimal
ergonomics.

In the end, the controller will be capable of optimizing not
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Figure 2: Block diagrams comparing the hierarchical solution of the IK
problem. Classical HQP control scheme (left), and Augmented HQP
[19] (right).

only the efficiency of the task (e.g., cycle times reduction, in-
creased productivity) but also human-related parameters simul-
taneously (e.g., ergonomics, preference).

1.1. Contributions
A detailed survey on the latest advancements of HRC in the

manufacturing industry [22] also shows the relevance of indus-
trial HRC, not only limited to the use of collaborative robots.
Multiple open challenges are listed, which are mainly related
to the lack of lightweight methods for the evaluation of HRC
task performance as well as human quantities in task planning.
With the present work, we face both issues, not only by opti-
mally planning directly at control level, but also by integrating
human ergonomics online for rapid robot’s adaptation.

The reasons why the augmented scheme is essential to cre-
ate a flexible planning and execution in HRC tasks are the fol-
lowing:

• to exploit the aforementioned advantages of higher flexi-
bility in unpredicted contexts

• to map offline the human ergonomics, avoiding cumber-
some human kinematics models running online (as it is
often done in the literature [22, 23]) and not having to
rely on noisy acquisitions of all human joints coordinates,
since only human’s location is required online

• to integrate human ergonomics as a compatible objective
function that can be optimized in the stack of tasks online

• to provide an adaptive compliance control framework use-
ful to accommodate human preferences in the same hier-
archy.

In Fig. 1 we provide a graphical comparison for the use of
AHQP in HRC. On the left, a standard HQP-based controller
receives as input a precise reference trajectory, that is followed
strictly by the robot, to which the human has to adapt for en-
gaging in the HRC. On the right, the AHQP allows to define
a feasible area for each time ti, shown in red, that is defined
at constraints level. This acts as a shared workspace, inside
of which the optimization will identify the optimal point for
physical interaction. Therefore, based on the active objective

2



functions defined in the stack of tasks, this will results in the
robot adapting to human needs and not vice versa. Overall, this
work’s contributions can be listed as follows.

• A Cartesian space mapping of human ergonomics is gen-
erated, which establishes the relation between posture
and ergonomics score.

• Optimal human ergonomics is formulated in the stack of
tasks of a hierarchical controller in QP form, through the
mapping defined.

• An AHQP-based adaptive compliance framework is con-
structed, based on the varying EE’s trajectory as the aug-
mented variable. This allows to respond adaptively, based
on the type of forces exchanged (i.e. human or environ-
ment).

• The adaptive compliance framework is extended to in-
tegrate human preference in the task. We finally achieve
an ergonomics-aware AHQP framework that includes hu-
man preference along with secondary robot-related ob-
jectives.

The proposed control structure is validated through several
experiments, conducted using the MObile Collaborative robotic
Assistant (MOCA). Overall, we note a remarkable increase in
both the ergonomics and the efficiency of HRC.

To summarize, the plan of the paper is as follows. We start
in Sec. 2 by recalling the classical HQP formulation, together
with its augmented version of the AHQP. In Sec. 3 we describe
the proposed controller, which we then used to conduct the ex-
periments of Sec. 4. Finally, in Sec. 5 we give a brief discussion
on the obtained results and draw some conclusions, framing our
work in a broader context for future developments.

2. Methods

In this section we firstly review the basic formulation of the
HQP scheme commonly used for IK resolution, and we then
report the AHQP formulation that will be used for the proposed
framework in Sec. 3.

2.1. Hierarchical Quadratic Programming

Using a redundant robot it is possible to define a sequence of
secondary objectives that need to be accomplished without al-
tering the performances of the primary one, leading to the gen-
eration of a hierarchical stack of tasks that exploits the whole-
body motion of the robot [24]. Indeed, by considering k ∈
{1, . . . p} levels of priority where the importance decreases with
k down to the last task p, we ensure that the solutions found at
level k are always strictly enforced at the lower priority level
k + 1, which constitutes the main reason behind the choice of a
strict priority scheme [17].

The kth generic and robot-independent hierarchical problem
can thus be written as:

min
χ

1
2
||Akχ − bk||

2

s.t. C1χ ≤ d1

...

Ckχ ≤ dk

E1χ = f1

...

Ekχ = fk

(1)

χ ∈ Rs being the generic variable to optimize, ntk is the di-
mension of the k-th task, subject to nek and nik dimensional
equality and inequality constraints respectively, through ma-
trices Ak ∈ Rntk×s, Ck ∈ Rnik×s, Ek ∈ Rnek ×s and vectors
bk ∈ Rntk , dk ∈ Rnik , fk ∈ Rnek .

The previous 1, . . . , k−1 solutions are addressed through the
optimality condition between successive tasks Ak−1χ = Ak−1χ

∗
k−1

whose demonstration is reported in [17]. In this way, the opti-
mality of the tasks with higher priority is not altered by the ac-
tual solution, and it can be added in (1) as a set of equality con-
straints by considering E1 = 0, f1 = 0, up to Ek = Ak−1, fk =

Ak−1 χ
∗
k−1.

We consider now an n degrees of freedom redundant robot,
with desired joint velocity q̇ ∈ Rn, and task space velocity ẋ ∈
Rm. The IK problem in QP form is:

min
q̇
∥J q̇ − ẋ∥2 (2)

where J(q) ∈ Rm×n is the task Jacobian matrix. In addition, a
Closed-Loop IK (CLIK) scheme is used to recover from posi-
tion errors between the desired and actual behaviour

min
q̇
∥J q̇ − (ẋd + Kp(xd − xa))∥2, (3)

where xa, xd ∈ Rm are the actual and desired Cartesian poses
of the EE respectively and Kp ∈ Rm×m is the positive-definite
diagonal gain matrix responsible for error convergence.

2.2. Augmented HQP
Often in real applications, instead of a fixed initial and final

target pose, it is beneficial to define a final feasible region, while
at the same time e.g. accounting for obstacle avoidance, singu-
larity avoidance or even human ergonomics. This is the purpose
of the AHQP scheme shown in Fig. 2 (right). As opposed to
the classical formulation (left), here the desired EE trajectories
are not provided as inputs, being instead part of the outcome by
augmenting the state variable χ∈ Rs=n+m:

χ =

[
q̇
ẋd

]
(4)

In this case, the only inputs are the constraints, which can now
be defined as well directly with respect to Cartesian coordi-
nates. A feasibility region for ẋd, xd is then defined, in which
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the optimal output pose will lie. The optimal q∗, q̇∗ that will be
obtained from (1) are passed to the lower level joint impedance
controller, which generates the necessary actuation torques

τ = Kqd (q̇∗ − q̇a) + Kqp(q∗ − qa) + g(qa) (5)

where q̇a, qa ∈ Rn are the actual joint velocities and positions
respectively, Kqp, Kqd ∈ Rn×n are the positive definite joint stiff-
ness and damping matrices respectively, while g(q) ∈ Rn is the
gravity compensation term. Writing (3) in augmented form

min
q̇,ẋd

∣∣∣∣∣∣∣∣ [J −(I + Kp∆t)
] [

q̇
ẋd

]
− Kp(xd(t − ∆t) − xa)

∣∣∣∣∣∣∣∣2
= min
χ∈Ω
||A1χ − b1||

2 (6)

we can refer to the structure of (1), where Ω ⊂ Rs=n+m is a non-
empty convex set, ∆t is the control period and xd(t − ∆t) is the
value of xd at the previous time instant.

2.3. Constraints
As already mentioned, constraints definition is essential for

the AHQP to specify a behaviour that the robot should abide by.
Indeed, it is now possible to identify an additional set of task
space constraints that characterize the shared workspace visible
in Fig. 1. These are defined together with the classic joint space
constraints that account for actuators range of motion, velocity
and acceleration limits as:

qmin ≤ q(t − ∆t) + q̇(t)∆t ≤ qmax

q̇min ≤ q̇ ≤ q̇max (7)

q̈min ≤
q̇(t) − q̇(t − ∆t)

∆t
≤ q̈max

to which we add

xdmin ≤ xd(t − ∆t) + ẋd(t)∆t ≤ xdmax

ẋdmin ≤ ẋd ≤ ẋdmax (8)

ẍdmin ≤
ẋd(t) − ẋd(t − ∆t)

∆t
≤ ẍdmax

which describe position, velocity and acceleration limits re-
spectively. It is then possible to express these constraints as
a function of χ in augmented form as:

1
∆t

(
qmin − q(t − ∆t)

xdmin − xd(t − ∆t)

)
≤ χ ≤ 1

∆t

(
qmax − q(t − ∆t)

xdmax − xd(t − ∆t)

)
(9)

χmin ≤ χ ≤ χmax (10)(
q̇(t − ∆t) + q̈min∆t

ẋd(t − ∆t) + ẍdmin∆t

)
≤ χ ≤

(
q̇(t − ∆t) + q̈max∆t

ẋd(t − ∆t) + ẍdmax∆t

)
(11)

which binds the augmented state variable. Through this, we
are essentially setting the boundaries for physical interaction
(Fig. 1 on the right, shows these boundaries at position level,
active at different times during the task, which reflect the shared
workspace), allowing to obtain the EE trajectory online, based
on the objectives defined in the stack of tasks and their relative
priority.

3. Ergonomics-Aware AHQP

In this section, we introduce human ergonomics in the AHQP
control scheme, with the aim of improving the quality of human-
robot interaction. This will optimize in real-time the robot tra-
jectory, based on the actions performed by the human. The
aim is to first identify a suitable ergonomics score, capable of
reflecting the health risks related to the human posture. Sub-
sequently, by formulating the score as a function of the Carte-
sian coordinate, it will be possible to include the ergonomics in
the hierarchical stack of tasks of the AHQP scheme. Finally,
we include the aspect of human preference when performing a
task, and its effects on ergonomics that are not considered by
the scores. This is used to find a trade-off between optimal er-
gonomics and preference, exploiting the adaptive hierarchy of
the AHQP.

3.1. Human Ergonomics Cartesian Mapping

The study on ergonomics is useful to minimize the adverse
effects of incorrect habits and postures on workers, who are
daily exposed to MSDs due to long-term fatigue accumulation
and repetitive loading cycles. To avoid this, a key aspect is to
maintain a good balance between the efforts and the ability to
recover from fatigue [25]. The lack of this balance increases the
probability of the workers to develop MSDs. For this reason,
the aid of a collaborative robot (cobot) can prove fundamental
not only when dealing with heavy objects, but also in other ap-
parently simple but repetitive tasks. A large number of studies,
in the literature [26, 27], use ergonomic assessment tools such
as Rapid Upper Limb Assessment (RULA) and Rapid Entire
Body Assessment (REBA) scores [28]. These scores are ex-
pressed as a function of the human joint angles configuration as
follows and a higher score corresponds to a more critical posi-
tion:

Es = h(qh), (12)

where Es ∈ Z is the integer ergonomics score that corresponds
to the human posture qh when reaching the pose xh ∈ Rm with
the human’s dominant hand.

Given the highly discrete nature of the final REBA score,
we instead consider its intermediate scores, which describe sep-
arately the contributions of the arms, trunk, legs and neck. We
average these contributions with different weights, to achieve a
more sensitive variation to different postures, which is useful to
lessen the score’s discrete nature.

Being interested in the collaboration between human and
robot, we will consider xh = xd throughout the remainder of the
work, since we are considering the period in which the physi-
cal interaction occurs. This will allow us to account for human
ergonomics in the AHQP scheme, by formulating it in function
of xd which is now part of the optimization variable. Therefore,
the human posture is considered only offline (through the map-
ping), not having to extend the state with qh, and not requir-
ing complex human kinematics modelling [23], which would
result in over-demanding computations for real-time purposes.
Hence, the score is mapped in the human-robot shared workspace
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Figure 3: Cartesian mapping of the REBA ergonomics score es for hu-
man’s hand position xh in human frame (human’s center of mass in
standing conditions, facing towards positive x-axis), obtained interpo-
lating the scores achieved in a total of 150 points per subject. A higher
score (darker color) indicates a less ergonomic posture (1 being a safe
posture, while 9+ highly risky).

defined thanks to (8), to achieve a continuous ergonomics func-
tion compatible in QP form as

es = l(xd), (13)

with the ergonomics score es ∈ R now as a function of the
Cartesian coordinate xd, to be implemented in the AHQP.

For the mapping, we can acquire multiple human body pos-
tures for different Cartesian points, while performing a task.
Accordingly, a set of postures is obtained for each position of
the active human hand xh, and the corresponding scores Es are
calculated using the assessment criteria, based on the whole hu-
man joints configuration. In particular, each of the five subjects
(four male and one female healthy subjects, all with similar
height) was asked to reach 30 different points in the workspace
for 5 times (for a total of 150 points per subject). As it was ex-
pected, by comparing among the entire human body postures, it
was possible to notice both very similar hand’s orientations and
also human joint configurations, when reaching for the same
point. This was obvious when comparing with the same subject,
but it was also evident for the same point across all subjects.

For this reason, it was possible to consider, for each point,
an average score normalized across all subjects, allowing to
account for the small differences in posture (and thus in the
REBA score), giving higher weight to more dangerous condi-
tions (higher REBA score), to maintain an appropriate safety
margin. Similarly, we attribute to each point the average rota-
tion obtained from the measurements as the reference value. Fi-
nally, the Cartesian map can be generated through interpolation
between the calculated ergonomics scores and the correspond-
ing hand’s coordinate (position + orientation), by formulating
the interpolating function in QP form, as it will be discussed in
Sec. 3.2. Fig. 3 shows the map obtained with a discretization
step size of 20mm, where the origin corresponds to the coor-
dinate of the human’s centre of mass, while he/she is standing,
and facing towards the positive x-axis. Fig. 4 helps to iden-

Figure 4: Convex ergonomics function es in world frame along
directions x, y, z for a right-handed person standing on the ori-
gin xw

h = (0, 0, 0)[m]. The resulting global minimum is xw
m =

(−0.15, 0.2, 1.24)[m]. The individual contributions are obtained by fix-
ing the other two components at their global minimum.

tify the overall minimum point of the Cartesian map along each
direction, keeping the other two fixed at their global minimum.

3.2. Human Ergonomics for HQP

We show in this section the addition of human ergonomics
in the AHQP framework. Having to comply with QP form, we
choose a quadratic interpolating function in which it is possible
to include the parameters obtained from the interpolation

es = l(xd) =
1
2

xT
d


a1
. . .

am

 xd +


b1
...

bm


T

xd

=
1
2

xT
d Hxd + gT xd, (14)

where H ∈ Rm×m and g ∈ Rm are the parameters matrix and
vector respectively, whose parameters a1, . . . , am, b1, . . . , bm ∈

R are obtained from the ergonomics mapping identified offline
as in Sec. 3.1, corresponding to the quadratic function

es =
1
2

(
a1x2

d1
+ . . . + amx2

dm

)
+ b1xd1 + . . . + bmxdm . (15)

For our purpose, despite the highly nonlinear nature of the hu-
man kinematics, a quadratic representation of es (necessary to
comply with the QP form) is adequate for correcting the human
posture and promoting healthier positions. In addition, as from
Fig. 3, this approximation also provides a higher safety margin.

Rewriting then (14) as a function of the Cartesian velocities
ẋd for the AHQP scheme leads to

es = f (ẋd) =
1
2

(xdt−1 + ∆t ẋd)T H(xdt−1 + ∆t ẋd)

+ gT (xdt−1 + ∆t ẋd) (16)

=
1
2
∆t2 ẋT

d Hẋd + ∆t(xT
dt−1

H + gT )ẋd (17)

=
1
2

ẋT
d Hnẋd + gT

n ẋd (18)

where ∆t is the control period and xdt−1 = xd(t − ∆t). Finally,
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the ergonomics function in augmented form becomes

min
q̇,ẋd

es = min
q̇,ẋd

f (ẋd) = min
χ

fa(χ) (19)

= min
χ

1
2
χT

[
0 0
0 Hn

]
χ +

[
0
gn

]T

χ (20)

= min
χ

1
2
χT Hergoχ + gT

ergoχ (21)

where Hergo ∈ Rs×s and gergo ∈ Rs, and it can be minimized us-
ing the AHQP as in Algorithm 1. This will regulate the position
in which the robot’s EE and the human hand meet to perform
the task, by optimizing human posture, as it will be demon-
strated in the experiments.

3.3. Additional Robot-Related Tasks
We hereby formulate the additional objective functions in

augmented form, useful for the implementation in the stack of
tasks of our controller. The first one is the robot’s postural task,
which allows to impose a behaviour at joint level along its kine-
matic chain (e.g. minimum joint displacement from actuators
mid-range). This is achieved by minimizing

min
χ
∥q − qpos∥

2, (22)

with qpos ∈ Rn being the desired target joint positions. Rewrit-
ing in augmented form we obtain

min
χ

∥∥∥q(t − ∆t) + q̇∆t − qpos

∥∥∥2
=

min
χ

∥∥∥∥∥ [
∆tIn×n 0n×m

] [
q̇
ẋd

]
− (qpos − q(t − ∆t))

∥∥∥∥∥2

= min
χ

∥∥∥Aposχ − bpos

∥∥∥2
(23)

where Apos ∈ Rn×s and bpos ∈ Rn allow to define the postural
task inside of the hierarchy, as expressed in Algorithm 1. In
addition, a regularization term is added through

min
χ
∥q̇∥2, (24)

to ensure numerical stability [29, 30] and avoid sudden be-
haviours in the solution while switching between tasks.

Another task is the one related to Cartesian reference reg-
ulation, useful when it is necessary to reach a specific goal
pose with the EE, which drives the desired xd to a target pose
xt ∈ Rm through

min
χ
||xd − xt ||

2, (25)

while also ensuring that the target pose lies inside the feasible
region defined by the constraints on xd (8). Similarly to (23),
we write (25) in augmented form as

min
χ
||xd(t − ∆t) + ẋd∆t − xt ||

2 =

min
χ

∣∣∣∣∣∣∣∣ [0m×n Im×m∆t
] [

q̇
ẋd

]
− (xt − xd(t − ∆t))

∣∣∣∣∣∣∣∣2.
= min

χ

∥∥∥Acartχ − bcart

∥∥∥2
(26)

with Acart ∈ Rm×s and bcart ∈ Rm. This is useful when the
robot is not collaborating with the human, for which xh = xd
no longer holds, and thus the optimal ergonomics task is inac-
tive. Indeed, it acts as some kind of planning for xd, which
consequently affects xa through the CLIK in (6). An example
will be provided in Sec 4.2 during the first experiment.

Similarly, it is possible to account for obstacle avoidance
through various formulations of the objective functions [31],
which, for the sake of clarity, we will not consider as part of the
present work.

Algorithm 1: Adaptive compliance AHQP
Result: χ
Initial set of inequality constraints: C1, d1;
Initial set of equality constraints: E1, f1;
while t > 0 do

Data: qa, q̇a, xa, ẋa
Stack of tasks definition/update:

if ∥eq∥∞ = ∥q − qa∥∞ ≤ threshold then
p = 4;
A1, b1 ← CLIK (6);
A2, b2 ← Hergo, gergo Ergonomics (21)
A3, b3 ← Apos, bpos Postural task (23);
A4, b4 ← Regularization term (24);

else
p = 2;
A1, b1 ← CLIK (6);
A2, b2 ← Regularization term (24);

Update inequality/equality sets with online data;
HQP:

for k = 1 to p do
Solve the QP problem (1);

Ck+1 ←

[
Ck

Ck+1

]
, dk+1 ←

[
dk

dk+1

]
;

Ek+1 ←

[
Ek
Ak

]
, fk+1 ←

[
fk

Akχ
∗
k

]
;

3.4. Adaptive Compliance Framework

Typically in the literature, the forces exchanged during the
physical interaction between human and robot are regulated by
an adaptive controller, which feeds the torques and commands
to the robot. Therefore, based on the type of interaction or on
the task at hand, either an impedance or an admittance con-
troller is used. To improve the interaction’s quality, we aim at
a control framework that can achieve the advantages of both
scenarios, by complying to human actions while also reject-
ing external disturbances. Indeed, different studies show the
unsatisfactory performances of impedance and admittance con-
trol when there are large changes in the environmental stiffness
[32]. This limitation is due to their inherent nature. The perfor-
mances of an ideal controller should prove satisfactory regard-
less of the environment.
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*

χ

AHQP

CONSTRAINTS

q , q̇∈ζ1
n

xd , ẋd∈ζ2
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Figure 5: Block diagram of the proposed AHQP control framework for adaptive compliance with the inclusion of human ergonomics in the
hierarchy. The parameters Hergo and gergo obtained from the interpolation are fed to the stack of tasks definition of the HQP. Two modes (human
ergonomics and human interaction) alternate based on joints position error eq = qa − q∗, allowing to switch between optimal ergonomics and
force adaptation (useful for physical interaction, when the free variation of ẋd is allowed).

This motivates our choice of a mixed control strategy, which
aims at the best of both cases. By exploiting the AHQP formu-
lation we avoid having to generate a switching criteria between
impedance and admittance mode, thus avoiding the problems
related to discontinuities [32] during the switching phase, being
the continuity of the solution enforced at constraints level. This
provides safer physical interaction, accommodating the forces
coming from the human and rejecting external perturbations.

For this reason, we exploit the AHQP framework as out-
lined in Fig. 5 and explained in Algorithm 1, acting on the robot
behaviour by dynamically modifying the stack of tasks, based
on the type of forces exchanged with the robot. Exploiting the
possibility of varying ẋd in (4) we achieve the adaptive com-
pliance behaviour by alternating the hierarchy as shown in Fig.
5 between human ergonomics and human interaction stacks.
More practically, the Cartesian tasks regulating the desired EE
pose xd (in this case the optimal ergonomics map (21)) are re-
moved from the hierarchy, and the only term responsible for
xd remains the CLIK (6) which will minimize the error with
respect to the actual EE pose xa. The collaboration with the hu-
man will lead to the displacement of the EE from its equilibrium
pose, resulting in a progressive increase in the joint position er-
ror eq = qa − q∗, where qa is the actual joints’ position. This
becomes the threshold for our dynamically alternating hierar-
chy between the two stack of tasks of Fig. 5 (Algorithm 1),
to adapt in real-time the compliance level with respect to the
physical interaction, without having to adjust the stiffness for
the specific case.

Indeed, stiffness and gains regulation is often a limiting
problem in robotic applications, which limits the robot adapt-
ability to the specific scenario for which it is tailored. The
gains used in the present framework will instead regulate how
fast the robot will comply with respect to human intentions, but

the stiffness level will vary throughout the interaction. Finally,
when the force exchange is over, the original hierarchy is re-
stored (Fig. 5) and the new equilibrium conditions that result
after the interaction are considered.

A common limitation when switching or modifying tasks
with a hierarchical controller is related to discontinuities or jumps
arising from the transition phase. Multiple works involve smooth
transitioning between tasks for hierarchical control [33, 34]. In
[35] the authors propose a simple strategy for the solution of
robot’s kinematics by defining a transitioning phase. In [36]
a similar and more computationally efficient approach is pro-
posed, which considers robot’s dynamics and is based on con-
straints definition. Both methods can be implemented with the
proposed AHQP structure without limitations, by accounting
for the augmented state variable during the transition.

3.5. Human Preference Via Adaptive Compliance Framework

There are however some parameters, that are not properly
detected by an ergonomic assessment technique like RULA and
REBA, but that are somehow still related to the overall human
ergonomics. As an example, by considering two physically
similar subjects at kinematics level (height, arms/legs length,
etc.), if we hand them a generic object in the same relative point,
it is still possible that their grabbing method and arms/torso
configuration will be different. This might be dictated for ex-
ample by the amount of available muscle force, by the visual
memory of a previous task, or more simply by the subject be-
ing right or left-handed. Since often the position in which hu-
man ergonomics is optimized does not correspond to the posi-
tion the operator would spontaneously assume, a good compro-
mise should be found between optimal ergonomics and human
preference. Indeed, the preferences of the operator might affect
the task at hand, especially in an industrial environment where
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the operations performed are often repetitive and physically de-
manding.

It is ultimately possible to account for these preferences
through the adaptive compliance framework expressed in Sec.
3.4. Firstly, by activating the optimal ergonomics task (21)
when human and robot are collaborating, we can ensure opti-
mal human posture. From this, the operator preferences in the
form of displacement from the actual pose are accommodated
by switching to human interaction mode (Fig. 5) when the hu-
man interacts with the robot. A practical example is provided
in the experiments in Sec. 4.3. This leads ultimately to a single
framework, capable of balancing both between optimal human
ergonomics and preference online, based on their relative prior-
ity.

3.6. Limitations and Advantages

The proposed scheme acts on the state augmentation, inher-
ently increasing its computational load. With respect to a stan-
dard HQP-based controller in which the computational time is
proportional to p n, with the AHQP scheme this increases as
(p + 1)(n + m), given the m additional optimization variables
at each solution of the QP problem, and the additional hierar-
chical level which must be considered for the regulation of xd.
This additional level can be either occupied by the optimal er-
gonomics function, or by the Cartesian task in (26). As it will
be seen in the experiments, it is possible to alternate between
the two, depending on the application.

On the other hand, one of the main advantages involves
the possibility of formulating both objective functions and con-
straints directly as functions of the Cartesian coordinate ẋd.
With respect to a standard HQP, this avoids the addition of the
pseudoinverse matrix J† and thus of

q̇T J†J q̇ (27)

when defining Cartesian space tasks such as (18). Similarly,
when considering spatial constraints on xd as in (8), we can
avoid to explicitly write the forward kinematics for both upper
and lower bounds. This reduces computational times dissim-
ilarities with respect to a standard HQP, when considering all
the Cartesian constraints active for both controllers.

Regarding stability, it is proven in the literature [15] how
the HQP formulation maintains a stable and continuous behav-
ior even in the case in which the global optimum lies outside
the bounds defined via the constraints. Indeed, in this case the
system will reach the boundary and stop at the optimal limit,
which does not imply an unstable behavior.

Another important aspect is the one related to the continu-
ity of the shared workspace when abruptly changing its bounds
(boundary boxes of Fig. 1, right). While it is necessary to
ensure that the actual position of the EE lies within the new
boundaries, a smooth transition of such boundaries from one
time instant to the next is not required, as sudden variations of
the boundaries will not affect control output continuity.

Lastly, the ergonomics map defined with our method is valid
for subjects with similar kinematics, which on the one hand
implies the definition of multiple mappings for very dissimilar

operators, but on the other hand provides a possibility of per-
sonalization, which is in line with the concept of the specific
operator’s preference proposed (Sec. 3.5).

4. Experiments and Results

The proposed framework was validated using the MObile
Collaborative robotic Assistant (MOCA), a collaborative mo-
bile manipulator composed by a Franka Emika Panda robotic
arm and a Franka gripper, which is mounted on top of a Robot-
nik SUMMIT-XL STEEL mobile platform. The manipulator is
torque controlled and the actuation torques are obtained from
the lower level joint impedance controller in (5) (Fig. 5). The
mobile platform is velocity controlled and the optimal veloci-
ties ẋbase obtained are sent directly, based on the following de-
composition of the state variable:

χ =

[
q̇
ẋd

]
=


[
q̇base
q̇arm

]
ẋd

 =

[
ẋbase
q̇arm

]
ẋd

 (28)

where ẋbase = (ẋ, ẏ, θ̇) is composed by the linear and angular
velocities of the mobile base in the horizontal plane. In addi-
tion, using the MOCA platform, we further increase the degree
of redundancy considered in our previous work, which allows
to enlarge the stack of tasks (m = 6 and n = 10). The threshold
on eq is 0.2rad.

To properly show the feasibility and flexibility of the pro-
posed control scheme, we considered various types of applica-
tions. In particular, three experiments were performed and will
be reported in this section, after a brief explanation of the setup
for the acquisition of the ergonomics scores.

4.1. Ergonomic Assessment Via Skeletal Tracking

For the mapping of the human ergonomics function defined
in Sec. 3.1, we opted for a vision-based skeleton tracker al-
gorithm, with the objective of avoiding the operator having to
wear any cumbersome sensor that is often impractical and not
suited in industrial environments. We used an RGB-D camera
(Intel RealSense D435i) to track the skeletal key-points through
an OpenPose [37] pre-trained deep learning method, from which
we extract the joint positions qh.

We performed multiple offline acquisitions of the skeletal
key-points, asking the subjects to reach with the dominant hand
multiple target points (position only) in the workspace, without
changing feet position. Each subject is also asked to reach the
points in the most natural configuration and orientation possi-
ble. As mentioned in Sec. 3.1, this allows to restrict from infi-
nite orientation and postural possibilities for each target point,
to a smaller set dictated by the fact that the human will reach
for a specific point always with similar orientations and pos-
tures, driven by the lowest muscular effort employed. From this
set, we first consider the average orientation among all subjects
as a reference value, and we then associate to each key-point
of the hand (position + orientation) the ergonomics score cal-
culated from the skeleton acquisitions (as in Sec. 3.1). These
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Figure 6: Experiment 1 snapshots taken during the task (top). Top plot of the bottom figures compares actual xa and desired xd EE trajectories.
Their respective error is made to converge thanks to (6). The coloured regions indicate the feasible area for each component (same for x and y
components, in red), based on the constraints on xd (as visible from Fig. 1). These are used to identify the shared workspace in which to find the
optimal pose based on the objectives assigned. The bottom plot shows the ergonomics score as a function of xa.

key-points are then expressed in local human frame (feet posi-
tion) allowing to calculate the ergonomics score regardless of
the distance from the robot. We account for this distance in the
online phase, in which it is sufficient to identify the position of
the feet in world frame, in order to ultimately obtain Hergo and
gergo by interpolating in world frame (Fig. 4). These are used
online to optimize xd in world frame.

Another advantage of this procedure is related to the use
of the online camera exclusively for the acquisition of the po-
sition of the feet, avoiding data about the hands or other fast-
moving joints that are often known to provide inaccurate and
non-smooth measurements [38].

4.2. Experiment 1: Optimal Ergonomics Activation
The aim of the first experiment is to show the improvements

relative to the activation of the maximum ergonomics objective
function (21) during a collaborative task. The overall setup is
shown in Fig. 6, where the robot delivers an object to a hu-
man operator, who subsequently works on the component by
inserting screws. The item is then returned to the robot and sent
to the following workstation. We choose this setup so that in
the first part the robot approaches the human only following a
policy of minimum distance from its initial position and thus
minimum time, without activation of the minimum ergonomics
score function (21). Only after handing the piece, optimal er-
gonomics is activated so that when the operator returns it to
the robot, he/she will have to naturally assume a healthier and
more ergonomic posture due to the new optimized handover po-
sition, thus increasing the quality of the task both quantitatively

(in terms of ergonomics score) and qualitatively (in terms of ac-
cumulated physical and mental fatigue, as reported by the sub-
jects). Overall, the task’s time is not increased since the robot
reconfigures during a passive phase (while the human is work-
ing on the object).

The top plot of Fig. 6 compares the actual xa and the de-
sired xd EE trajectories, showing the feasibility region along
each direction with the respective colour (same for x and y di-
rections in red), corresponding to the bounds defined on xd in
the constraints definition phase of Algorithm 1. The robot is
originally in steady conditions (A). Based on the actual human
position, the new set of constraints is updated (B) so that the hu-
man position lies in the middle of the (coloured) feasible area.
This avoids having to define a specific pose for the handover
at planning level (also avoiding complex planning algorithms
[40, 41]), rather defining a shared area in which the physical
interaction can take place, and in which the final handover pose
will be optimized according to the priorities in the hierarchy.

We consider step variations of the boundary regions (de-
fined at constraint level) as they do not affect continuity (as
stated in 3.6), which is still ensured by the constraints on ẍd, ẋd.
Indeed, by imposing more restrictive constraints on ẍd it is pos-
sible to achieve a longer and smoother transitioning region,
based on the specific task (transitioning interval spans from
time t = 20s to t = 25s).

Having to reach the operator as fast as possible, in (B) the
priority is given to the minimum path in order to quickly han-
dover the object. As visible from the corresponding picture
in (C), the robot stops upon reaching the shared workspace,
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Figure 7: Experiment 2 key snapshots of the task (top). After standing
up, the human moves the EE to comfortably continue working on the
piece held by the EE. The plots compare each component of the actual
vs desired EE position (x−axis top left, y−axis bottom left, z−axis top
right) and arm actuation torques τi (bottom right).

forcing the operator to assume a very poor posture. This is
quantified in the bottom plot, in which the ergonomics score
es indicates a high risk, suggesting a quick change in posi-
tion. At t = 40s, while the human works on the object, the
ergonomics function is activated and the robot starts to recon-
figure (D) eventually reaching the best ergonomics point dic-
tated by the mapping (Fig. 4) as far as possible, based on the
other priorities. The parameters Hergo and gergo are obtained
online thanks to the offline acquisitions in human coordinate
frame (Sec. 4.1) and the online human position in world frame,
and are then passed to the AHQP. Here we denote a consider-
able decrease in the ergonomics score, passing from es = 7 (C)
to es = 1 (E), indicating a remarkable ergonomics improvement
and leading to almost no risk for the second handover pose. It
must be noted that the base of the robot comes closer to the
human in (E), given that the optimal point obtained from the
ergonomics map offline is high in the reachable workspace of
the robot, and would be unreachable otherwise. Finally, the
robot grabs the piece and both the constraints and the hierar-
chy are updated to reach the new goal (F). In particular, optimal
ergonomics task is swapped with the Cartesian reference task
(26), so that the robot can precisely reach the following target
pose to place the object. The experiment was repeated on five
healthy subjects, showing always similar ergonomics score im-
provements upon task activation, important with repeated and
prolonged physical efforts, to reduce MSDs. The calculation
time alternates from a maximum of 1ms when in human inter-
action mode, to 2ms when in human ergonomics mode.

These results can be potentially exploited for any collabora-
tive scenario, in which the robot is required to optimize human

Figure 8: Experiment 2. Comparison with respect to a standard whole-
body impedance controller [39] for a mobile manipulator equipped
with a velocity controlled mobile base. From the equilibrium, the hu-
man pulls the EE (B) generating an opposing force, until the EE is
released (C). Top figures depict the behaviour of the base.

ergonomics among any other task.

4.3. Experiment 2: Human Preference

Our second experiment uses the adaptive compliance scheme
of Sec. 3.4, showing the complete ergonomics-aware AHQP
framework, capable of optimizing both human ergonomics and
preference. Here the operator applies some glue on the work-
piece held by the robot (Fig. 7). Indeed, while the operator
is initially sitting, he might decide to stand up (or vice versa)
to change or alternate his/her position based on preference. In-
deed, since the position of the feet is not altered, the ergonomics
objective function would not be capable of optimizing xEE for
better posture, thus not considering the human change. For
these cases, it is useful to perform adjustments on the EE di-
rectly by the user. Indeed, to make the task more comfortable,
now the human can move the robot to a better pose (still in-
side of the feasibility regions defined, similarly to Fig. 6 for
Experiment 1), while continuing with the gluing task. In the
case of a standard impedance controller, the forces exerted from
the robot would be proportional to the imparted displacement,
and they would keep constant in time, thus tiring the operator
quickly. We provide instead a degree of flexibility through the
force adaptation of the adaptive framework.

More in detail, after the EE is moved by the person (Fig.
7-B), the joint error will increase (as explained in Sec. 3.4) and
the stack of tasks changes from human ergonomics to human
interaction (Fig. 5), removing the tasks involving xd. Thereby,
the person feels a first counteracting force in (B), visible from
the actuation torques τi (Fig. 7, bottom right), which is the
same he would have felt with a standard impedance controller.
However, thanks to the variation in (6) of xd (Fig. 7, xEE plots),

10



Figure 9: Experiment 3 snapshots (top). Bottom right plots show EE
xEE (top) and base xbase (middle) trajectories, with distance objective
function d(xbase) (bottom). Bottom left figures show a top view of the
human trajectory improvements achieved.

the opposing torques will start diminishing in (C). They keep
reducing, and eventually the new EE position becomes the equi-
librium one (D), allowing the operator to continue working with
improved posture and better ergonomics with respect to the pre-
vious condition. Overall, the variation of the desired Cartesian
reference (dashed lines) allowed to move the EE of approxi-
mately 0.16m in task space.

The same experiment is conducted using a standard whole-
body impedance controller for a mobile manipulator as in [39].
Clearly, the adaptive behaviour of the proposed controller is not
achievable in this case, as the reference trajectories are provided
from planning stage. We can further notice that when the per-
son starts pushing the EE as in Fig. 8 (A) the mobile base will
exert an opposite force by starting its rotation, as shown in the
top right plot of Fig. 8 (xbase). For prolonged physical inter-
action though, and until the forcing action is released by the
person (C), the base will keep rotating as shown. This is due
to the admittance formulation of the velocity-controlled mobile
base, for which a constant velocity is generated through the ad-
mittance model, when the virtual torques remain constant (Fig.
8, bottom right). As a result, for prolonged interactions the base
orientation will diverge substantially from the original one, cre-
ating problems both in terms of task accomplishment and of
safety, by potentially impacting with the human.

4.4. Experiment 3: Human Intentions
This final experiment allows to facilitate human’s future in-

tentions by formulating particular tasks in the same hierarchy
and ergonomics-aware AHQP control framework, to improve
the overall performance metrics. Being out of our scope, we
are not dealing with the possible ways of recognizing human’s
future intention (e.g. line of sight detection, physical gestures
or behaviours), instead we simply consider the intention as the

path leading to the next workstation. We can then formulate in
the stack of tasks an objective that will maximize the mobile
base distance from such target xt ∈ R3 as:

max
χ

d(xbase) = min
χ
−||xbase − xt ||

2 =

min
χ
−

∣∣∣∣∣∣∣∣ [∆tI3×n 03×m

] [
q̇
ẋd

]
− (xt − xbaset−1 )

∣∣∣∣∣∣∣∣2. (29)

The setup is shown in Fig. 9, in which after the collaborative
phase (A), the human intention is to reach the table on his right.
To ensure that the mobile base is not in the way, (29) is activated
in the hierarchy (B) ultimately allowing the operator to easily
reach the table (C) without obstacles and in shorter time. The
top plot shows how the actual EE trajectory xa keeps tracking
the desired xd while the base xbase rearranges (middle plot). The
bottom plot depicts the increase (absolute value) of the distance
function d(xbase). It must be noted that in this last experiment
all three aspects of human ergonomics, preference and inten-
tion are active together, allowing their balanced relative priori-
tization based on the task hierarchy. This results in the optimal
trade-off between human- and performance-based indexes.

5. Discussion and Conclusions

We have introduced the optimization of human ergonomics
in a hierarchical controller, by exploiting the AHQP scheme
and formulating an objective function based on the ergonomics
score. The resulting Ergonomics-Aware AHQP brings several
advantages in collaborative tasks in terms of adaptation to hu-
man ergonomics (and comfort), preferences, and intentions. Ex-
periment 1 assessed human postural improvements, proving the
potential benefits under long-term repetitive loading cycles, of-
ten linked to MSDs. Experiment 2 included human preference
in the same framework, while still optimizing ergonomics. In-
deed, a trade-off between the two is not considered in existing
methods or it is often strongly task-dependent. We provide a
flexible framework to accommodate for both, by adapting the
robot compliance based on the type of interaction, thus accom-
modating human interactions while rejecting external distur-
bances. In the last experiment we facilitate human intentions
and further reduce cycle times.

Overall, our key contribution is to provide a unique frame-
work, highlighting the human figure in common industrial oper-
ations, without compromising productivity. A limitation how-
ever involves the autonomous regulation of the hierarchy based
on the task at hand for better integration in real scenarios. Fu-
ture developments will address these issues, together with the
addition of robot dynamics for multiple robots/humans collab-
oration.
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