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A B S T R A C T

We present a numerical model of soil erosion at the basin scale that allows one to describe surface run-
off without a priori identifying drainage zones, river beds and other water bodies. The model is based on
robust semi-implicit numerical techniques and guarantees exact mass conservation and positivity of the surface
and subsurface water layers. Furthermore, the method is equipped with a geostatistical preprocessor that can
perform downscaling of data retrieved from digital databases at coarser resolutions. Numerical experiments on
both idealized and realistic configurations demonstrate the effectiveness of the proposed method in reproducing
transient high resolution features at a reduced computational cost and to reproduce correctly the main
hydrographic features of the considered catchment. Furthermore, probabilistic forecasts can be carried out
based on soil data maps automatically generated by the geostatistical preprocessor that are distributed among
the available MPI ranks to carry out simulations independently thus reducing the total cost of the simulation.
The numerical experiments show the ability of the model to provide robust estimates of water levels, discharge
and of the order of magnitude of the total sediment yield.
1. Introduction

Soil erosion in mountain catchments is a widely studied phe-
nomenon with major economical and societal impacts. A great number
of models for the simulation of this phenomenon exists, see e.g. Dutta
(2016), Fatichi et al. (2016), Fu et al. (2019), Ketema and Dwarakish
(2019), Merritt et al. (2003), Pandey et al. (2016), Borrelli et al. (2021)
and the references therein. Among erosion models, physically based
models are the most complex ones and try to simulate directly most of
the processes that take place in reality, like the impact of raindrops on
the soil and the consequent detachment of soil particles. These models
usually rely on the numerical solution of the mass and momentum
conservation equations for the water flow and of the mass conservation
equation for sediments. As already pointed out in Epple et al. (2022),
these models require a large amount of input data, which are often
scarce or inconsistent. This leads to poor input datasets that create
errors in output, which can be seen as a drawback that generally applies
to all the models of this group. Another problem is the risk of over-
parametrization. More specifically, the large number of parameters
(tens or even hundreds) that these models require makes it almost
impossible to find optimal values (Merritt et al., 2003). Although the
parameters have physical meaning and should be measured in the
field, this is sometimes impossible in practice due to their temporal
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and spatial variability and to time and budget limitations. As a result,
either calibration or some form of uncertainty quantification have to
be performed, thus reducing the effectiveness of the model predictions.
Among these models, we can mention LISEM (Roo and Jetten, 1999),
WEPP (Soto and Fierros, 1998), EUROSEM (Morgan et al., 1998),
SHESED (Wicks and Bathurst, 1996) (which is based on the previous
SHE hydrological model (Abbott et al., 1986a,b)), DHSVM (Wigmosta
et al., 1994; Doten et al., 2006), TOPKAPI (Ciarapica and Todini, 2002;
Sinclair and Pegram, 2013) and GEOTOP (Rigon et al., 2006; Simoni
et al., 2008; Endrizzi et al., 2014). While including rather sophisticated
descriptions of soil erosion, all these models use simplified equations
for the surface run-off, require a priori identification of rivers and
drainage zones and are not capable of handling domains in which larger
water bodies are present, such as lakes or estuaries. Moreover, they
usually need for substantial pre-processing of the orography data.

In this work, we propose a multi-event, time adaptive basin-scale
numerical model which couples the superficial runoff dynamics with
the soil erosion modeling and is able to automatically detect drainage
zones. With respect to other models already available in the literature,
the proposed model requires few input parameters, in particular, is
equipped with a geostatistical preprocessor, fully described in Gatti
et al. (2021), which allows to downscale to fine resolution meshes the
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soil composition data available in global databases like SoilGrids (Hengl
and al., 2017), thus enabling to perform estimations even in absence of
detailed geological surveys.

The runoff model equations are approximated numerically using
a very well tested, efficient and robust semi-implicit discretization
method (Casulli, 1990; Casulli and Cheng, 1992). The proposed tech-
nique yields an effective spatially distributed model, able to handle
automatically the wide range of transients that can arise in long term
simulations and to run even at high resolution with time step values
that are dictated by accuracy rather than stability reasons. Further-
more, the numerical discretization guarantees exact mass conservation,
positivity of the water and sediment layers and consistency of the dis-
cretized equations for tracers with that for water mass, according to the
prescriptions in Gross et al. (2002). The model has been implemented in
an object oriented programming language and is equipped with a sim-
ple user interface. The results of the first verification and validation ex-
periments confirm the model efficiency, robustness and flexibility and
demonstrate its potential role as the basis for a more comprehensive
simulation tool with uncertainty quantification capabilities.

The structure of the paper is the following. The governing equa-
tions of the proposed model are introduced in Section 2, while their
discretization together with the adopted time stepping procedure is
presented in Section 3. A first attempt at verification and validation
of the model is presented in Section 4, finally some conclusions and
some perspectives for future developments are discussed in Section 5.

2. Mathematical model

In this section, we describe the governing equations of the proposed
basin scale model, which can be seen as an improvement and extension
of the model proposed in Bemporad et al. (1997). In the following, to
clarify the presentation, we express some modeling quantities in the
International System of Units (SI) (Taylor, 1995).

We consider a cartesian domain 𝛺 = [0, 𝐿𝑥] × [0, 𝐿𝑦] which contains
a sub-domain 𝛺𝑏 ⊂ 𝛺 that represents the basin under study. This
sub-domain is usually identified by geometric and hydrologic consid-
erations. Consider now the drainage sub-domain 𝛺𝑑 ⊂ 𝛺𝑏, whose
extension varies in time and which is only implicitly defined as the
portion of 𝛺𝑏 where we have a strictly positive surface water layer 𝐻 .
Notice that 𝐻 = 𝜂 − 𝑏, where 𝑏 denotes the orography profile defined
on 𝛺 and 𝜂 is the height of water free surface. For 𝐱 ∈ 𝛺𝑑 , we model
the motion of the surface water layer by the de Saint-Venant equations

𝜕𝑡𝐻 + ∇ ⋅ (𝐻𝐮) = (1 − 𝜇)𝑝 − 𝑓,

𝜕𝑡𝐮 + 𝐮 ⋅ ∇𝐮 = −𝑔∇𝜂 − 𝛾(𝐮)𝐮. (1)

Here 𝐮 is the surface water velocity, 𝑔 is the gravitational field and
𝛾 is a friction term to be defined later. The source term 𝑝 denotes the
precipitation intensity, which is corrected to account for snow by the
non-dimensional parameter 𝜇. This parameter takes the value of 1 if the
ground temperature is lower or equal than the melting temperature 𝑇𝑚
and 0 if it is higher. The infiltration term 𝑓 represents the exchange of
water mass between the surface layer and the gravitational layer and
will be defined later in this section.

Note that the equation for the surface water layer thickness is in
divergence form, which guarantees exact mass conservation if appro-
priate numerical methods are employed. Note also that we assume that
the orography profile is not changing in time, so that 𝜕𝑡𝐻 = 𝜕𝑡𝜂. This
simplification is justified in the limit of thin sediment layers, while
bed evolution can be taken into account, if necessary, by a decoupled
approach, see e.g. Garegnani et al. (2013). Notice that, the equations
above are valid also for 𝐱 ∈ 𝛺𝑏∖𝛺𝑑 , i.e. in dry conditions. They modify
assuming zero horizontal velocities, so that in this region one has

𝜕𝑡𝐻 = (1 − 𝜇)𝑝 − 𝑓,

𝐮 = 𝟎. (2)
2

l

In this way, drainage zones are automatically identified while pre-
serving mass conservation. Then, on the wet–dry interface 𝜕𝛺𝑑 , the
outflow or zero mass flux boundary conditions are automatically im-
posed depending on local orography profile. Concerning the friction
coefficient 𝛾, it is defined by the Manning-Strickler formula

𝛾(𝐮) = 𝑔 𝑛2

𝐻
4
3

|𝐮|, (3)

where 𝑛 is the Manning friction coefficient, see e.g. Chanson (1999).
The appropriate value of this coefficient for steep slopes and mountain
torrents has been discussed in a series of papers Chiari and Rickenmann
(2007), Rickenmann (1994), Rickenmann (2001), where a number of
corrections to the values typically employed in river hydraulics have
been proposed. Following Rickenmann (1994), we will consider the
formula
1
𝑛𝑟

=
0.56 𝑔0.44(𝐻|𝐮|)0.11

|∇𝑏|0.33 (𝑅𝑑90)0.45
for |∇𝑏| > 0.6%,

1
𝑛𝑟

=
2.73 𝑔0.49(𝐻|𝐮|)0.03

|∇𝑏|0.08 (𝑅𝑑90)0.24
, for |∇𝑏| ≤ 0.6%, (4)

here 𝑑90 denotes the value such that 90% of the soil sediment has
rain diameter 𝑑 ≤ 𝑑90. Notice that we have introduced a roughness
oefficient 𝑅 that multiplies 𝑑90 in the formulation above, to be used to
ccount for model incompleteness and intrinsic model errors. This is the
nly empirical parameter that is not directly derived from data but left
nstead to be determined by model calibration experiments. Here we
onsider the roughness coefficient as a scalar coefficient, but in general,
t could be assumed to be a spatially varying function to improve the
ccuracy of the results. In order to allow for regions with small values of
he slope, the Manning coefficient actually used in the model is defined
s 𝑛 = max{𝑛𝑟, 𝑛min}, where a minimum value 𝑛min is set by the user

depending on the specific application. For all the simulations presented
in this article, we use 𝑔 = 9.81 m s−2 and 𝑛min = 0.01s m− 1

3 .
The model is then completed by a number of equations for the time

evolution of the equivalent depths of other two-dimensional, depth-
averaged water and sediment layers, all of which are defined for 𝐱 ∈
𝛺𝑏. More specifically, we consider a snow layer with equivalent depth
ℎ𝑠𝑛, a gravitational layer with equivalent depth ℎ𝑔 and a sediment layer
with equivalent depth ℎ𝑠𝑑 . For each of these layers, conservation of
mass is assumed, so as to obtain

𝜕𝑡ℎ𝑠𝑛 = 𝜇𝑝 − 𝑠,

𝜕𝑡ℎ𝑠𝑑 + ∇ ⋅ 𝐟𝑠𝑑 (ℎ𝑠𝑑 ,𝐮) = 𝑤,

𝜕𝑡ℎ𝑔 + ∇ ⋅ 𝐟𝑔(ℎ𝑔) = 𝑠 + 𝑓 − 𝑒𝑣. (5)

Here 𝐟𝑠𝑑 , 𝐟𝑔 denote the sediment and gravitational layer fluxes, while
, 𝑠, 𝑓 denote, as before, the precipitation, snowfall and infiltration
ates, respectively, while 𝑒𝑣 represents the evapotraspiration rate and

is the sediment source rate. For the horizontal mass fluxes and the
ass exchanges among layers, relatively simple models are employed

n the present formulation, which will now be discussed in greater
etail, starting from the topmost layer. Each of these could however be
eplaced by more sophisticated approaches, the only limitations being
n practice the available data and the implied computational cost.

The atmospheric component is not modeled directly, but it is rather
onsidered as a reservoir of infinite capacity. Water leaves this reservoir
hrough precipitation, in form of snow or rain, which is characterized
y intensity, duration and spatial distribution. On the other hand,
ater may enter back the atmospheric layer via evapotranspiration.
recipitation can take the form of rain or snow, depending on the
urface temperature. Rain occurs if the temperature is higher then the
elting threshold of 𝑇𝑚 = 2 ◦C. In this case, water is assumed to

nd up in the surface run-off layer. In the opposite case, precipitation
akes the form of snow and is being accumulated at the surface until
emperature reaches values high enough to cause melting. We use a
inear relationship between temperature and orography height, based
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on the International Standard Atmosphere, see e.g. Davies (2003).
The snow melting rate 𝑠, is computed according to the degree-day
approach (Idso et al., 1977; Day et al., 2006)

𝑠 = 𝛿(𝑇 − 𝑇𝑚), (6)

where 𝛿 is a parameter that determines the amount of snow that melts
in one day at a given temperature 𝑇 . The evapotranspiration rate 𝑒𝑣, ex-
pressed in [m s−1], is modeled via the Hargreaves equation (Hargreaves
and Allen, 2003), given by

𝑒𝑣 = 0.0023 𝑅𝑎(�̄� + 17.8)
√

𝑇max − 𝑇min. (7)

Here, 𝑅𝑎 is the water equivalent extraterrestrial radiation, �̄� is the
mean air temperature, 𝑇max, 𝑇min the daily maximum and minimum air
temperatures in [◦C], respectively. The extraterrestrial radiation, 𝑅𝑎,
expressed in [MJ m−2 day−1], for each day of the year and for different
latitudes can be estimated from the solar constant, the solar declination
and the time of the year by

𝑅𝑎 =
24 ⋅ 60

𝜋
𝐺𝑠𝑐 𝑑𝑟(𝜔𝑠 sin𝜙 sin 𝛿 + cos𝜙 cos 𝛿 sin𝜔𝑠), (8)

where the solar constant is given by 𝐺𝑠𝑐 = 0.0820 MJ m−2 min−1, 𝑑𝑟
denotes the inverse of the Earth-Sun distance and the sunset hour angle
is given by 𝜔𝑠 = arccos (− tan𝜙 tan 𝛿), where 𝛿 is the solar declination
and 𝜙 is the latitude.

The sediment flux is expressed as a function of the surface run-off
velocity and of the local terrain slope. This dependency is modeled
following the proposal in Zhang et al. (2009) as

𝐟𝑠𝑑 = 𝛼 |∇𝑏|𝛽 ℎ𝑠𝑑𝐮, (9)

where 𝛼 and 𝛽 are empirical coefficients. Possible values for these
coefficients are 𝛼 = 2.5 and 𝛽 = 1.6, as suggested in Smart and
Jäggi (1983). In this model, the critical shear stress is set to zero,
so that the sediment movement begins simultaneously with the water
movement. The sediment source term 𝑤, expressed in [m s−1], is
defined according to the Gavrilović method (Bemporad et al., 1997;
Gavrilović, 1988; Globevnik et al., 2003). It corresponds to the rate of
sediment production due to erosive processes as a result of precipitation
and it is computed as

𝑤 = 𝜋 (1 − 𝜇) 𝑝 𝜏𝑔 𝑍3∕2. (10)

Terms 𝜏𝑔 and 𝑍 are empirical coefficients of the Gavrilović method
that depend on temperature and land use, respectively, while 𝑝 is the
precipitation intensity in [mm s−1]. Although the Gavrilović method
gives results on a yearly basis, it is assumed that it is also valid for
shorter periods in which 𝑤 will be interpreted as an intensity.

The gravitational layer is the soil portion in which water can move
due to gravitational forces. This movement is governed mainly by the
permeability of the soil. For the present version of the model, the
same, extremely simplified description of the subsurface mass fluxes is
adopted as in Bemporad et al. (1997). More specifically, the horizontal
mass fluxes in the gravitational layer 𝐟𝑔 , expressed in [m2 s−1], are
defined as

𝐟𝑔(ℎ𝑔) = ℎ𝑔𝐮𝑔 , (11)

where 𝐮𝑔 represents the water velocity vertically averaged over the
layer. This velocity is modeled as 𝐮𝑔 = 𝛽𝑔(ℎ𝑔 , 𝐱)𝐧, where 𝛽𝑔 is the
hydraulic conductivity, a function of the soil permeability and of the
water level in the layer, while 𝐧 = −∇𝑏∕|∇𝑏|. We estimate the hydraulic
conductivity from the characteristic diameters of the soil particles,
using the Hazen model, see Hazen (1892). This yields

𝛽𝑔 = 𝐶𝐻
𝑔
𝜈
𝑑210, (12)

where 𝐶𝐻 is a non dimensional coefficient with a reference value
6.54 ⋅ 10−4, 𝜈 is the water kinematic viscosity (𝜈 = 0.89 ⋅ 10−6 m2 s−1 at
5◦C) and 𝑑 denotes the value such that 10% of the soil sediment has
3

10
rain diameter 𝑑 ≤ 𝑑10. This very crude model will be replaced in future
implementations by a more accurate one based on vertically averaged
Darcy equations coupled to the surface layer flow, along the lines
proposed in several papers, see e.g. Casulli (2015, 2017), Discacciati
et al. (2002), Miglio et al. (2003).

To describe the water infiltration 𝑓 from the surface run-off layer to
the gravitational layer we use the well known SCS-CN or curve number
method, see e.g. Ponce and Hawkins (1996). This approach has been
very widely applied in practice, also to areas similar to those that will
constitute our main case study, see e.g. Rosso (2004). In particular,
to enable the multi-event simulation, we propose a recasting of the
classical SCS-CN model, i.e. a recasting in terms of rates rather than
cumulative quantities. Refer to the Appendix for the derivation of the
infiltration law used in this work.

3. Numerical framework

In this section, we describe first the space discretization employed in
the solution of the model equations presented in the previous section,
and then describe the time-adaptation procedure employed for the time
step selection.

3.1. Space discretization

The de Saint-Venant equations (1) are discretized via a classical
semi-implicit approach proposed first in Casulli (1990) and Casulli and
Cheng (1992) and subsequently applied to a large number of coastal
and river circulation models. In this way the Courant number, which
characterizes the numerical stability of the scheme, depends only on
the surface velocity |𝐮| and not on the celerity

√

𝑔𝐻 , which can be
much larger than |𝐮| if water bodies of significant depth are present
in the simulation domain. This allows to use larger values of the
time step compared to those required to classical explicit schemes,
see e.g. LeVeque (1992). An application to two-dimensional sediment
transport in rivers is presented in Rosatti et al. (2005), while a one-
dimensional, section averaged model for river hydraulics based on the
same approach is presented in Garegnani et al. (2013) and Rosatti
et al. (2011). Even if higher order variants in space and time of this
approach can be devised, in this work we will stick to the simplest,
first order formulation, since high order formal accuracy is less relevant
than robustness for the target applications.

We consider a Cartesian structured mesh with resolution 𝛥𝑥, 𝛥𝑦
discretizing the domain 𝛺 = [0, 𝐿𝑥] × [0, 𝐿𝑦]. In particular, we denote
as computational domain the set formed by the cells providing a
discretization of the basin domain 𝛺𝑏 ⊂ 𝛺, here 𝛥𝑡 is the given time
step. At a generic time 𝑛 and in a generic cell (𝑖, 𝑗), we consider a stag-
gered variable arrangement, with discrete velocity variables 𝑢𝑛

𝑖+ 1
2 ,𝑗

and
𝑣𝑛
𝑖,𝑗+ 1

2

defined at half integer locations and discrete variables 𝜂𝑛𝑖,𝑗 ,𝐻
𝑛
𝑖,𝑗

defined at integer locations. Wet cells are defined as those for which
𝐻𝑛

𝑖,𝑗 > 0. These cells provide a discretization of the drainage domain
𝑑 . The space and time discretization is given for all basin cells and

orresponding edges by

𝜂𝑛+1𝑖,𝑗 = 𝜂𝑛𝑖,𝑗 −
𝛥𝑡
𝛥𝑥

[

𝐻𝑛
𝑖+ 1

2 ,𝑗
𝑢𝑛+1
𝑖+ 1

2 ,𝑗
−𝐻𝑛

𝑖− 1
2 ,𝑗

𝑢𝑛+1
𝑖− 1

2 ,𝑗

]

− 𝛥𝑡
𝛥𝑦

[

𝐻𝑛
𝑖,𝑗+ 1

2
𝑣𝑛+1
𝑖,𝑗+ 1

2

−𝐻𝑛
𝑖,𝑗− 1

2
𝑣𝑛+1
𝑖,𝑗− 1

2

]

+ 𝛥𝑡 (1 − 𝜇) 𝑝𝑛𝑖,𝑗 − 𝛥𝑡 𝑓 𝑛
𝑖,𝑗 , (13)

𝑢𝑛+1
𝑖+ 1

2 ,𝑗
= 𝑢𝑛

𝑖+ 1
2 ,𝑗

− 𝑔 𝛥𝑡
𝛥𝑥

(𝜂𝑛+1𝑖+1,𝑗 − 𝜂𝑛+1𝑖,𝑗 ) − 𝛥𝑡𝛾𝑛
𝑖+ 1

2 ,𝑗
𝑢𝑛+1
𝑖+ 1

2 ,𝑗
, (14)

𝑣𝑛+1
𝑖,𝑗+ 1

2

= 𝑣𝑛
𝑖,𝑗+ 1

2
− 𝑔 𝛥𝑡

𝛥𝑦
(𝜂𝑛+1𝑖,𝑗+1 − 𝜂𝑛+1𝑖,𝑗 ) − 𝛥𝑡𝛾𝑛

𝑖,𝑗+ 1
2
𝑣𝑛+1
𝑖,𝑗+ 1

2

. (15)

Here 𝑢𝑛
𝑖+ 1

2 ,𝑗
, 𝑣𝑛

𝑖,𝑗+ 1
2

denote some explicit discretization of the
momentum advection terms. In this work, a first order semi-Lagrangian
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method with bilinear interpolation is employed. Furthermore, the water
layer depths 𝐻𝑛

𝑖+ 1
2 ,𝑗

, 𝐻𝑛
𝑖,𝑗+ 1

2

are defined in an upwind fashion, so that

𝑛
𝑖+ 1

2 ,𝑗
= 𝐻𝑛

𝑖+1,𝑗 if 𝑢𝑛+1
𝑖+ 1

2 ,𝑗
< 0, 𝐻𝑛

𝑖+ 1
2 ,𝑗

= 𝐻𝑛
𝑖,𝑗 if 𝑢𝑛+1

𝑖+ 1
2 ,𝑗

> 0, (16)

as suggested in Gross et al. (2002). While the method defined by (13)
is only first order in time and space, the resulting discretization is very
robust and stable and allows to employ relatively long time steps in
most flow regimes. The practical solution of Eqs. (13) is achieved as
follows. The equations for 𝑢𝑛+1

𝑖+ 1
2 ,𝑗

, 𝑣𝑛+1
𝑖,𝑗+ 1

2

are first rewritten as

𝑢𝑛+1
𝑖+ 1

2 ,𝑗
= 𝛼𝑛

𝑖+ 1
2 ,𝑗

𝑢𝑛
𝑖+ 1

2 ,𝑗
− 𝑔𝛼𝑛

𝑖+ 1
2 ,𝑗

𝛥𝑡
𝛥𝑥

(𝜂𝑛+1𝑖+1,𝑗 − 𝜂𝑛+1𝑖,𝑗 ), (17)

𝑛+1
𝑖,𝑗+ 1

2

= 𝛼𝑛
𝑖,𝑗+ 1

2
𝑣𝑛

𝑖,𝑗+ 1
2
− 𝑔𝛼𝑛

𝑖,𝑗+ 1
2

𝛥𝑡
𝛥𝑦

(𝜂𝑛+1𝑖,𝑗+1 − 𝜂𝑛+1𝑖,𝑗 ), (18)

where

𝛼𝑛
𝑖+ 1

2 ,𝑗
= 1

1 + 𝛥𝑡𝛾𝑛
𝑖+ 1

2 ,𝑗

, 𝛼𝑛
𝑖,𝑗+ 1

2
= 1

1 + 𝛥𝑡𝛾𝑛
𝑖,𝑗+ 1

2

, (19)

respectively. These equation are then substituted into the equation for
𝜂𝑛+1𝑖,𝑗 , so as to obtain, for the interior nodes, the equations

𝜂𝑛+1𝑖,𝑗 = 𝑛
𝑖,𝑗 − 𝑔 𝛥𝑡2

𝛥𝑥2
𝛼𝑛
𝑖+ 1

2 ,𝑗
𝐻𝑛

𝑖+ 1
2 ,𝑗
(𝜂𝑛+1𝑖+1,𝑗 − 𝜂𝑛+1𝑖,𝑗 ) + 𝑔 𝛥𝑡2

𝛥𝑥2
𝛼𝑛
𝑖+ 1

2 ,𝑗
𝐻𝑛

𝑖− 1
2 ,𝑗
(𝜂𝑛+1𝑖,𝑗 − 𝜂𝑛+1𝑖−1,𝑗 )

− 𝑔 𝛥𝑡2

𝛥𝑦2
𝛼𝑛
𝑖,𝑗+ 1

2

𝐻𝑛
𝑖,𝑗+ 1

2

(𝜂𝑛+1𝑖,𝑗+1 − 𝜂𝑛+1𝑖,𝑗 ) + 𝑔 𝛥𝑡2

𝛥𝑦2
𝛼𝑛
𝑖,𝑗− 1

2

𝐻𝑛
𝑖,𝑗− 1

2

(𝜂𝑛+1𝑖,𝑗 − 𝜂𝑛+1𝑖,𝑗−1),

(20)

where

𝑛𝑖,𝑗 = 𝜂𝑛𝑖,𝑗 + 𝛥𝑡(1 − 𝜇)𝑝𝑛𝑖,𝑗 − 𝛥𝑡𝑓 𝑛
𝑖,𝑗 −

𝛥𝑡
𝛥𝑥

[

𝐻𝑛
𝑖+ 1

2 ,𝑗
𝛼𝑛
𝑖+ 1

2 ,𝑗
𝑢𝑛

𝑖+ 1
2 ,𝑗

−𝐻𝑛
𝑖− 1

2 ,𝑗
𝛼𝑛
𝑖− 1

2 ,𝑗
𝑢𝑛

𝑖− 1
2 ,𝑗

]

− 𝛥𝑡
𝛥𝑦

[

𝐻𝑛
𝑖,𝑗+ 1

2
𝛼𝑛
𝑖,𝑗+ 1

2
𝑣𝑛

𝑖,𝑗+ 1
2
−𝐻𝑛

𝑖,𝑗− 1
2
𝛼𝑛
𝑖,𝑗− 1

2
𝑣𝑛

𝑖,𝑗− 1
2

]

. (21)

Eq. (20) can be rewritten as
[

1 + 𝑔 𝛥𝑡2

𝛥𝑥2

(

𝛼𝑛
𝑖+ 1

2 ,𝑗
𝐻𝑛

𝑖+ 1
2 ,𝑗

+ 𝛼𝑛
𝑖− 1

2 ,𝑗
𝐻𝑛

𝑖− 1
2 ,𝑗

)

+𝑔 𝛥𝑡2

𝛥𝑦2

(

𝛼𝑛
𝑖,𝑗+ 1

2
𝐻𝑛

𝑖,𝑗+ 1
2
+ 𝛼𝑛

𝑖,𝑗− 1
2
𝐻𝑛

𝑖,𝑗− 1
2

)]

𝜂𝑛+1𝑖,𝑗

− 𝑔 𝛥𝑡2

𝛥𝑥2
𝛼𝑛
𝑖+ 1

2 ,𝑗
𝐻𝑛

𝑖+ 1
2 ,𝑗

𝜂𝑛+1𝑖+1,𝑗 − 𝑔 𝛥𝑡2

𝛥𝑥2
𝛼𝑛
𝑖− 1

2 ,𝑗
𝐻𝑛

𝑖− 1
2 ,𝑗

𝜂𝑛+1𝑖−1,𝑗

− 𝑔 𝛥𝑡2

𝛥𝑦2
𝛼𝑛
𝑖,𝑗+ 1

2
𝐻𝑛

𝑖,𝑗+ 1
2
𝜂𝑛+1𝑖,𝑗+1 − 𝑔 𝛥𝑡2

𝛥𝑦2
𝛼𝑛
𝑖,𝑗− 1

2
𝐻𝑛

𝑖,𝑗− 1
2
𝜂𝑛+1𝑖,𝑗−1 = 𝑛𝑖,𝑗 . (22)

These equations, defined for all computational cells, define a linear
ystem whose matrix is symmetric, positive definite and diagonally
ominant, thus guaranteeing the possibility of a fast and accurate
umerical solution via efficient numerical linear algebra solvers. We
otice that, from a numerical point of view the positivity constraint
n the water depth in most of the cases could be too restrictive, we
hen relax this condition by considering a tolerance 𝐻min which can
e user defined and corresponds to the maximum violation of the
ositivity constraint in each cell. In other words, we are numerically
xtending the dry state condition up to the threshold 𝐻min. All the other
quations in (5) are discretized by a classical finite volume approach
ver each cell of the computational domain, with first order upwind
efinitions of the numerical fluxes 𝑓𝑖± 1

2 ,𝑗
, 𝑓𝑖,𝑗± 1

2
and explicit Euler time

iscretization, see e.g. LeVeque (1992). In particular, while the time
cales of the gravitational layer is generally mush slower than the one
f the superficial run-off, it is not always true for the sediment transport
quation. This means that generally, for the sediment equation, more
han one time step must be performed for a given step of the superficial
un-off.
4

c

3.2. Time adaptation

Following the paper Porta et al. (2012), we adopt a recovery based
adaptation procedure which provides an estimation of the time step
based on an a posteriori error estimator. The main idea of the recovery
approach is to consider a suitable projection of the numerical gradient
onto richer spaces obtained by means of interpolations and averaging
procedures, see Zienkiewicz and Zhu (1992a,b). We note that, this time
adaptation procedure has already been successfully applied by some of
the authors in the framework of fast landslides simulations (Gatti et al.,
2023a,b).

To obtain a prediction of the time step, we need an estimator of the
discretization error. Let us consider the water depth 𝐻 , and let 𝐻𝑖,𝑗 be
the corresponding discretized counterpart in the given cell (𝑖, 𝑗), where
we assume to know its values 𝐻𝑘

𝑖,𝑗 in previous times 𝑡𝑘, 𝑘 ∈ {0,… , 𝑛−1}.
Considering a generic time 𝑡𝑛 and a generic coordinate 𝐱 ∈ 𝛺, we can
write the 𝐻1-seminorm of the discretization error as

|𝑒𝑧𝑖,𝑗 (𝐱)|
2
𝐻1(𝛥𝑡𝑛−1)

= ∫𝐼𝑛−1
|𝜕𝑡𝐻 − 𝜕𝑡𝐻𝑖,𝑗 |

2 𝑑𝑡, (23)

here 𝐼𝑛−1 = [𝑡𝑛−1, 𝑡𝑛]. We need to replace the function 𝐻𝑖,𝑗 on the
nterval 𝐼𝑛−1 with its linear interpolation, using the pointwise values
𝑘
𝑖,𝑗 , with 𝑘 ∈ {0,… , 𝑛}. This allows us to approximate the time

erivative of the discrete solution 𝜕𝑡𝐻𝑖,𝑗 in the interval 𝐼𝑛−1 as

𝑡𝐻𝑖,𝑗 ≃
𝐻𝑛

𝑖,𝑗 −𝐻𝑛−1
𝑖,𝑗

𝛥𝑡𝑛−1
. (24)

Once computed the above quantity, the time derivative of the
xact solution 𝜕𝑡𝐻 , is replaced by the recovered solution 𝐻∗ computed
y quadratic interpolating three couples (𝑡𝑛−2,𝐻𝑛−2

𝑖,𝑗 ), (𝑡𝑛−1,𝐻𝑛−1
𝑖,𝑗 ) and

𝑡𝑛,𝐻𝑛
𝑖,𝑗 ). The cell-wise estimator then reads

𝜂2𝐼𝑛−1 )𝑖,𝑗 = �̃� ∫𝐼𝑛−1

|

|

|

|

|

|

𝜕𝑡𝐻
∗ −

𝐻𝑛
𝑖,𝑗 −𝐻𝑛−1

𝑖,𝑗

𝛥𝑡𝑛−1

|

|

|

|

|

|

2

𝑑𝑡, (25)

where �̃� is a scale factor, here we choose 𝛥𝑡𝑛−1 as suggested in Porta
et al. (2012). We notice that, the integral above can be computed
exactly, since the functions 𝜕𝑡𝐻∗ and 𝜕𝑡𝐻𝑖,𝑗 are respectively linear and
onstant polynomials of time in each interval 𝐼𝑛−1. Since the above
stimator is a cell-wise contribution, we can get a global indicator by
umming all of these contributions on the mesh. Hence, considering 𝑏

the set of all indices of the cells providing a discretization of the basin
domain, in each interval 𝐼𝑛−1, the estimator reads

(𝜂𝑇𝐼𝑛−1 )
2 =

∑

(𝑖,𝑗)∈𝑏

(𝜂2𝐼𝑛−1 )𝑖,𝑗 . (26)

Now we are able to compute the new time step 𝛥𝑡𝑛. For this end, we
ix a tolerance 𝜏𝛥𝑡 for the local estimator, i.e. 𝜂𝑇𝐼𝑛−1 = 𝜏𝛥𝑡, which depends
n the problem at hand, and so we have

𝑡𝑛 =
𝜏𝛥𝑡 𝛥𝑡𝑛−1
𝜂𝑇𝐼𝑛−1

. (27)

It is important to fix a limit value 𝛥𝑡max and compare it with the
𝑡𝑛 computed in (27). For the first two time steps we can simply set
𝑡max = 𝛥𝑡0 = 𝛥𝑡1. The 𝛥𝑡max is chosen from numerical stability reasons,
.e. based on the Courant number and we set a 𝛥𝑡min to be half the
aximum time step 𝛥𝑡max. We point out that, in the implementation, we
ave included an a-posteriori control on the maximum violation of the
ositivity constraint 𝐻min, as defined previously, so to use a time step
maller than 𝛥𝑡min in case is needed for conservation purposes. In this
ay, if for a given time step we have at least a cell under the threshold
𝑡min we consider new time step one order of magnitude lower than the
urrent one and we solve again the run-off linear system.
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4. Numerical experiments

In this section, we present two sets of numerical experiments, aimed
to provide a first verification and validation of the basin scale model
presented in Section 2. We consider first two cases with idealized
orographies, aimed at a first verification of the correctness of the model
implementation. We then study a more realistic test case, corresponding
to the Caldone catchment (Ivanov et al., 2020a). For all the tests, we
assume 𝑔 = 9.81 m s−2, a minimum value of the Manning coefficient
of 𝑛min = 0.01 s m− 1

3 . Regarding the roughness coefficient if not said
therwise we consider 𝑅 = 1. We then consider a tolerance on the

positivity constraint equal to 𝐻min = 10−5 m for the ideal tests and equal
to 𝐻min = 10−3 m for the simulations with realistic orography. We run
the ideal tests on a laptop with an Intel i7 CPU having 2.60 GHz clock
frequency and 16 GB of RAM, while we perform the realistic orography
simulations on a HPC cluster of the Department of Mathematics of
Politecnico di Milano with 5 nodes each one equipped with 2 Intel
Xeon Gold 6238R at 2.20 GHz processors with 512 GB RAM. We use
an isotropic space resolution for the following numerical tests, i.e. 𝛥𝑥 =
𝛥𝑦 = 𝛥. For the solution of the linear system for the superficial run-
off dynamics we use the conjugate gradient method with an incomplete
Cholesky factorization preconditioner, see e.g. Kershaw (1978). The
library used for the solution of the linear system is the Eigen library,
see Guennebaud et al. (2010), considering a tolerance equal to 10−6.
For the time adaptation procedure we consider a tolerance 𝜏𝛥𝑡 =
10−5 m.

The model can compute values of quantities of interest such as
the water height, the water discharge and solid discharge in given
geographical locations. We represent the geographical location in the
discrete model as a cell superimposed to the computational mesh
with a user-defined resolution we call 𝛥𝑝. We define the set of all
intersecting mesh cells with  and we indicate with 𝑁 the num-
ber of elements of this set. In this way, the water height in the
geographical location is defined as �̄�(𝑡) = 1

𝑁
∑

𝑄∈ 𝐻𝑄, the water
discharge as �̄�(𝑡) = 𝛥 1

𝑁
∑

𝑄∈ 𝐻𝑄|𝐮𝑄| and the solid discharge as �̄�𝑠(𝑡) =
𝛼𝑆𝛽 1

𝑁
∑

𝑄∈ ℎ𝑠𝑑,𝑄|𝐮𝑄|, 𝐻𝑄 being the discrete superficial water value
in the cell 𝑄, 𝐮𝑄 being the discrete superficial velocity in the cell 𝑄,
𝑆 being the slope computed in the geographical point from the DTM,
ℎ𝑠𝑑,𝑄 being the discrete sediment height in the cell 𝑄.

.1. Data preprocessing

For practical applications of the model described in the previous
ections, several input datasets must be made available, including, in
articular, orography data and soil composition data. The former is
sually provided by easily accessible Digital Terrain Models (DTM).
he preprocessing of soil composition data requires instead a special
reatment, since the relevant data are rarely available at the scales
f interest for the application of the proposed model. For this reason,
geostatistical preprocessor has been developed, which is described

n more detail in Gatti et al. (2021), which allows to downscale to
ine resolution meshes the soil composition data available in global
atabases such as SoilGrids, see Hengl and al. (2017). The key concepts
nderlying this preprocessor will be briefly reviewed here.

The potential maximum soil moisture retention is a function of
oil texture, which can in turn be determined from particle-size frac-
ions, i.e. the relative percentages of clay, silt and sand in the soil,
ee e.g. Matthews (2013). Since these are compositional data such
s the sum particle-size fractions is always equal to one, well es-
ablished statistical approaches have been applied to avoid spurious
orrelations among the recovered ratios (Aitchison, 1982; Kim, 1999).
he particle-size fractions are transformed via an Isometric Log Ra-
io transform (Martín-Fernández et al., 2012), so as to be able to
ork within the Aitchison geometry without modifying the classical

tatistical techniques based on the Euclidean metric. Data coming
5

from larger scale databases are then downscaled to match the desired
resolution using the Isometric Log-Ratio Area-To-Point Regression Co-
Kriging (ILR-ATPRCoK) as described in Gatti et al. (2021). To perform
uncertainty quantification, we notice that, our preprocessor is able
to produce stochastic soil maps through Block Sequential Gaussian
Simulation (BSGS) (Boucher, 2003) since it relies on the same hypoth-
esis as the ATPRCoK method. We provide an example of Monte Carlo
simulation in the following of the present section.

We note that, in case of stochastic simulation, if more than one
processor is available in the computer architecture, the current imple-
mentation relies on the OpenMPI protocol to split the computations
among available cores. Fig. 1 illustrates the special case where we have
𝑁 MPI ranks available and we need to perform 𝑁 simulations each one
initialized with a different Particle Size Fractions (psf) map generated
with BSGS method.

4.2. Idealized orography

Here, we test the proposed model in a set of idealized orography
simulations. For simplicity, we assume 𝛺𝑏 = 𝛺 and start from null
initial conditions.

We consider a square domain with 𝐿𝑥 = 10 km, 𝐿𝑦 = 10 km and
with an orographic profile given by the plane 𝑏(𝑥, 𝑦) = 2 + 0.0005 𝐿𝑦 +
0.0005𝑥 − 0.0005𝑦. We consider a computational mesh with 𝛥 = 100 m
and a maximum time step 𝛥𝑡 = 72 s, which corresponds to 50 time
steps per hour. The soil properties are characterized here by a constant
curve number 𝐶𝑁 = 79. In a first simulation, we simulate a total of 20
days, over which a constant and uniform rainfall of 5 mm h−1 and apply
reflecting boundary conditions, on the water height 𝐻 , at the boundary
of the basin domain.

In Fig. 2 panel (a) we plot the time evolution of the mean surface
run-off mass flux and in Fig. 2 panel (b) we plot time evolution of
the mean gravitational water content. It can be observed that, as the
soil reaches the saturated conditions corresponding to the maximum
soil moisture retention, the infiltration rate approaches zero, see Fig. 2
panel (b). Finally, in Fig. 2 panels (c), (d) the spatial distribution of the
state variables involved in the surface run-off process is plotted at the
final time. Notice that, considering the final time simulation results, we
have a celerity based Courant number approximately equal to 6 in the
deepest portion of the formed lake. This highlights the ability of our
framework to employ a time step much larger than that required by
classical explicit time discretizations.

We have then performed a multi-event simulation on the same
basin, in order to test the response of our implementation to time
dependent rainfall rates. In this case, we apply non-reflecting boundary
conditions, on the water height 𝐻 , at the boundary of the basin domain
and we consider the evapotranspiration. As in the previous case, we
apply a homogeneous rainfall rate over the whole basin, which is
however changing periodically in time with a period of 5 days and duty
cycle of 20% as shown in Fig. 3 panel (a), over a total of 365 simulated
days. Fig. 3 panel (b) shows the temperature profile input of the
simulation necessary in this case to feed the evapotranspiration. Finally,
to show the ability of the model to deal with transients, we show in
Fig. 3 panels (c), (d) the time evolution of the average water content
in the gravitational layer and the maximum soil moisture retention with
infiltration rate.

4.3. Realistic orography: Caldone basin

Here we consider a domain corresponding to the Caldone catch-
ment, which is located in the vicinity of the city of Lecco (Northern
Italy). For more details on the river catchment structure, we refer
to Ivanov et al. (2020a). The hydrographic catchment covers an area
of 28 km2. The land cover of the catchments mainly includes forests
(67%), herbaceous vegetation (16%) and urban areas (13%), according

to the CORINE Land Cover Classification (CLC) (Büttner et al., 2004;
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Fig. 1. Flowchart of the complete model workflow process. The numbers refer to the formulas in the manuscript.
Fig. 2. Idealized test, single event simulation: (a) time evolution of average water content in the gravitational layer ⟨ℎ𝑔⟩ (black) and maximum soil moisture retention (green)
(b) time evolution of mean infiltration rate (black) and precipitation rate (green). (c) isolines at final time of water content in the surface layer in meters and (d) surface water
velocity field at final time, superimposed onto the orography isolines.
Büttner, 2014). As in most pre-Alpine environments, active geomorphic
processes include colluvial and fluvial transport responsible for the
yield and further propagation of sediment downstream.

In Fig. 4 panels (a), (b), (c) we represent respectively the DTM, its
slope field in degrees and the CLC map for the case study at a resolution
of 5 m. In particular, Fig. 4 panel (a) represents the DTM raster. In the
6

same figure, we report in blue the mean location of a tank, i.e. a control
area we will use for the sediment transport and, in red, the control point
we will use for the superficial water height, i.e. the location where we
have hydrometer data. Being the tank located in the river flow path and
upstream with respect to the hydrometer, and being the impossibility
to add the discretized tank to the DTM (this would have constrained to
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Fig. 3. Idealized test, multi event simulation: time evolution of (a) precipitation rate, it is a square wave; (b) temperature rate; (c) mean surface run-off mass flux ⟨𝐻 |𝐮|⟩; (d)
average water content in the gravitational layer ⟨ℎ𝑔⟩ (black) and maximum soil moisture retention (green).

Fig. 4. Caldone basin. (a) 5 m-resolution DTM of the study area, blue point identifies the tank location while the red point is the control point for the superficial water height;
(b) slope of 5 m-resolution DTM, i.e. isolines of arctan(|∇𝑏|) expressed in degrees; (c) CLC map.
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Fig. 5. Caldone basin. Panels (a), (b) Clay and Sand maps resulting from ILR-ATPRCoK; (c) Maximum soil moisture retention map in m in the basin domain; (d) 𝑑90 in mm. We
do not report the silt map because it is complementary of clay and sand map via using the unit-sum constraint of compositional data.
adopt on the whole catchment at least the same minimum resolution
to do not filter out the discretized tank and would result in too high
computational cost), we consider the red point also in the computation
of a solid flux to estimate the solid volume transported downstream by
the river. For the red point we define a 𝛥𝑝 = 45 m.

In the following, we provide both deterministic and stochastic re-
sults in order to show the potentiality of the overall implementa-
tion and its effectiveness to provide reasonable results without any
calibration process.

To avoid to limit the maximum time step, we consider non-null
initial conditions for the superficial run-off dynamics coming from a
fictitious uniform and constant rain for a duration of roughly one day
where we put a maximum time step 𝛥𝑡max = 7.2 s. This is just to provide
an initial state that is not completely dry and facilitates to bring the
global system to the state of river formation. Note that, this however
does not affect the final result due to the nature of the model equations
that tend to loose the initial conditions with the passing of time.

For all the presented simulations we choose a maximum time step
equal to 𝛥𝑡max = 72 s which corresponds to a minimum of 50 time steps
per hour. The precipitation term 𝑝, is a space–time dependent field,
in the numerical model the space dependency is obtained via Inverse
Distance Weighting (IDW) method, see e.g. Chen and Liu (2012),
considering data coming from nine rain gauges stations situated in nine
different locations, data are available from the regional hydrological
service (Lombardia, 2021).

4.3.1. Deterministic scenarios
The geostatistical preprocessor was applied to obtain maps for psf

at a resolution of 5 m, here we consider as psf input maps the result
of ILR-ATPRCoK not of the conditional simulation, see Fig. 5 panels
(a), (b). The psf data are then combined with the CLC map in order
to get the maximum soil moisture retention map, see Fig. 5 panel (c).
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Due to the computational limitation of performing the simulation at
5 m resolution, in the following we consider three upscaled input DTM
with resolutions of 𝛥 = 20, 50, 90 m, as input to the simulation which are
obtained by bilinearly interpolating the starting 5 m resolution DTM.

Here, we present two sets of simulations, ‘‘short’’ and ‘‘long’’ term,
i.e. respectively one with a period of 35 days with intense rain (intense
single event) and the other one is one year simulation, i.e. a multi-
event simulation. The aim of these two sets of simulations is to show
the ability of the method to deal with both multi and single-intense
events in case of a real mountain orography scenario.

In Fig. 6 we show the temporal sequences, for both the event
and multi-event simulations, of the superficial water height and water
discharge against the observed data coming from a hydrometer located
in the observation point as depicted in Fig. 4 panel (a). Note the ability
of the implementation to capture the ongoing dynamics: the model is
able to identify the timing of the ‘‘peaks’’ in the same temporal location
as hydrometer, for both single- and multi-event simulation.

We point out that the results presented above are achieved without
any calibration process or back analysis. In Fig. 7, for the case 𝛥 = 50 m
and for the intense rain case, we show the sensitivity of the model to a
perturbation of the 𝑑90, by considering uniform roughness coefficients
𝑅 = 102, 103, 104.

An example of the model capability to reproduce realistic run-off
patterns without the need to prescribe run-off regions a priori is shown
in Fig. 8 panels (a), (b), (c) where we represent the final time results
of the intense event simulation for the case 𝛥 = 20 m. We also notice
the lake formation in regions where actually small water bodies are
usually present in case of intense rainfall periods. In Fig. 8 panel (d) we
report the number of time steps per hour for the three space resolution
considered, note that the peak values are in correspondence of the peak
values experienced in Fig. 6 panels (b), (d).
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Fig. 6. Caldone basin. Superficial water height in meters and water flow rate in m3 s−1, in case of year, panels (a) and (c), and intense event simulation, panel (b) and (d). In
both cases, the blue line represents the hydrometer data.
Fig. 7. Caldone basin. Sensitivity to a variation of 𝑑90 through coefficient 𝑅 for the case 𝛥 = 50 m. Superficial water height in meters and water flow rate in m3 s−1, in case of
intense event simulation. The blue line represents the hydrometer data.
4.3.2. Stochastic scenarios
We perform two Monte Carlo simulations, for two different sets of

Gavrilović coefficients, at a resolution 𝛥 = 20 m, for a period of 89 days
n the same mountain catchment, specifically starting from Monday
0th July, 2020. Each Monte Carlo consists of 50 simulations each
ne initialized with a different soil composition map coming from the
eostatistical preprocessor. Using 50 processors, the numerical model

takes roughly 100 h to perform one Monte Carlo simulation on the time
eriod considered. The input soil composition maps are determined
9

via BSGS considering an uniform zero centered noise with standard
deviation equal to 0.1.

We show the ability of the model to provide an estimation of
the sediment discharge, as mentioned in the preamble of the present
section, for each simulation we consider an estimation of the sediment
flux and, for this point, we consider its temporal cumulative to provide
an estimation of the total amount of sediments that are expected to
sediment in the tank (𝑉𝑠(𝑡) = ∫ 𝑡

0 �̄�𝑠(𝑡)𝑑𝑡), the blue dot in the map, see
Fig. 4 panel (a). The expectations of the sedimentation from field data



Computers and Geosciences 177 (2023) 105362F. Gatti et al.
Fig. 8. Caldone basin. Intense event simulation. Final time results at resolution 𝛥 = 20 m: isolines in m of water height in panel (a), isolines of the velocity run-off in m s−1 in
panel (b), while in panel (c) we report the velocity vectors of the superficial run-off velocity superimposed to the orography colormap. In panel (d) we report number of time
steps per hour for the three space resolution considered.
is around ≈ 440 m3 for this event, refer to Papini et al. (2017), Ivanov
et al. (2020b), Brambilla et al. (2018). In Fig. 9(a), (b) we report two
functional boxplots (Sun and Genton, 2011) derived from the two sets
of 50 realizations of the cumulated sediment yields (as obtained using
the python package statsmodels, see Seabold and Perktold (2010)). The
probabilistic forecast allows one to identify the central functional quar-
tiles of the simulated distribution and to achieve a robust estimate of a
phenomenon well known for the strong associated uncertainties. As the
considerable variation in the two sets suggests, a calibration could be
performed choosing properly the Gavrilović coefficients, which control
the sediment production, to fit the desired production on a given case
study.

Finally, in Fig. 9 panel (c) we report, in blue, one realization of
the �̄�(𝑡) against the observed water level in red. We do not provide a
functional boxplot of this quantity since the 𝑑90 does not vary ‘‘consid-
erably’’ among realizations in the numerical model. This results in an
unchanged bias water level but in a change in the height of the peak
values since the maximum soil moisture retention map results to be
sensible for such kind of perturbation of the psf.

4.4. Realistic orography: Dragone basin

In this section we consider another case study with real orography.
This is a test where real data are available and that has already been
studied in Cuomo et al. (2015) with the LISEM software (Jetten, 2013).

We consider one mountain basin, the Dragone basin, located in the
western part of the Lattari Mountains (Amalfi Coast, southern Italy).
The Dragone basin has an area of 9.3 km2 (and a perimeter of 15.7 km),
10
with a linear main stream channel 6.5 km long. As stated in Cuomo
et al. (2015), on 9 September 2010, cumulative rainfall of 126 mm was
recorded in about 3 h, with a maximum hourly rainfall intensity equal
to 92.2 mm. The total mobilized soil volume was estimated between
104 m3 and 3 ⋅ 104 m3 and peak discharge of water and debris at the
basin outlet was estimated between 65 m3 s−1 and 100 m3 s−1.

To reproduce this event, we consider the input DTM with resolution
𝛥 = 10 m and consider a set of uniform rain scenarios with a rainfall
duration equal to 3 h and with a maximum rainfall intensity equal to
100 mm h−1 in 30 min, which corresponds to the rainfalls Ea, Eb, Ec
as considered in Cuomo et al. (2015). The maximum rainfall intensity
is set in the time intervals if 0 min ≤ t ≤ 30 min, if 75 min ≤
t ≤ 105 min, if 150 min ≤ t ≤ 180 min, for the three considered
rainfalls respectively. To preserve the cumulative rain equal to 126 mm
in the total time period, we set a rainfall intensity equal to 30.4 mm h−1

everywhere else. We consider also an uniform and constant rainfall in
the given time period with intensity 42 mm h−1 to always to preserve
the cumulative rain equal to 126 mm.

We report the results obtained with psf input maps produced with
ILR-ATPRCoK for a set of Gavrilović coefficients. We mention that, we
did a stochastic analysis with 50 psf maps generated via BSGS consider-
ing an uniform zero centered noise with standard deviation equal to 0.1
but we did not obtain ‘‘considerable’’ variations on the output among
samples. This is probably due to the ‘‘short intense’’ event considered
compared to the soil water content dynamic. Fig. 10 shows the results
of such analysis. The time series are taken at the geographical location
of the basin outlet computed with 𝛥𝑝 = 10 m. In particular, panel
(a) shows the mean value of the water discharge �̄� while panel (b)



Computers and Geosciences 177 (2023) 105362F. Gatti et al.
Fig. 9. Caldone basin. Stochastic scenarios, functional boxplots of the simulated cumulative sediment volume 𝑉𝑠 in panels (a) and (b), while in panel (c) we report one simulated
realization (in orange) and the hydrometer data (in blue). For the functional boxplots we have used as input parameter wfactor = 2.58 to identify the outlier curves. The black
curves correspond to the median curve, the dark and light gray bands correspond to the regions where 50% and 75% of data lie respectively, the others colored curves denote
the outliers.
shows the temporal evolution of the maximum value of the simulated
sediment concentration 𝐶𝑣 in the neighborhood 𝛥𝑝 = 10 m. Regarding
the former panel, we experience a maximum value of the mean water
discharge at the outlet point around 115 m3 s−1 for events Ea, Eb, Ec,
which fits rather well the water discharge measurements. Regarding
panel (b), we experience a final time maximum sediment concentration
ranging approximately between 17% and 19% for events Ea, Eb, Em,
with a maximum value in the period equal to roughly 29% for event Eb.
We particularly note the ability of the model to predict peaks both in
the water discharge and sediment concentration due to rainfall peaks.
Peaks in 𝐶𝑣 that were not experienced in the set of simulations carried
on in Cuomo et al. (2015) for some values of calibration coefficients.
For event Ec we report a lower final time value probably due to the
delay between the peak rainfall value and the sediment response at the
basin outlet. This is suggested by the 𝐶𝑣 behavior which is similar to
the one experienced in the correspondence of the peak rainfall value for
event Eb. Delay that would have result in a peak value of the quantity
𝐶𝑣 after the 3 h observation. Finally, panel (c) shows the sediment
production map, in meters, for the Dragone catchment for the set of
the considered Gavrilović coefficients. From this map we compute a
total eroded volume equal to 𝑉𝑠 ≈ 1.2223 ⋅ 104 m3 thus ranging in the
expected interval. In the same panel we represent in red the outlet point
of the basin. Panel (d) shows the final time isolines map of the absolute
value of the superficial run-off velocity in m s−1 for the event Eb.

5. Conclusions

We have presented a numerical model for soil erosion at the basin
scale, in which the de Saint-Venant equations are used to model surface
11
water flow over the whole domain, without a priori identification of
drainage zones. This allows to model basins in which strong variations
of the surface run-off occur without ad hoc hypotheses, as well as
to include naturally lakes and other water reservoirs, so to help in
the identification of large water bodies, particularly useful in moun-
tain catchments to identify potential flood-risk regions. The model is
equipped with a geostatistical preprocessor, that allows to downscale
to fine resolution meshes the soil composition data available in global
databases. The model equations are approximated numerically using
a very well tested, efficient and robust semi-implicit discretization
method (Casulli, 1990; Casulli and Cheng, 1992). The proposed tech-
nique is able to handle automatically the wide range of transients that
can arise in long term simulations and to run even at high resolution.
Exact mass conservation and positivity of the water and sediment
layers are guaranteed. The results obtained in the first verification and
validation experiments confirm the model’s efficiency, robustness and
flexibility, as well as its ability to reproduce transient high resolution
features at a low computational cost.

In future developments, the numerical model will be further inte-
grated with its geostatistical counterpart, so as to allow for stochastic
simulations and uncertainty quantification by multifidelity approaches,
see e.g. Grujic et al. (2018). Less elementary choices will be employed
for the description of the many physical processes involved, in partic-
ular for the description of the infiltration process. It is also planned to
improve the description of the subsurface flow, employing vertically
averaged Darcy equations and coupling the subsurface flow to the
surface flows along the lines proposed in several papers, see e.g. Casulli
(2015, 2017), Discacciati et al. (2002), Miglio et al. (2003). Finally,
also the local refinement techniques proposed in Casulli (2019) for the
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Fig. 10. Dragone basin. Panels (a), (b) show the temporal sequences of the mean water discharge and of the maximum value of the sediment concentration in the basin outlet
point. Panels (c), (d) show in m the production map in the Dragone basin with in red the basin outlet point and the isolines of the magnitude of the superficial run-off velocity
in m s−1.
same kind of numerical method employed here can be incorporated in
the model, further enhancing its ability to resolve fine spatial features
at a low computational cost.
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Appendix. Infiltration law

In order to get the expression of the infiltration rate, we consider the
mass conservation laws for surface and gravitational run-off in absence
of boundary fluxes, together with the proportionality hypothesis of the
SCS-CN method
𝜕𝑡𝐻 = 𝑝 − 𝑓,

𝜕𝑡ℎ𝑔 = 𝑓,
𝐹
𝑆

= 𝑃 − 𝐹
𝑃

,

(28)

where 𝑆 is the maximum soil moisture retention and 𝐹 and 𝑃 are the
time integrals of 𝑓 and 𝑝, respectively. For the maximum soil moisture
retention, we will use the following expression (in mm)

𝑆 = 254
( 100
𝐶𝑁

− 1
)

, (29)

where 𝐶𝑁 is the non dimensional parameter known as curve number.
The curve number usually varies from 30 to 100 and depends on
soil type, land cover and land use. Large values of such parameter
are associated with impermeable surfaces, and subsequently to lower
storage capability and higher run-off. The Soil Conservation Service
provides a table in which each type of land cover and land use is
associated to four values of 𝐶𝑁 , depending on the hydrologic soil
group, which in turn defines the actual run-off capability of the soil
underneath. Such soil groups are usually identified with a letter, from
𝐴 to 𝐷, where 𝐴 identifies the most impermeable soils and 𝐷 the
most permeable ones. For example, paved roads are associated with
a 𝐶𝑁 value of 98 regardless of the soil group, woods in fair conditions

https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed
https://github.com/federicg/smartsed


Computers and Geosciences 177 (2023) 105362F. Gatti et al.

h

𝜕

m
u

R

A

A

A

B

B

B
B

B

B

C

and favorable soil are associated with a value of 42 and woods with
unfavorable soil 80. More details on the criteria used to determine the
𝐶𝑁 values will be given in Section 4. Finally, in order to derive an
expression for 𝑓 , we recast the last equation in (28) as
ℎ𝑔
𝑆

= 𝐻
𝐻 + ℎ𝑔

. (30)

It is then possible to solve the system (28) in order to get an
expression for 𝐹 , which denoting with 𝐻0 and ℎ𝑔,0 the initial conditions
for surface and gravitational run-off, reads

𝐹 = 𝑆 𝑃
𝑃 + 𝑆 +𝐻0 + ℎ𝑔,0

, (31)

which is the common expression of the SCS-CN formulation. To get an
expression of 𝑓 , one can derive (30) with respect to time, under the
ypothesis of constant 𝑆, so as to obtain

𝑡𝐻 = 𝜕𝑡ℎ𝑔

[

𝑆2

(𝑆 − ℎ𝑔)2
− 1

]

. (32)

By substituting (32) in the last equation in (28), one gets for 𝑓

𝑓 = 𝑝
(𝑆 − ℎ𝑔

𝑆

)2

. (33)

Notice that, since ℎ𝑔 ≤ 𝑆, in Eq. (33) the precipitation rate is
multiplied by a real quantity lying between 0 and 1, which ensures
that 𝑓 ≤ 𝑝. An initial loss, 𝐼𝑎, can be added to this model to represent
interception and depression storage. This loss occurs prior to the onset
of run-off. The final infiltration rate model reads

𝑓 =

⎧

⎪

⎨

⎪

⎩

0, if 𝐻 + ℎ𝑔 ≤ 𝐼𝑎,

𝑝
( 𝑆−ℎ𝑔

𝑆

)2
, if 𝐻 + ℎ𝑔 > 𝐼𝑎.

(34)

The initial loss is usually modeled to be proportional to the maxi-
um soil moisture retention, i.e. 𝐼𝑎 = 𝑐 𝑆, where 𝑐 is areal constant
sually set equal to 0.2 or 0.05. In this work, we choose 𝑐 = 0.2.
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