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Tolerating hardware faults in modern architectures is becoming a prominent problem due to the miniaturiza-
tion of the hardware components, their increasing complexity, and the necessity to reduce costs. Software-
Implemented Hardware Fault Tolerance approaches have been developed to improve system dependability re-
garding hardware faults without resorting to custom hardware solutions. However, these come at the expense
of making the satisfaction of the timing constraints of the applications/activities harder from a scheduling
standpoint. This article surveys the current state-of-the-art of fault tolerance approaches when used in the
context of real-time systems, identifying the main challenges and the cross-links between these two topics.
We propose a joint scheduling-failure analysis model that highlights the formal interactions among software
fault tolerance mechanisms and timing properties. This model allows us to present and discuss many open
research questions with the final aim to spur future research activities.
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1 INTRODUCTION AND MOTIVATION

Hard real-time systems must satisfy both temporal and logical requirements. At the design phase,
system correctness is usually proved, for the former, by a scheduling analysis and, for the lat-
ter, by formal verification or extensive testing. However, even assuming flawless design of the
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system, hardware can still be the cause of violation of these constraints due to its natural suscep-
tibility to faults. In critical systems, it is essential to guarantee a certain degree of resilience to
hardware faults. No system can tolerate an unlimited amount of hardware faults: safety-critical
standards dictate precise fault rates that functions performed by the system must achieve to be
considered compliant. This necessary dependability can be achieved by employing hardware so-
lutions that mitigate or tolerate the faults, for instance, by redundancy. Alternatively, software
techniques can be employed with the crucial advantage of not requiring any custom hardware com-
ponents. These software techniques, when applied to hardware faults, are usually under the um-
brella term Software-Implemented Hardware Fault Tolerance (abbreviated with different acronyms,
SIFT [104], SWIFT [87], or SIHFT [37]). SIFT solutions have a positive impact on hardware cost
and production development. This convenience becomes a vital requirement for Commercial Off-
The-Shelf (COTS) hardware in which strict fault tolerance is not a common design goal. The avail-
ability of COTS hardware led to significant trends in both the automotive and aerospace sectors
over the past few years in order to reduce design costs and time to market. Even space agen-
cies have active working groups studying how to integrate COTS hardware in critical systems
[70, 80].

The computational power demand of emerging applications is increasing, and hardware manu-
facturers are striving to increase the computational capability of the computing platforms. How-
ever, this process is obstructed by the single-core performance barrier, mainly due to thermal and
power constraints, which make increasing clock frequency difficult. Therefore, to achieve the de-
sired performance, the hardware components are becoming increasingly smaller and implement
complex features (pipelines, multicore, multilevel caches, etc.). These undaunted trends have a
double effect: increasing the fault rate and making the real-time problem of formally guaranteeing
the temporal requirements harder. In turn, they create a challenging environment [21]: on one
hand, the increased fault rate pushes for SIFT approaches; on the other hand, the timing prob-
lem makes their use difficult. The major difficulty in using modern hardware in critical systems
is computation of the Worst-Case Execution Time (WCET) of the tasks, an essential metric to
perform a correct scheduling analysis and, therefore, prove the temporal correctness. A partial so-
lution to the WCET problem is the mixed-criticality model for real-time tasks, as described later in
Section 2.6.

Motivation. Software fault tolerance algorithms have a clear impact on real-time performance:
the necessity to reserve computational resources and time for recovery routines makes schedul-
ing more challenging. Several state-of-the-art fault-tolerant solutions exist, and many real-time
scheduling algorithms have been developed in the last 40 years. However, analyzing the real-time
characteristics of fault tolerance algorithms and improving scheduling in this direction received
less attention from the research community. As we present later in this article, the opposite prob-
lem - how scheduling decisions impact fault tolerance — has been analyzed by very few works.
There is a great potential for the research community to address the many open challenges on
fault-tolerant real-time systems. Special focus can be given to mixed-criticality systems, an attrac-
tive future direction as also stated in the Burns and Davis survey [18]: “Although there is clear link
between Fault-Tolerant and Mixed-Criticality, there has not yet been much work published that
directly addresses fault-tolerant mixed criticality systems”

Contributions. This article summarizes the relevant literature, identifies current open challenges,
and proposes possible future directions for research on real-time fault-tolerant systems, including
mixed-criticality systems. The focus of the article is on SIFT approaches, that is, software tech-
niques to tolerate hardware faults. SIFT and, consequently, this article do not deal with software
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faults, either functional (e.g., bugs) or timing (e.g., incorrect estimation of the WCET). Rather, the
focus is on resilience to hardware faults. In this survey, we:

o Introduce the basic concepts of fault tolerance and related topics, in addition to providing a
background of real-time modeling (Section 2);

e Review the current literature on (hard) real-time scheduling analyses and techniques when
fault tolerance — in particular, SIFT — is considered (Section 3);

e Propose a joint model for scheduling and failure analyses for SIFT, highlighting the interac-
tion between the two analyses (Section 4);

o Thanks to the joint model, outline the current challenges and future possible research direc-
tions for fault-tolerant real-time systems (Section 5).

The goal of this article is not to survey the fault-tolerance approaches, nor the real-time scheduling
algorithms, for which many literature reviews are available.! Instead, we focus on the intersection
of these two topics, particularly on the identification of the open problems.

2 BACKGROUND

This section provides the knowledge on reliability engineering theory needed for understanding
the issues and clearly defines all of the related terminology.

2.1 Terminology

Fault, error, and failure are terms sometimes used interchangeably, but there is a clear distinction
between them. While different definitions exist, in this article, we use the ones from the IEEE
Standard 610.12 [48]:

o A faultis a defect in a hardware device or component. This definition includes any variation of
the actual behavior from the designed behavior, for example, a bit flip or a broken transistor.
There are many models for faults. The most common one for transient faults is the Single
Event Upset (SEU), when a bit is accidentally flipped in the memory: we expect a 1 but it
is actually 0 or vice versa. Many other models exist, such as Multiple Event Upset (MEU) or
Single Hard Error (SHE).

An error is the difference between a computed, observed, or measured value or condition and the
true, specified, or theoretically correct value or condition. The error is the effect on the system
caused by the realization of a fault. An example is an SEU in the memory location containing
the value read from a distance sensor, which changes the computed distance from the real
“10 meters” to the erroneous “26 meters.” In contrast to a fault, an error is a deviation in the
software functionality.

A failure is the inability of a system or component to perform its required functions within
specified performance requirements. A failure occurs when the system does not perform ac-
cording to its requirements due to the presence of one or more errors. Considering the pre-

vious example, if the system is required to carry out the distance value with an accuracy of
1 meter, the “26 meters” output is a violation of the system requirements and, thus, a failure.

From the previous definitions, it is possible to notice that a fault can exist yet it does not produce
an error — for example, an SEU in an unused memory region —and an error can exist while it does
not produce a failure — for example, when the erroneous value in a variable does not impact the
system output or the output is still compliant with the accuracy requirements.

1We omitted citations here due to the large number of survey articles available in the literature for these two vast fields. A
quick search with keywords will return numerous results by major publishers.
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Table 1. Possible Criteria for Fault Classification Proposed by Avizienis et al. [5]

and Classes Featured in This Article (Third Column)

Criterion Possibility Selected
Phase development/operational operational
Location internal/external internal
Phenomenological cause | natural/human-made natural
Dimension software/hardware hardware”
Temporal persistence permanent/transient all
Objective malicious/non-malicious | non-malicious’
Intent deliberate/non-deliberate irrelevant
Capacity accidental/incompetence irrelevant

* Hardware refers to the cause of the faults, but the presence of a hardware fault may impact
the software behavior.

* Although malicious faults are not the main subject of this work, a brief discussion is
available in Section 5.7.

2.2 Faults Taxonomy

Different ways to classify the characteristics of faults exist. For instance, AviZienis et al. [5] propose
eight different criteria to classify faults as delineated in Table 1. These criteria lead to a combination
of 256 different fault classes. In order to clearly define the boundaries of the discussion in this
article, we restrict our analysis according to the third column of Table 1. The choices have been
driven by the necessity to focus on the faults that are (1) not directly linked to human activities and,
therefore, subject to nondeterministically quantifiable uncertainties; (2) possible to be modeled
with a joint failure-timing model; (3) related to the operational phase of the system, thus, not
considering any design mistake. This selection also allows us to focus on the SIFT techniques
because we consider only the hardware as a fault source.

The temporal persistence criterion plays an important role in the subsequent discussion of model-
ing faults in real-time systems. Avizienis et al. [5] identified two classes for this criterion: transient
and permanent. In the following, we characterize these two classes and add another class: inter-
mittent faults.

Transient faults. Transient faults are defined as the faults that produce a temporary effect on the
system, and their causes disappear (almost) immediately. The SEU model is the most commonly
used representation of these faults. They can originate from three main causes [44]:

(1) Alpha radiations emitted from impurities of the materials used for the chip package that
contain spurious radioactive isotopes.

(2) High-energy cosmic rays that, when hitting the hardware components, emit alpha and
gamma radiations.

(3) Neutron-induced fission, caused by boron atoms used in the reflow soldering process or
p-doped state of the transistors, emitting alpha and gamma radiations.

The probability of events caused by (1) and (3) can be reduced (but not eliminated) by improv-
ing manufacturing processes, whereas the events caused by (2) can be only partially reduced by
shielding the hardware. However, large and heavy shields are often unfeasible from weight and
size standpoints, especially for aerospace applications. In addition to these causes, poorly designed
hardware may introduce transient faults caused by, for example, signal cross-talks, electromag-
netic effects of memory cells [56], or improperly filtered power fluctuations [36]. The continuous
technological advancements in decreasing hardware size and the increasing number of transistors

ACM Computing Surveys, Vol. 55, No. 14s, Article 306. Publication date: July 2023.



Software Fault Tolerance in Real-Time Systems 306:5

make computing systems more susceptible to transient faults. It has been observed [63] that on a
standard server DRAM without Error-Correcting Code (ECC), the fault rate is in the order of 107>
per hour. Approximately 30% of these faults caused a failure in software functionalities. However,
in the space environment or with field-programmable gate array (FPGA) devices, this probability
value is significantly higher, reaching 1072 per hour [71, 96]. Due to the increasing susceptibility
to transient faults of modern architectures, some recent works do not limit the analysis to a single
event. Rather, they also consider MEU faults [3, 7]. The use of error-correcting devices (such as
ECC memories) makes a system resilient to SEUs transparently with respect to the software, and
some approaches can guarantee partial resilience to MEUs. Their implementation, however, re-
quires a specialized hardware implementation that clashes with the goal of using COTS hardware
for critical applications.

Intermittent faults. Intermittent faults are similar to transient faults regarding the persistence
property, but they tend to occur in fault bursts, that is, a continuous and rapid sequence of transient
faults. They are mainly caused by external environmental conditions, such as temperature and
voltage variations, hardware issues (both manufacturing defects and wear out), or High-Intensity
Radiated Fields (HIRF) [39, 67]. The latter case is a sensitive problem for avionics applications [4],
especially in proximity to airports due to the presence of a large number of RF devices. While
temperature-, voltage-, or RF-induced faults tend to occur in random locations, hardware-related
intermittent faults repeatedly affect the same location. This particular case of hardware-related
faults has been studied in the works of Constantinescu [24, 25] and of Gracia-Moran et al. [39].

Permanent faults. Permanent faults have been extensively studied in the literature, and they are
characterized by the fact that a permanent fault continues to exist until the component is repaired
or replaced. Hardware is always subject to faults caused by infant mortality (early-stage faults),
random uncontrollable faults, and component wear out, which comprise the well-known bathtub
curve hazard function [105]. In addition, environmental effects may be sufficiently powerful to
break down one transistor or other components. A resource that suffers from a permanent fault is
usually considered full-failed and removed from the pool of available resources. In 2018, Gunawi
et al. [41] proposed” a further classification of permanent faults that may allow the resource to
remain available in degraded modes:

e Fail-Stop: The resource/component is completely not usable. For example, one of the cores
of the processor stops working.

o Fail-Partial: One part of the resource is offline, whereas another part is still usable. An ex-
ample is a stuck bit in a memory location: that specific cell is considered failed, but we can
continue to use the remaining memory by remapping the task memory spaces.

o Fail-Slow: The resource components still work but at reduced performance. Two examples:
(1) a fault in the cooling system that forces the operating system to reduce the frequency
of processors to keep the temperature in an acceptable range; and (2) the failure of one
out of two requires the shutdown of some computing components to remain in the power
budget.

Clearly, the difference between Fail-Stop and Fail-Partial depends on the granularity that we select
for the resource. For example, if a single processor is considered to be one single resource, it means
that the failure of one core is a Fail-Partial fault, whereas if the core is considered to be a single
resource, its failure is considered to be Fail-Stop.

2The work focused on large-scale systems, but the concepts can also be applied to embedded systems.
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Fig. 1. The four main software fault recovery approaches. In (a), (b), and (c), the symbol 7;j represents the
Jj-th job of the i-th task, and k identifies the redundancy or re-execution job. Instead, in (d), 7; j i is the k-th

part of the job 7; ;. In the depicted example, the job 71 1 is composed of three parts.

It should be noted that some classes of faults are categorized as permanent or transient de-
pending on the context. For example, certain Single Event Latchup (SEL) faults can be restored by
cycling the power of the device. However, in the context of hard real-time systems, such faults are
usually considered permanent because, in most applications, the reboot delay potentially causes a
deadline miss or the loss of data.

2.3 Fault Recovery

Software fault recovery techniques are categorized in space redundancy and time redundancy. The
former resembles the traditional hardware fault tolerance techniques by replicating the workload
over different resources. The latter consists of replicating the workload on different time periods,
possibly on the same resource. The four main approaches are depicted in Figure 1.

Space redundancy techniques. The N-modular redundancy (NMR) (also called active redun-
dancy [48]) technique is the simplest approach to software fault tolerance, similar to traditional
hardware redundancy. Each critical task is replicated N times (e.g., 2MR, 3MR). The main task and
the replica tasks perform exactly the same operations, and a voting mechanism decides which out-
put is the correct one. The voter can be implemented in hardware or software. In this article, we
focus on software voters, whose taxonomy is described in the survey-style article by Latif-Shabgahi
etal. [60]. The redundancy tasks usually run on different memory spaces to be resilient with SEUs,
and in the case of availability on multicores/processors, they run on different computational units.
The number of replicas is usually immutable. For this reason, N-MR is also categorized in static-
redundancy techniques. Instead, its dynamic counterpart is reconfigurable duplication (also called
standby redundancy [48]). This technique consists of still having (N — 1) replicas that, however,
remain on standby and perform full computation only if a fault is detected. We can further classify
the standby redundancy techniques in the following.
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e Hot-Standby: Both the main task and replicas compute the output, but only the main task
actually carries out the result, whereas the replicas’ outputs are suppressed in normal opera-
tion. If a fault is detected, the main task output is suppressed and one of the replicas becomes
the main task.

e Cold-Standby: The task replicas do not perform any calculation; they just keep the internal
state updated. If a fault occurs, one cold-standby replica is elected as the new main task and
starts to perform full operations. The delay in carrying out the result when a fault occurs
is higher in this case compared with hot-standby, but it reduces the overhead in normal
operation.

These two definitions may change depending on the context. Other terms are often used inter-
changeably, for example, Warm-Standby is sometimes used as a synonym for Hot-Standby.

Time redundancy techniques. Many different approaches have been proposed as time redun-
dancy fault tolerance techniques. The most common ones are re-execution, checkpoint/restart, re-
covery blocks, and forward error recovery. The underlying concept of all of them is to execute a
recovery routine when a fault is detected. In particular:

e The re-execution (or retry) technique restarts a job (potentially multiple times) if a fault is
detected. The extra computation is identical to the original job. If the state of the job or the
environment needs to be restored after a fault, an additional procedure, called Backward Error
Recovery, is performed. In some previous works (e.g., [43, 78]), due to scheduling reasons,
the currently preempted jobs are also re-executed even if not affected by the fault. This last
technique is called multiple recovery.
The checkpoint/restart (or checkpoint/restore) is an evolution of the re-execution technique,
which periodically saves the state of the tasks (checkpoint). Fault detection triggers the
restart from the last available checkpoint (restart). In contrast to the re-execution technique,
the computation does not have to restart from scratch, reducing the response time in the
case of a fault. However, it introduces an additional overhead for the checkpoint, even in the
absence of faults. This strategy is typical of High-Performance Computing (HPC), in which
tasks take hours or days to complete and restarting from scratch is not affordable.

e Recovery blocks can be considered as another variation of re-execution. In the case of a fault,
a different version of the code is run to perform the same function (possibly with degraded
performance). This technique also allows solving common-mode errors, for example, unex-
pected software bugs.

e Forward error recovery consists of executing a special routine that fixes the error without
re-executing the original task. It is usually implemented with an exception-handling mech-
anism: an exception is raised/thrown, breaking the execution flow, and dedicated handling
code manages the erroneous condition. This is typical of storage and network algorithms
that use error-correcting code to fix the error. However, the use of this technique is usually
limited to a few application scenarios.

2.4 Fault Detection and Isolation

The purposes of fault detection and fault isolation are to determine the presence of a fault (or an er-
ror) in the system and to identify the location and characteristics of the fault, respectively. Together
with the previously mentioned fault recovery techniques, they are bundled under the umbrella
term Fault Detection, Isolation, and Recovery. Many surveys on state-of-the-art hardware/software
strategies are available [47, 92, 99].

A robust fault detection algorithm is essential for certain fault recovery techniques such as re-
execution. In fact, while NMR is intrinsically able to detect and isolate the faults using the voting
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mechanism, time redundancy techniques need proper methods that do not require re-executing the
whole task to detect the faulty condition. Such methods often detect errors instead of faults. Hard-
ware solutions for fault detection include (1) fail-signal processors [77] that can detect (usually, with
a co-processor) abnormal functional or timing behaviors; (2) error-detecting code, mainly used in
memories, bus, and communication devices; (3) watchdogs, which detect timing violations of the
software; and (4) hardware acceptance tests. For software techniques, dedicated fault detection
routines could run in parallel, at predefined intervals, or at the end of each job. They usually look
for signature verification (e.g., control-flow graph signatures [62, 76]), run software watchdogs, or
perform acceptance tests (also called sanity checks [90]). The acceptance tests can be performed in
many different ways that strongly depend on the application itself. Good examples come from con-
trol theory, in which several different acceptance tests have been developed to verify the output
of controllers (see Hwang et al. [47] for a comprehensive survey).

Hardware fault-detection techniques usually have no impact on the execution time — being
executed in parallel or transparently to the software — or included in the architectural timing
specification. Instead, for software fault detection, algorithm overhead should be taken into ac-
count in the design phase. The most common case is to execute the software acceptance test at the
end of each job. From a modeling standpoint, the overhead of the fault-detection algorithm is usu-
ally included in the WCET of each task [16, 81, 101]. Instead, in the case of algorithms running in
parallel, for example, in a multithreading setup [102], we need to consider the overhead separately.
However, to the best of our knowledge, no works tried to analyze the timeliness of such parallel
software fault-detection approaches.

2.5 Fault Injection

In both industrial and academic fields, testing the system against faults is essential to verify its
resilience to possible errors. To effectively test detection and recovery capabilities, we cannot wait
until a sufficient number of transient faults occurs; thus, artificial faults have to be injected into
the system. Fault injection techniques can be categorized [45, 115] as follows.

e Hardware-Based: Using hardware devices to inject faults, including with contact (e.g., con-
nect a probe to cause voltage spikes) or without contact (e.g., RF disturbances).

e Software-Based: Software that runs “in the background” and writes on memory locations
according to a random or predefined pattern.

e Simulation-Based: The hardware platform is simulated, and the fault injection is introduced
at Register-Transfer Level (e.g., in VHDL). The faults follow specific patterns and distribu-
tions determined at design time and cannot change at runtime.

e Emulation-Based: The hardware platform is written on an FPGA in addition to some extra
blocks to allow a host computer to inject fault in a transparent way with respect to the
processor under analysis.

All of these options have both advantages and disadvantages. Hardware-based fault injections are
perfect representatives of the system and the faults. However, such mechanisms require complex
devices, especially if one is trying to simulate transient faults. For example, nuclear devices are
used to emit ion radiations and test the hardware resilience to faults [55], but this approach is very
expensive and not practical for software development purposes. Simulating a fault in a particular
area of the system (e.g., one particular bit of the memory) is also not easy with hardware tech-
niques. Conversely, software-based solutions are very easy to be implemented, but from a real-time
perspective, they break the timing property of the system, making an analysis of their overhead
necessary. They may also not be able to stimulate certain system parts that are not directly accessi-
ble to software. Consequently, achieving representativeness is challenging [73]. Simulation-based
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solutions are not intrusive and have maximum fault controllability. However, they are tricky to
develop, and a considerable simulation time is needed to gather enough data. Emulation-based ap-
proaches are usually relatively easy to implement, but they have the same issues as software-based
techniques, including the timing properties breaking.

In conclusion, there exist many different techniques to inject faults, each with its own advan-
tages and disadvantages. Which technique to choose depends on the context, the necessary test
accuracy, and the availability of test equipment.

2.6 Mixed-Criticality Systems

In critical systems, not all functions require the same level of guarantees in terms of timing or
functional correctness. Criticality is a concept present in many safety-critical standards (e.g., DO-
178B [89] and IEC 61508 [49]) and is usually assigned to each function provided by the system.
It represents the mapping of the failure of a component (either software or hardware) with the
impact on the whole system and environment safety. For instance, the aviation standard DO-178B
has five criticality levels, named Design Assurance Levels (DALs). The highest DAL, DAL A, is
assigned to the functions whose failure effects can cause catastrophic damage (loss of the airplane
and human lives), while the lowest, DAL E, is the criticality level assigned to functions with no
impact on flight safety in the case of malfunction.

The necessity to reduce design and production costs of systems, also in terms of non-functional
properties (such as energy, power, weight, etc.), spurred the trend to consolidate multiple appli-
cations into the same system, possibly with different criticality levels. Such systems are called
mixed-criticality systems. Regarding the software and timing domains, a criticality level is assigned
to each software task. In the traditional Vestal’s model for mixed-criticality [100], a set of different
WCETs is assigned to the tasks, each one computed with a given confidence level depending on the
criticality. The survey of Burns and Davis [17] recaps the recent developments in mixed-criticality
by the real-time community.

The software failure model of a task is usually considered in the logical sense - the task pro-
duces an incorrect output — or in the timing sense — the task does not produce a correct output by
the prescribed time. In dual-criticality systems, the HI-criticality tasks are allowed to “fail” in the
timing sense by overrunning their LO-criticality WCET due to an underestimation of it. How to
apply fault tolerance and graceful degradation, making the system robust and resilient, has been
the subject of previous works (e.g., see [19]). This concept of tolerating temporal faults is orthog-
onal to the topics in this article. Instead, we focus on hardware faults and SIFT. In Section 4.2, we
describe in detail the failure model for software tasks considered in this work.

3 LITERATURE REVIEW

This section presents the state-of-the-art of the scientific literature dealing with fault tolerance
mechanisms applied to real-time systems. It is not the goal of this section to provide an extensive
review of the fault-tolerance techniques, which is already present in other surveys available in
the literature, for example, [40, 91]. A survey published in 2018 [66] reviewed the state-of-the-art
works on joint fault and timing analyses, focusing on multicores, WCET estimation in the presence
of hardware faults, and on fault injection mechanisms. This survey by Lofwenmark and Nadjm-
Tehrani [66] can be considered orthogonal to this section, which instead focuses on the timing
properties of fault-tolerance techniques.

The classification of the papers according to the used fault tolerance mechanism(s) is summa-
rized in the Venn diagram of Figure 2. In the next subsections, we describe and analyze these
papers.
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Checkpoint/Restart

Re-Execution

Recovery Blocks Replica/Standby

Fig. 2. The state-of-the-art papers classified based on the used fault tolerance technique.

3.1 Re-execution

The re-execution strategy is the most studied in the literature as the software-level fault tolerance
mechanism for real-time systems. To the best of our knowledge, Pandya and Malek in 1994 [78]*
is the first work on real-time schedulability analysis that considers fault tolerance aspects, specif-
ically the re-execution of the tasks in the case of transient faults. The authors computed the uti-
lization upper bound that guarantees the schedulability of tasks under the Rate Monotonic (RM)
scheduler (U < 0.5), assuming that one fault can occur and tasks restarted. In particular, the fault
must occur with a frequency not greater than the inverse of the maximum task period, that is,
Tr > maxy, T;, where T is the minimum interarrival time for the faults and T; the period of the
7; task. Their approach is multiple recovery; it restarts all of the partially completed tasks when
the fault occurs, including the preempted ones. This has been done in order to guarantee that
the RM priority remains fixed. Ghosh et al. in 1995 [35] extended this work in 1998 [36]. They
proposed the utilization bounds for the re-execution strategy, improving the previous bounds of
Pandya and Malek [78]. The main change is to restart just the failed task and not the whole set of
active tasks. They also briefly studied the case of multiple failures of the same task or of different
tasks.

The concept of interarrival time for the faults was also considered by Burns and Davis [16] in
1996, in which the authors proposed a schedulability analysis based on the response time analysis
for fixed-priority schedulers as a function of Tr. The authors computed the schedulability condi-
tions for re-execution, forward error recovery, recovery blocks, and checkpoint/restart techniques.
In 1999, this work was extended [20] by providing probabilistic bounds and the exact formulation
for the minimum interarrival time of faults when they are distributed according to the Homoge-
neous Poisson Process assumption (described later in Section 4.3).

In 2009, Zhu and Aydin [114] studied the effect of dynamic voltage and frequency scaling (DVFS)
on reliability. While reducing frequency and voltage has beneficial effects regarding permanent
faults, it also increases the probability of transient faults, which has been analyzed by the authors.
Their scheduling algorithm also reclaims the slack space to run recovery tasks. A 2022 survey on

3The paper had been published in the IEEE journal in 1998, but the original technical report has been available since 1994.
This is also verifiable in the paper of Burns and Davis [16] published in 1996.
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energy-aware scheduling algorithms [110, Section 5] describes some works that considered both
the scheduling and reliability problems when transient faults are caused by DVFS settings.

The re-execution technique was also studied by Many and Doose [67] in the case of intermittent
fault bursts, focusing more on disturbance duration rather than fault frequency. Their approach
works for RM or Deadline Monotonic (DM) scheduling. They provided the schedulability analysis
as a function of burst duration and max processor utilization. Similarly, in 2014, Haque et al. [43]
proposed the utilization bound per Earliest Deadline First (EDF) with re-execution as a function of
the burst duration. Thekkilakattil et al. [98] suggest a fault-tolerant scheme such that the schedu-
lability is guaranteed if no more than one fault burst per hyperperiod occurs. If more than one
fault burst occurs, the processor frequency is increased to provide the best possible computational
power to schedule the re-execution and the remaining jobs.

In 2022, Kritikakou [58] studied the timing impact of re-execution in heterogeneous computing
when applied to GPUs subject to SEUs.

3.2 Mixed-Criticality

The first two works on mixed criticality and fault tolerance were proposed in 2014 by Pathan [79]
and Huang et al. [46]. Both converted the fault tolerance problem to a dual-criticality problem.
The former exploits the re-execution mechanism and the recovery routines for HI-criticality tasks,
whereas the LO-criticality tasks are dropped. The latter work used the re-execution mechanism and
proposed a degradation of the performance of LO-criticality tasks instead of task dropping. The
authors also derived a simple failure analysis to estimate the probability of a LO-criticality task to
be dropped or degraded, linking it with the requirement of the probability of failure per hour. As a
follow-up of the previous work, Lin et al. [65] proposed an EDF scheduling scheme based on the re-
execution of faulty HI-criticality tasks and the maximization of the LO-criticality task executions.
Then, an online slack reclaiming algorithm to accommodate recovery tasks for LO-criticality tasks
is discussed. Re-execution in a mixed-criticality context was also considered by von der Briiggen
et al. [101], which modeled a system with normal and abnormal modes. In normal mode, all of the
tasks meet the deadlines. When a fault occurs, the abnormal mode is activated, and the deadlines
are guaranteed for HI-criticality tasks only, whereas LO-criticality tasks have bounded worst-case
tardiness. The authors also considered intermittent faults.

In 2017, Zhou et al. [113] proposed another mixed-criticality approach in which the HI-criticality
tasks have redundancy similar to a replica but with a time redundancy. To tolerate 1 fault, they
run the HI-criticality task 3 times, and a voting mechanism decides the output. To tolerate 2 faults,
5 identical jobs are run, and so on. If needed, the LO-criticality jobs are dropped. Thekkilakat-
til et al. [97] proposed in 2015 an extension of their previous work on re-execution tasks [98]
which guarantees the fault tolerance requirements for the HI-criticality task only, whereas for LO-
criticality the fault tolerance execution is not guaranteed after the occurrence of a fault. A different
approach based on the application of re-execution and/or replica to task graph-based application
has been proposed by Kang et al. [54] in 2014. They analyzed the static schedulability problem in
mixed-criticality and multiprocessor context. More recently, in 2019, Safari et al. [90] studied the
scheduling of replica tasks in a dual-criticality and multicore setup by also considering energy op-
timization. In 2022, Chen et al. [23] studied the link between resource sharing and transient faults
in a mixed-criticality context. The authors developed a fault-tolerant scheme in which the normal
sections of the tasks are protected by re-execution, whereas the critical sections are protected by
replicas executed on a multicore processor.

Two mixed-criticality approaches were presented in 2011 and 2013 by Axer et al. [6] and Bolchini
Miele [14]. Both papers considered a simplified mixed-criticality model in which the importance
of each task affects only the fault tolerance and not the task timing properties, thus focusing more
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on design-space exploration at the system level rather than on mixed-criticality schedulability
analysis.

Finally, it is worth citing Gonzalez [38], who, in 1997, years before the seminal Vestal [100] paper
on mixed-criticality, proposed an adaptive fault tolerance technique that degrades the execution
of noncritical tasks when faults occur.

3.3 Checkpoint/Restart

The Checkpoint/Restart (C/R) strategy is a common approach for HPC systems, but it has also
been studied for real-time systems. The first works on timing properties for C/R can be found in
the 1970s [34, 108] and 1980s [95]. However, the first works considering hard real-time require-
ments are the papers on the response time analysis by Burns et al. [16, 20] in 1996 and 1999. The
subsequent works focused on studying mainly the checkpoint rate, including the follow-up of the
works by Burns et al. by Punnekkat et al. [81]. The same year, in 2001, Kwak et al. [59] studied the
optimality of checkpoint periods using a Markov chain to model the Poisson distributed faults. The
work uses a control theory-like approach considering the multiple tasks case only with timeline
scheduling. In 2014, Zhengyong et al. [112] studied the optimality of the checkpoint rate when
considering intermittent burst faults and compared C/R with the re-execution strategy.

The first paper on real-time and fault tolerance with the goal of reducing the energy consump-
tion of a C/R approach was published in 2004 by Melhem et al. [68]. They assumed one single
transient fault per job. They followed two approaches: (1) periodic checkpoints; and (2) check-
point intervals have different sizes, increasing the frequency when approaching the deadline. They
find the optimal period length for the first case; they computed the reduction in the processor’s
speed for the second case. The reference scheduler is EDF. Two years later, in 2006, Zhang and
Chakrabarty [109] proposed another approach for power and energy management based on the
C/R mechanism. Their work focused on hyperperiod-oriented feasibility tests, that is, guarantee-
ing that k faults occurring in one hyperperiod are tolerable for a fixed-priority scheduler.

In 2016, Salehi et al. [93] proposed a tuning of the checkpoints frequency and processor fre-
quency based on both offline and online decisions. The nonuniformity of checkpoint intervals
(that are postponed as much as possible while guaranteeing k-fault tolerance) allows the energy
to be reduced. The authors focused more on the energy and fault aspects than timing properties.

In HPC, C/R has also been used to implement predictive reliability. A health monitor constantly
checks the system status, estimating its reliability to proactively report an imminent fault. This
strategy usually applies to permanent faults and allows the resource manager to migrate a task to
a different core or even a different system [85, 103].

3.4 Other Approaches

In 1997, Mosse et al. [72] studied standby-sparing systems on single- and multiprocessor scenarios,
providing a theoretical model for certain classes of applications and standby-sparing strategies.

The extensive work in 2013 of Zhao et al. [111] studied the case of frame-based tasks with
precedence constraints, expressed as a Direct Acyclic Graph (DAG) running on a system with
energy management strategies (DVFS) and a novel shared recovery scheme. This strategy is based
on recovery blocks that share the same time slots, turning to active in the case of fault. In this way,
it is not necessary to allocate time to each recovery block task (considering a single-fault scenario).
A DAG was also used by Chen et al. [22] to model a mixed fault tolerance approach that includes
both NMR and re-execution. The authors provided design strategies for real-time systems to select
the best fault-tolerance approach according to scheduling requirements in multicore systems.

In 2018, a short paper by Niu et al. [74] proposed the development of a scheduler for standby-
sparing systems (2NR hardware redundancy) with the aim of minimizing energy consumption.
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In 2016, a mixed hardware/software approach was proposed by the authors of [2]. This paper
exploited the Simplex architecture that provides a hardware rescue computing unit that monitors
the main unit. When a fault is detected, the rescue unit reboots the main unit and provides simple
control of the system outputs to guarantee a minimal set of functional requirements while the
main unit is rebooting. This is an example of re-execution fault tolerance applied to the whole
system instead of at the task level.

Many other approaches to fault tolerance have been proposed in the context of distributed real-
time embedded systems. We decided to not include them in this literature review section because
they are out of scope with respect to timing analysis. Some examples include the work of Feng and
Lee [32] in event-based systems with the C/R mechanism and the work of Emberson and Bate [27]
based on hot backup replicas.

3.5 SIFT and Industry Standards

Depending on the application domain, different standards apply for safety-critical systems. Some
standards allow or suggest the use of software fault tolerance techniques, for example, the EN
50128 [31] for critical software in the railway industry explicitly cites all of the aforementioned
fault recovery techniques. The ECSS-Q-HB-60-02A handbook [30] by the European Space Agency
(ESA) describes various software replica approaches as possible SIFT mechanisms for COTS hard-
ware. However, the standards do not generally allow use of the failure rate at the software level.
ISO 26262 (Functional Safety in Road Vehicles) [50], DO-178B/C (Software Considerations in Air-
borne Systems and Equipment Certification) [88], and EN 50128 explicitly disallow the software
to have a defined probability of failure. This limitation comes from the impossibility of estimating
the probability of a software fault — intended as a bug or defect — to occur. However, if we imple-
ment SIFT by restricting the fault model according to Table 1, it is possible to compute exactly the
fault and failure rate after SIFT because the probability of the original event (the hardware fault)
is known. Reconciling the software and hardware fault/failure probability, as described in the fol-
lowing sections, allows better exploitation of the computing resources and formally guarantees
the satisfaction of the failure rate requirements.

4 CROSS-MODELING A FAULT-TOLERANT REAL-TIME SYSTEM

Most of the state-of-the-art works presented in the previous section used a traditional real-time
model. In this section, we propose a model extension based on resource assignment functions,
which allows a more accurate representation of the fault probabilities for each task. Then, we
present how to compute the probability that a job is affected by a fault and the consequent impact
on the failure requirement. As shown in Section 4.3, the use of this joint time-fault model can
improve the satisfaction of failure and schedulability requirements. Section 5 discusses possible
future work that may exploit this model.

4.1 Task and System Model

The task model is defined like a traditional real-time task model: the task set is identified by 7 =
{71, 72, ..., Tn}, and each task 7; = (C;, T;, Dy, p;°?) is modeled with the WCET C;, the period or
minimum interarrival time T; of the jobs, and the deadline D; (assumed constrained: D; < T;). It
is possible to consider further timing properties, but they are not necessary for the goals of this
work, since we are not focusing on a particular scheduling algorithm. The value p;°? represents
the safety requirement, that is, the maximum probability of a task failure to occur that we must
guarantee. All time values are expressed in workload units, that is, as the number of clock cycles

when the task is run on a unit-speed processor. The p;“? value is instead expressed as frequency
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over time unit, as detailed in Section 4.3. Each activation of a task is called a job and is represented
by 7; ;. Each job has an activation or release time a; j, a start time s; ;, and a finishing time f; ;.

The resources of the systems R = {Ry, Ry, ..., Ry} represent all of the hardware components
that can be assigned to each task, for example, processors, memories, and I/O devices. Each task
is assigned to at least one resource. The assignment is performed statically offline or dynamically
online depending on the scheduling and resource management strategy employed. We express the
association of a task to its resource with the resource assignment function:

a(r.R) = {1 ifr assi.gned toR (1)
0 otherwise

With the resource assignment function, it is already possible to express the failure requirement

by considering the probability that a fault occurs in a job 7; j as the merged probability of a fault

to occur in the resources assigned to the task, that is, YR : a(z;, R) = 1. To improve the granularity

of the fault computation, we create more detailed representations of the resource usage by a task:

e The active space-share assignment function 0 < ag‘(r,R) < 1 and the inactive space-share
assignment function 0 < aé(r, R) < 1. They are a generalization of the previous definition of
resource assignment function representing the amount (in percentage) of the resource R that
is used by the task 7 with respect to the fault probability. The active space-share assignment
refers to when one job of the task started its execution but not yet finished (interval [s; ;, f; ;]).
In this case, any fault occurring during the job execution can directly cause an error. The
inactive refers to the time after the finishing time and before the next start time [f; ;, si, j+1]-
In this second case, any fault occurring before the next job execution may cause an error
during the next job execution. This distinction is typical of memory resources and allows a
better fine-grained estimation of the fault probability, reducing total job fault probability by
excluding unused memory regions from the calculus. For example, let us consider a memory
modelled with a uniform fault rate among the memory cells. Thus, if the task 7; is assigned
to memory R; of size 1024 MB, then a‘S“(ﬁ,Rl) = 0.25 and aé(rl,Rl) = 0.125 mean that the
task is using at most 256 MB of R; when active and 128 MB of R; when inactive. For CPUs,
this function typically assumes the Boolean values 0/1, that is, a task can be assigned or not
to the CPU, but not half-assigned.

e The exposure time share 0 < ar(r,R) < 1, which is the maximum percentage of the task
to be active in the resource R over its period. If the resource active period corresponds to
the task active period, then ar(7;,Rj) = (maxi(fix — sik))/T;. Note that ar(7;,R;) < 1;
otherwise, the scheduling would not be feasible. The difference T; — ar(7;, R;) is the inactive
time according to the definition of active and inactive space-share assignment.

Example 1. Let us consider a single-core single-memory system composed of two tasks 7; and
7, with D; = T; = 50, D, = T, = 100, and C; = 15,C; = 45 (the choice of harmonic periods
and implicit deadlines has been made to simplify the example, but they are not limitations of the
model). By using a preemptive RM scheduler,* we obtain the schedule depicted in Figure 3, which
is identically repeated in each hyperperiod. Let us also assume that the memory size is 128 MB and
both tasks use 1 MB of the memory when inactive and 16 MB when active. With these assumptions,
the tasks will suffer from an error in their next job execution if a fault occurs during their inactive

4The task set is schedulable because the utilization is U = % + % = 0.75, which is compliant with the 2-task RM
schedulability condition: 0.75 < 0.8284.
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Fig. 3. An example of two tasks scheduled with preemptive RM. The active and inactive periods of 7, are
annotated.

period inside the 1 MB of memory or during the active period inside the 16 MB of memory. We
can then compute the following values for the assignment functions:

af (r;, MEM) = a§(t;, MEM) = 0.125
ak (1, MEM) = a%(z,, MEM) ~ 0.007
ag(r;,CPU) = af(r,,CPU) = 1

I

ak(r1,CPU) = al(r,,CPU) = 0
ar(r1,CPU) = ar(r;, MEM) = 0.3
aT(Tg,CPU) = (ZT(TZ, MEM) =0.6

4.2 Failure Models

In the this subsection, we propose a failure model and analysis to show how the previous task
model - particularly the assignment functions - is helpful to improve the ability to comply with
the requirements. As with the previous task model, the failure model will allow us in Section 5 to
propose novel research directions. We limit the discussion of this section to transient and perma-
nent hardware faults by assuming them independent and identically distributed. This assumption
is realistic and widely adopted in industrial contexts [82].

Hardware fault rate. We split the hardware fault rate into transient fault rate Ar(R;) and
permanent fault rate Ap(R;, t). In the latter case, the fault probability of a resource R; depends on
the time, while the former is independent. The two fault rates are independent among them; thus,
the total fault rate can be expressed as A(R;,t) = Ap(R;,t) + Ar(R;). The traditional model for
permanent faults is the bathtub curve [1]: hardware components have, in general, higher failure
rates when they are young or old because of infant mortality and aging effects, respectively.
Conversely, they exhibit a nearly-constant failure rate in the middle of their life due to random
failures. Many approaches in safety-critical systems considered only this part of the device
lifetime by assuming extensive initial testing and the setting of an expiration date for the device
[57]. Conversely, the failure rate of components related to transient faults does not change
with time, and it is constant if the system parameters are kept constant (e.g., same voltage and
frequency, controlled temperature, etc.). As stated at the beginning of this section, all of the faults
are assumed to be identically distributed. If this assumption is not valid, that is, a resource having
different sub-components with different fault rates, this model can still be used by considering
the sub-components as separated resources.

The dangerous failure model. To build a failure model for our tasks, we first need to describe
how fault probabilities are modeled in reliability engineering. The basic metric for requirements
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is called failure rate A, which is expressed as the number of failures per unit of time. When consid-
ering dangerous failure requirements, the system is considered non-repairable because its failure
can cause immediate damage. In this case, the Mean-Time To Failure (MTTF) and the Mean-Time
Between Failure (MTBF) are equal and defined as % In 2015, the standard ISO 13849-1[75] defined
the MTTFp as Mean-Time To Dangerous Failure to better identify the probability of a failure that
has the potential to put the system in a hazardous state. In the traditional definition of hard real-
time systems, a task can never miss its deadlines; otherwise, the system is considered failed. This
matches with the concept of dangerous failures. In what follows, we assume that a hard real-time
system performs a critical safety function that can potentially create a dangerous situation if the
output is incorrect or not provided in time. This assumption has a crucial impact on what we
have to compute for the failure analysis: we are not interested in how much frequent subsequent
job failures (logical or timing) occur, but we need to compute the first failure probability, i.e., the
MTTFp. For example, let us consider these two scenarios:

e The job 7; ; of a task overruns the deadline or outputs a wrong result, and all subsequent

jobs 7 j41, 7i j42, . . . are correct.
e The job 7; ; of a task overruns the deadline or outputs a wrong result, and all subsequent
jobs i ji1, Ti, j+2, . . . are dropped and never executed.

These two situations are equivalent when analyzing dangerous failures because even a single fail-
ure of a job of the task may cause unacceptable consequences in our safety-critical system.

The (k,n)-failure model. In contrast to dangerous failures, the (k,n)-failure model allows a lim-
ited number of jobs to fail in a given interval, that is, the system is considered to be working if
at least k-out-of-n jobs correctly execute. This failure definition, from a real-time standpoint, is
related to the umbrella term weakly hard real-time systems [9]. The next subsection focuses on the
dangerous failure model and not on the (k,n)-failure model. However, (k,n) still presents interesting
research challenges; we will resume the discussion of this model in Section 5.7.

4.3 Verifying the Task Failure Requirements

The statistical process representing the occurrence of faults is the Bernoulli process, which models
a sequence of Boolean random variables E1, E,, . . . ,. These random variables assume the following
values: E;. = 1ifafault occurs at time® t = k, E; = 0 otherwise. We also define the random variable
E(t) = Y} E; as the number of faults occurring in a time interval [0;¢]. In the case of dangerous
faults, we are looking to the probability P(E(t) > 0). Since E(t) can only be a positive or null value,
it can be written as

P(E(t) > 0)=1-P(E@®) =0)=1-] |[1-p)=1-(1-p)", )
t

where p is the probability of observing a fault in a single time unit. This formula is valid because the
fault probabilities are independent for transient and permanent faults as discussed in Section 4.2.
The following shows how to derive the probability of a job failure from the hardware failure rate
A(R;) in order to verify whether the task complies or not with the failure requirements. For the
sake of completeness, it should be noted that for large t and small p, this probability converges to
the Poisson distribution with k = 0, that is, P(E; > 0) — 1 —e~"’. This is frequently used in safety
analyses [82] and is called the Homogeneous Poisson Process (HPP) hypothesis.
Probability of a fault to occur in a given job. The hardware fault rate is often expressed as the
probability of observing a fault in a given time interval, usually per hour. For this reason, we write

5We consider the time as a discrete variable because, in computing, at the finest scale it corresponds to clock cycles, which
is a discrete quantity.
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& to represent how many time units are in the time interval used as reference for the hardware
fault rate A(R;). For example, if A(R;) is expressed per hour and the unit-speed processor has a
frequency of 1 MHz, then § = 3.6 - 10°. Having this number, we compute the fault probability at
any time unit by inverting Equation (2):

N(R) =1-[1-AR)]F. 3)

We then derive the probability that a fault affects the job execution of a given task. This probability
depends on which resources it uses, the space-share value and time-share value, and the execution
time. The probability that a fault affects a task 7; during the active period is

aT(T,R)Ti
pr=1-| [] (1-afRA) (@)
Vk:Rk eR
and during the inactive period is
(1-ar(z.R)]T;
pl=1- ﬂ (1- af(ri. Re) 1Y) . (5)
Vk:Rk eR

Finally, we derive the probability of task failure as p*/ = 1 — (1 — p#)(1 — p!) and use it to verify
the requirement p;°® by changing the time scale from job to the measurement unit that is used by
"9 in expressed, in a similar way we performed in Equation (3).

p;

Example 2. Consider the tasks of Example 1 and their assignment functions. The probability of
the CPU to experience a fault is A(CPU) = 107°/h and the probability of the memory to suffer
from an SEU in a memory cell is A(MEM) = 10~*/h. We then compute the respective probability
at the single time unit, in this case by considering the unit-speed processor frequency at 1 MHz.
Then, A’(CPU) = 3.3-1071% and A’(MEM) = 2.7 - 1071, respectively. Having computed both the
assignment functions and the probability of hardware fault, we can now compute the probability
that a job fails in the absence of fault-tolerance mechanisms:

o pA=57-10""andpl =7.7-1071°
e pf=23-10"andp! =8.8-107"

from which we derive pA*! = 6.4 - 107 and p/*! = 2.4 - 10713, Since there are, respectively,
72000000 and 36 000 000 jobs each hour, the probability that at least one job fails per hour is
poUT = 4.6+ 107/h and p)°U" = 8.5 - 107°/h. As a term of comparison, without using the space
assignment function, this value would be ~ 107 for both tasks, and by considering the space

assignment function but not the time assignment function, the value would be ~ 1.3-107°/h. O

This example showed how, in the proposed model, a tight estimation of the failure probability
reduces the time and space utilization of the resources and, in turn, improves satisfaction of the
scheduling and failure requirements.

5 OPEN CHALLENGES AND FUTURE RESEARCH DIRECTIONS
In this penultimate section before conclusions, we enumerate the key challenges that arise from
the literature review and proposed model.

5.1 How Scheduling Decisions Impact on Fault Tolerance

As a trivial example to show why scheduling decisions can impact failure requirements, consider
the same example of Figure 3. According to Example 1, the two tasks are scheduled with a pre-
emptive RM scheduler. However, if we consider a non-preemptive version for RM, task r, is not
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preempted at t = 50 and runs until ¢ = 60. The active time for task 7, is then considerably reduced,
while the 71 active period remains equivalent and it can finish its execution by the deadline. By
recomputing the probability following the same procedure of Example 2, we obtain 6.5 - 107%/h,
which is = 24% lower than the previous failure rate. An RM scheduler gives high priority to shorter
tasks (and, consequently, the lowest exposed period), but they are not necessarily the most critical
tasks, that is, with the lowest value of p;?. In general, we can state that reducing the preempt-
ability of the task set reduces the active time of the tasks (and, thus, their failure rate), but it also
reduces the schedulability of the task set.

The initial part of the inactive time of a job is the time interval between the activation and the
start of the task. In the example of Figure 3, this value is 20 for the task 7;. Depending on the
application, the data input of the task can be read by the task itself or they may be already stored
somewhere in memory. In this case, the input data are also subject to faults. If the data size is
sufficiently large, it may be convenient to further split the inactive period into separate periods
(i.e., [a; j;si ;] and [ fi j; a;i j+1]) and analyze them separately from the failure analysis: The inactive
period after the job execution does not require taking into account the faults occurring in the input
memory area. Novel scheduling algorithms may be developed to reduce the s; ; — a; ; time for the
jobs with large input data quantities. To the best of our knowledge, no previous works address the
problem of faults occurring in the input data memory region.

A challenge related to the input problem is data dependency among tasks. Many recent works
in the real-time community use the DAG task model [11], in which each task (or sub-task) is
functional dependent on the input/output of other tasks (or sub-tasks), in a so-called parent—child
relation. The presence of such a model creates new challenges in failure analysis because a fault
may cause a cascade fault in subsequent tasks. The data shared among the tasks are also affected
during the time interval between the end of the parent and the start of the child. Similar to the
earlier discussion, a scheduling algorithm that minimizes this time may improve compliance with
the failure requirements.

Research Question 1. How can we build reliability-aware schedulers that minimize the active
time and, consequently, the exposure time ar(z, R), thus reducing the task failure rate pf” while
maintaining good schedulability levels?

Research Question 2. If a task requires the reading of a large amount of input data, how do we
implement a scheduler aware of this condition and that minimizes the delay between the activation
time and the start time of such task(s)?

Research Question 3. The DAG task model presents several challenges for real-time schedulers,
and the data dependency among the tasks creates a shared region of memory that can be affected
by faults. How can we perform proper scheduling to minimize the exposure time of these memory
areas?

5.2 Scheduling Analysis of Fault Tolerance Approaches

Fault tolerance techniques are usually analyzed separately in the state-of-the-art works, sometimes
comparing one against the other. An evolution of this approach is to combine multiple techniques,
for example, NMR and re-execution. The optimization of the integration of multiple techniques can
be advantageous from the scheduling standpoint to improve schedulability and, at the same time,
the compliance of failure requirements. The optimization of the checkpoint rate in the context of
heterogeneous fault tolerance mechanisms is another possible research direction.

Sporadic tasks are, in general, more difficult to handle in real-time systems unless we consider
them as periodic, allocating the same amount of time a periodic task would need. This problem

ACM Computing Surveys, Vol. 55, No. 14s, Article 306. Publication date: July 2023.



Software Fault Tolerance in Real-Time Systems 306:19

becomes even more critical when multiple fault tolerance mechanisms have to be employed for
such tasks, because allocating the required time in each period may lead to waste a consistent
amount of resources that would be underutilized when the sporadic task is not released. However,
in the presence of multiple sporadic tasks, we can say, in general, that it is improbable that multiple
tasks are both activated and affected by a fault at the same time. If the probability of activation is
known or estimable, the time required for the fault tolerance routines can be shared among the
sporadic tasks and the failure analysis correctly computed. Further investigations on how to deal
with sporadic tasks, allocate their fault tolerance routines and evaluate different fault tolerance
strategies are needed to better comprehend the effects on scheduling and failure analyses.

Conversely, the class of intermittent faults (described in Section 2.2) requires proper handling
of multiple faults in a short time period (fault bursts). This is challenging for both fault tolerance
and scheduling. A few works recently dealt with this class of faults that also lack well-assessed
fault models. Ferreira et al. [33] showed that intermittent faults are the cause of 90% of the total
faults of a CAN network when used in an automotive context. Linked to the fault burst problem
is the handling of MEU faults occurring at the same time.

Permanent faults are not necessarily full-system failures: as described in Section 2.2, they can be
categorized as fail-stop, fail-partial, and fail-slow. These failure modes present different challenges
from the real-time standpoint: the total or partial unavailability of the resource or the resource
slowdown reduces the computational capabilities in different ways, which should be managed
to allows the critical tasks to run, possibly without the fault tolerance routines or by dropping
non-critical tasks. This scheduling involves several of the following challenges. For instance, the
challenges in using DVFS are the same as those of the fail-slow case (see Section 5.4) or the mixed-
criticality approach to select the task to drop (see Section 5.3).

At the end of Section 5.1, we discussed how scheduling decisions impact the failure analysis of
DAG tasks. When the computed failure probability of the tasks does not adhere to the requirements,
the implementation of fault tolerance strategies becomes necessary. However, time redundancy
fault tolerance algorithms, such as re-execution, make real-time scheduling more difficult because
in the DAG task model, each task can delay all of the child tasks if a fault occurs and, for example,
a re-execution is needed. On the other hand, the main advantage of DAG task models - that is,
the possibility of parallelizing the workload — would be reduced if space-redundancy techniques
are employed, such as NMR, which occupies the processor to run the fault-tolerance algorithms
instead of running the parallel workload. However, the presence of a DAG task model can also
be beneficial. It allows exploitation of the idle processors when subsequent tasks are blocked by
dependencies to dynamically run preventive fault-tolerant executions and reduce the number of
time-redundancy algorithms required. The DAG task model presents many challenges and oppor-
tunities for future works.

Research Question 4. Integrating different fault tolerance techniques may improve the satisfac-
tion of failure requirements while providing better schedulability conditions. How do we allocate
resources and perform scheduling in this heterogeneous context?

Research Question 5. Sporadic tasks are difficult to handle in real-time systems, and more chal-
lenges are present when fault-tolerance routines need to be scheduled. How do we efficiently
schedule tasks without wasting resources when sporadic tasks are not activated? What are the
consequences for failure analysis and schedulability?

Research Question 6. Which fault models, fault-tolerance strategies, and scheduling algorithms
can be developed to react to intermittent faults and MEUs effectively?
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Research Question 7. How do we reconfigure real-time scheduling to react to fail-stop, fail-
partial, and fail-slow permanent faults with the goal of maximizing system utility?

Research Question 8. How do we efficiently schedule fault tolerance algorithms when DAG task
models are employed? Is it possible to exploit the parallelism information available in the DAG to
better allocate preventive fault tolerance jobs?

5.3 Mixed-Criticality and Fault Tolerance

As briefly introduced in Section 2.6, Vestal proposed the mixed-criticality model for real-time sys-
tems in his seminal 2007 paper [100], in which a criticality level is assigned to each task that
conceptually corresponds to the criticality specified for the safety analysis. From the timing anal-
ysis perspective, a task is characterized by one or more WCET values estimated at different levels
of assurance. In the event that a task overruns one of its WCET estimations, a system mode switch
occurs. In this case, the system reconfigures the scheduling strategy to still guarantee the timing
constraints of the high-criticality tasks. The traditional method consists of dropping the lower-
criticality tasks. For example, let us assume to have two criticality levels (LO and HI). To each
LO-criticality task, we assign a WCET CIFO. For HI-criticality tasks, we assign a WCET Cl.LO and a
WCET Cif, with C}° < CHI. The scheduler begins scheduling the tasks by considering the C;° of all
tasks. If an overrun occurs, the LO-criticality tasks are dropped to allow the HI-criticality tasks to be
scheduled according to C!''. However, several discussions recently emerged on the task-dropping
strategy [13, 29], which is considered far from the industry and standards viewpoint.

The reason why task-dropping does not fit with the safety standards is the common misconcep-
tion of what criticality is [29]. If a task is LO-criticality, it does not mean that is also a non-important
task that can be dropped when needed: a LO-criticality task is still a critical task, performing a crit-
ical function subject to certification requirements. Dropping tasks during mode switch creates a
“dependency” between the tasks: the functional correctness of a task does not depend only on the
task itself; rather, it is influenced by the behavior of other tasks. This is a violation of the indepen-
dence property, which is instead required by safety-critical standards, such as IEC61508-3 [49]: ‘Tt
shall be demonstrated either (1) that independence is achieved by both in the spatial and temporal
domains, or (2) that any violation of independence is controlled.” To solve this problem, we propose
to “control” this violation by joining the scheduling and failure analyses in order to obtain quanti-
tative data on the probability that task dropping occurs, which can be, in turn, used in the safety
analysis. Recent works tried to overcome this issue by applying different strategies than job drop-
ping: for example, precise scheduling the task by using DVFS to sacrifice energy in HI-criticality
mode [12, 94, 106].

Instead of triggering the mode switch due to an optimistic estimation of the WCET (an event
for which we do not know its probability), we propose to trigger it when faults occur and fault-
tolerance mechanisms need to be scheduled. In this way, we obtain two benefits:

(1) The probability of the mode switch can be computed and used in the failure analysis to
quantify the “violation of independence””

(2) The MC scheduling algorithms improve the schedulability ratio compared with traditional
non-MC scheduling.

To better describe this concept, we consider the following motivational example:

Example 3. Let us consider the task set depicted in Table 2. Tasks 7; and 7, belong to the highest
level, DAL A, 73 to DAL B, and 74 to DAL D. The maximum probabilities of failure associated to
the tasks are derived from the DO-254 standard [89]. According to the failure probability, we can
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Table 2. Example of a Task Set, where T; is
the Period, D; is the Deadline, C; is the WCET,
and pireq is the Required Probability of Failure

Task | T; = D; | C; | Criticality | p;*
T 50 | 10 | DALA | 107
) 1000 | 75| DALA | 107°
T3 250 | 50 | DALB | 1077
T4 100 | 25| DALD | 1073

consider three criticality levels: 7; and 7, are HI-criticality tasks, 73 is an MI-criticality task, and 74
is a LO-criticality task.

We could have estimated the WCET at different levels of assurance (not shown in Table 2), as
we did in a traditional mixed-criticality setup. However, for instance, it is not possible to drop the
MI-criticality task 75 because of the overrun of the MI-criticality WCET of the HI-criticality task.
The task 73 still provides an essential and inalienable feature with a well-defined probability of
failure. By allowing other tasks to drop its execution, we are violating the previously mentioned
task-independence requirement. Our proposal instead maps the mode switch to a fault event. Let
us consider that the job fault probability is p = 107*/h for all of the tasks and that we use re-
execution to improve the resilience to faults. In this case, task 74 does not require re-execution
because the job fault probability already complies with the failure requirements. Instead, task z3
must be restarted one time in the case of a fault, whereas 7; and 7, requires tolerating two faults,
that is, two re-executions, to reach the requirement p = 10~°/h. Having these values, we can map
the WCET as follows:

° CID = 10, Cf = 20 (1% re-execution), Cf = 30 (2" re-execution)

° CZD =75, CZB = 150 (1% re-execution), Cg‘ = 225 (2" re-execution)
e CP =50, CP =100 (1* re-execution)

e CP =25

If a fault occurs in a job of 73, the system mode switches, the job of 73 is re-executed, and 74 is
dropped. However, in contrast to the usual mixed-criticality case, we know the exact probability
that this occurs (p = 107*/h). Thus, we can control the effect of 7; on the failure requirements of
74. The same applies for faults occurring in 7; and 7.

The use of this MC model modified for re-execution adds new challenges for real-time sched-
uling but also provides the opportunity to exploit the traditional MC theory in a compliant way.
Reghenzani et al. [83] showed, in 2022, that the use of MC scheduling algorithms with task sets
having re-execution jobs can improve the schedulability of such task sets. At the same time, we
can obtain an MC system compliant with safety-critical standards.

A 2021 work by Burns [15] outlined a similar model for fault tolerance in which the WCET is
categorized as C(NotRobust) and C(Robust). Existent works on mixed-criticality can be re-adapted
for such similar cases. For example, the work by Guo et al. [42] studied the dynamic priority
scheduling of tasks with permitted failure probability. The task failure probability relates to the
execution time distribution but can be remapped to the fault probability.

Research Question 9. How do we build a convincing set of arguments to introduce into industry
standards the use of an exactly computed software failure probability in the context of SIFT?

Research Question 10. What are the challenges in using current academic approaches on mixed-
criticality setups in industrial applications subject to safety-critical standards?
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Research Question 11. When the mixed-criticality strategy of Section 5.3 is employed, we know
the exact probability of a mode switch to occur. Can this information be exploited to perform safe
probabilistic scheduling?

Research Question 12. How do we exploit joint scheduling and failure analysis to explore the
trade-off between schedulability and compliance with failure requirements in the mixed-criticality
context?

5.4 The Effect of Power Management Techniques

Dynamic Voltage and Frequency Scaling (DVES) is the most common approach to optimizing the
trade-off between performance and power/energy consumption. Frequency scaling directly im-
pacts timing requirements; vast literature is available on this topic (see the survey of Bambagini
et al. [8]). Reducing power consumption also has side effects, first and foremost thermal effects
and, in turn, effects on reliability. Reducing the average temperature and thermal stress decreases
the probability of permanent faults. However, frequency and voltage cannot be selected arbitrar-
ily without considering their relation. Usually, the lower the frequency, the lower the voltage.
This relation leads to the trade-off between permanent and transient faults: while reducing the
frequency/voltage is beneficial for permanent faults, low voltages increase the probability of tran-
sient faults to occur [114]. It has been observed [26] that in cache memories the SEU probability
increases by one order of magnitude when running in low power mode. The optimal DVFS operat-
ing point with respect to energy does not correspond to the optimal operating point with respect
to transient fault probability [28]. The cross-links between permanent faults, transient faults, and
real-time requirements have not been thoroughly studied.

Another interesting aspect for future research is the fact that the use of lower frequencies in-
creases the execution time and, in turn, the exposure time of our tasks ar(z, R), as defined in our
previous model of Section 4.1. Two opposing goals are then present: (1) the traditional use of DVFS
for improving the reliability in terms of permanent faults; and (2) the minimization of exposure
time to transient faults. To model such a trade-off, let us begin with stating the Arrhenius equation
for reliability according to the standard JESD91A [51]:

Ao = CEaa (11 ©)
TEER TN T
/Is = Ar - Ar, (7)

where

e ), is the system fault rate at temperature T; (in K).

e A, is the reference system fault rate at the reference temperature T, (in K).

® E,4. k are constants, the apparent activation energy and the Boltzmann’s constant, respec-
tively.

During system runtime, the fault rate equation becomes a monotonically non-decreasing function
of only the temperature, A; = f(Ts), according to the Arrhenius equation. The steady-state tem-
perature is a monotonically non-decreasing function of the power consumption, that is, in turn, a
monotonically non-decreasing function of the voltage/frequency assigned to the processor. This
explains how DVFS strategies have a direct impact on reliability concerning the fault rate for per-
manent faults. Decreasing the voltage/frequency decreases the fault rate; on the other hand, it
increases the execution time of the task. This has a side impact on the reliability of the overall sys-
tem when we also consider transient faults: decreasing the frequency has the effect of increasing
the execution time and, then, the exposure time of our tasks, that is, the ar(z, R) value, increasing
the probability of a transient fault to occur.
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Research Question 13. How does energy-aware real-time scheduling impact the reliability prob-
lem with respect to both permanent and transient fault rates? Can mixed-criticality be exploited
for this optimization problem?

Research Question 14. Which is the optimal DVES strategy that, while guaranteeing the hard real-
time constraints, minimizes the failure rate of the overall system, taking into account all factors
(thermal, transient faults susceptibility, and exposure time) that affect reliability?

5.5 The Implementation of the OS and Scheduler

Quis custodiet ipsos custodes?® This historical Latin quote perfectly describes the problem of realis-
tic implementations of software fault tolerance: How can we be sure that a fault does not happen
in critical system software, such as the scheduler, the fault-detection mechanism, or, in general,
any other operating system component? Most of the literature presented in Section 3 assumed the
system software and fault tolerance routines to be flawless, neglecting this aspect. Dealing with
system software faults has non-trivial theoretical and engineering challenges.

The first solution to address these challenges is to compute the probability that a fault happens
in critical system software and add it to the failure analysis. Depending on the number of tasks,
the complexity of fault tolerance/detection techniques, and the services offered by the operating
system, this solution is potentially feasible or not. Suppose that the system software has a small
memory footprint and executes fast. In that case, the values of a’s“(r, R) and ar(r,R) are usually
very limited. Consequently, the probability that a transient fault affects a system software is small.
Applying the previous model to system software allows the system integrator to compute the fail-
ure probability for the whole system, which is, hopefully, compliant with the failure requirement.

The second solution is the use of hardware-based voter or recovery strategies. For example, Yim
et al. [107] implemented a programmable hardware voter that takes the decision on the NMR soft-
ware tasks outputs. In such a way, the risk of a fault happening in the voting procedure is moved to
the hardware, which is implemented to be fault tolerant. While the concept of applying this scheme
to a general application is straightforward, how to propagate the result of OS routines back from
the hardware to the software is non-trivial and still subject to faults. Future works can investigate
how to implement an OS capable of exploiting this mixed software-hardware fault tolerance via
hardware voters. However, the fact that these solutions require special-purpose processors or, in
general, custom hardware should also be considered, cancelling out one of the major advantages
of software fault tolerance techniques, that is, their possible use in COTS hardware.

The third solution is to implement SIFT mechanisms for system software. For example, in a
multicore system, the scheduler could run with the NMR fault-tolerance strategies simultaneously
on different cores. Then, the scheduling decision is compared and applied via a voting procedure.
While the idea looks quite trivial, the actual implementation and the computation of failure prob-
ability are not trivial. To the best of our knowledge, no works have addressed software fault toler-
ance concerning system software.

Research Question 15. How do we develop system software to reduce its failure probability by
improving aé(f,R), a‘s“(r,R), and ar(r,R)?

Research Question 16. How to exploit integrated software-hardware fault tolerance mechanisms
(such as software NMR linked to a hardware voter) to improve system software reliability?

Research Question 17. How do we implement SIFT for system software?
®Who guards the guards?
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5.6 Exploiting Probabilistic Information

The model to compute the failure rate presented in Section 4 uses the WCET to compute the
maximum exposure time of a given job, that is, the function ar(r;, R;) is computed by using C;.
Therefore, the value we obtain for the failure rate A is a worst-case failure rate. This approach is
not typical in reliability engineering, which instead tends to use the average value when a failure
rate cannot be considered constant [53]. Conversely, in our approach, we assume that every job
instance of a task is exposed for at least its WCET in addition to the preempted time. While this
is a safe assumption, this is also very pessimistic because running until the WCET is a rare condi-
tion [64]. Moreover, the WCET in modern architectures is difficult to estimate statically, and the
estimation is often overly pessimistic [61].

A possible solution to reducing such pessimism is to estimate an average value for the failure
rate using probabilistic information. The most straightforward approach is to exploit the central
limit theorem to compute the average execution time and its confidence interval. A similar solu-
tion is to use the measurement-based probabilistic-WCET (pWCET). The pWCET represents the
distribution of large values of execution time and can considerably reduce the overestimation of
the traditional WCET analysis techniques. However, while some recent works addressed the esti-
mation uncertainty of the pWCET [84, 86], the safety of pWCET results is still controversial. This
is mainly due to the well-known representativity problem of the observed execution time, which
intrinsically contains epistemic uncertainty. The same problem also affects the central limit theo-
rem and, in general, any statistical technique. However, epistemic uncertainty is also present in
many estimation methods for reliability engineering because the fault models are never perfect.
Its presence is, to some extent, accepted, and some theories have been developed to handle the
epistemic uncertainty [52].

Research Question 18. Can we trust probabilistic information on the execution time for the sake
of failure rate computation? If not, which hardware/software strategies and analyses can be em-
ployed to reduce the epistemic uncertainty and improve the representativity of the observed exe-
cution time?

5.7 Other Research Directions

The (k,n) failure model was briefly discussed at the end of Section 4.2. In such a case, the different
failure requirement plays a key role in the schedulability analysis because dropping jobs becomes a
permitted action (under the specified limits). In safety-engineering terms, the (k,n) failure model is
linked to the availability concept rather than reliability. While many works exist on (k,n) schedu-
lability, the failure analysis of Section 4.3 must be reshaped to allow job failures. Similar to the
model considered in this article, the failure analysis may impact the scheduling decision and vice
versa.

Similarly, approximate computing can be considered in this context. Once a fault occurs, the
overhead introduced by time redundancy techniques may require the system to degrade the appli-
cation quality-of-service, for instance, by reducing the result accuracy. The presence of approxi-
mate computing adds a new dimension to be explored for trade-offs, that is, the output accuracy
is traded for real-time and/or fault-tolerant guarantees.

Finally, we would like to put a focus on security, in particular, on malicious faults. Attackers can
act in several ways on the system: software or hardware, remote or local, with contact or without
contact, system violation, or service degradation (Denial-of-Service [DoS]). However, even if we
find a way to model these malicious faults, they are usually characterized by one unknown or
human-dependent parameter: for example, the probability that an attack occurs or the probability
that a vulnerability is present. It is difficult, if not impossible, to precisely estimate these quantities.
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Even if some metrics exist and they are already used in the security world - for example, the CVSS
score [69] — their application to safety-critical systems looks limited due to their expert-provided
nature. This is a crucial difference compared with natural faults, which instead follow well-known
or estimable distributions. Additionally, not all SIFT techniques may be the best solutions to tackle
malicious faults: for instance, re-executing a workload may worsen a DoS scenario.

Research Question 19. How does the (k,n) failure model impact the failure analysis and the in-
teractions between scheduling and fault tolerance?

Research Question 20. Approximate computing can be exploited to carry out less-precise results
during/after a fault event. How do fault tolerance, real-time scheduling, and output precision in-
teract in this context? Can schedulability be linked to the result precision and fault tolerance re-
quirements?

Research Question 21. Is it possible to model the probability of malicious faults to occur such
that hard real-time requirements are guaranteed and a sound failure analysis is possible?

6 CONCLUSIONS

Real-time scheduling, failure analysis, and software fault tolerance techniques have been thor-
oughly studied in the past few decades. However, most studies treat them separately, and their
interactions still present numerous challenges. This article surveyed state-of-the-art scientific
works analyzing the SIFT mechanisms and their real-time schedulability, including in the mixed-
criticality context. We proposed a new joint model that integrates failure and timing requirements
and highlighted a series of related open research questions.
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