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Abstract: With the rapid advancement of autonomous vehicles, a transformative transportation
paradigm is emerging in the automotive industry, necessitating a re-evaluation of how users engage
with and utilize these evolving settings. This research paper introduces an innovative interaction
system tailored for shared autonomous vehicles, focusing on its development and comprehensive
evaluation. The proposed system uses the car’s windshield as an interactive display surface, enabling
infotainment and real-time information about the surrounding environment. The integration of
two gesture-based interfaces forms a central component of the system. Through a study involving
twenty subjects, we analyzed and compared the user experience facilitated by these interfaces. The
study outcomes demonstrated that the subjects exhibited similar behaviors and responses across both
interfaces, thus validating the potential of these interaction systems for future autonomous vehicles.
These findings collectively emphasize the transformative nature of the proposed system and its ability
to enhance user engagement and interaction within the context of autonomous transportation.

Keywords: user experience; haptic; gesture; autonomous vehicle; human machine interface; head up
display; human computer interaction

1. Introduction

The automotive industry is undergoing rapid and radical changes driven by techno-
logical innovations, cultural shifts, and socio-economic factors, leading to new mobility
solutions. These changes have influenced urban mobility and transformed how people
interact with cities, introducing a new urban dynamism. The term smart mobility, closely
associated with the broader concept of smart cities, is essential for enhancing city efficiency
and reducing the environmental impact of transportation systems. In this scenario, the
fifth-generation (5G) communication technology plays a significant role in developing
smart cities with low latency and reduced energy consumption.

The changes reshaping the future of the automotive industry mobility can be sum-
marised in four main trends: (1) electrification to reduce reliance on fossil fuels, (2) au-
tonomous driving technology, (3) connectivity of cars to the online world, and (4) sharing
mobility. Cars are becoming part of a complex ecosystem where an intelligent and con-
nected vehicle can simplify the driver’s life, increase road safety, improve efficiency, and
minimize environmental impact. The research project presented in this paper focuses on
leveraging 5G technology to develop an interface for an electric and autonomous vehicle.
The aim is to create a connected and safe driving experience, integrating the potential
of 5G connectivity to enhance driver experience and road safety. However, managing
different and concurrent information makes implementing new and advanced interaction
systems essential.
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The automotive industry uses windshields to convey information about a vehicle’s
functioning to reduce driver distraction, and the so-called Head-Up Displays (HUDs) have
been installed in some vehicles. This technology originated from aeronautical applications,
allowing flying information to be displayed on the same visual plane as the surrounding
objects [1]. By implementing the HUD system in vehicles, drivers can respond more quickly
to emergency alerts and maintain more consistent speed control. As demonstrated in [2],
HUD can reduce mental stress for drivers and enhance their driving performance, even
for those using it for the first time. On the other hand, some researchers have claimed
that HUD can be a disadvantage while driving [3] because the information displayed is
between the driver and the external environment. Although a HUD can provide critical
information such as directional indicators and speed, it may obstruct a portion of the
driver’s view of the road. For this reason, the existing HUD may create confusion because
of the inconsistent installation location, shape, and information offered. This could increase
the risk of accidents due to the driver’s lack of visual focus [4].

Considering all these issues, HUD development is going on, trying to blend better
and better the real world with the digital one. In 2020, at the Las Vegas CES, Panasonic
presented a new type of augmented reality (AR) HUD [5], as shown in Figure 1. This is the
first HUD to react with the external environment in real-time and occupies a big part of the
windshield even though the interaction modalities are still delegated to standard solutions.
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Drivers usually interact with these kinds of HUDs with knobs, levers, and buttons
on the dashboard, often just basic setups. However, the upcoming advanced functions
of autonomous vehicles could turn the windshield into the primary medium to visualize
contents during the journey. For this reason, it will be essential to design new interaction
modalities to make the most of HUD’s advanced functionalities.

Studies point out that touchless gestures are faster and more comfortable than physical
interfaces [6]. Mid-air gestures are usually more intuitive and easier to remember because
they are part of human communication [7]. For this reason, there have been an increasing
number of mid-air gesture applications in the automotive field. Rümelin et al. [8] have
shown that pointing as a lightweight form of gestural interaction is reliable, achieving a
recognition rate of 96% in the lab. Ohn-Bar [9] presented hand gestures to steer infotainment
systems. May et al. [10] have shown that multimodal air gestures have advantages over
conventional touch-based systems in navigating menus in the vehicle in terms of safety but
with more extended task completion and mental workload. Riner et al. [11] have provided
the first standardization of the in-car gesture interaction space. Brand et al. [12] have
presented a HUD that was indirectly manipulated by pointing gestures. Although there
are several studies conducted on natural interaction between drivers and their vehicles,
they have identified a few drawbacks with the new interface. That may depend on people
not being ready to use such advanced touchless interfaces without specific force feedback
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or because the graphic user interface (GUI) is not designed according to specific guidelines
following the interaction device.

This paper presents an interaction system designed for shared autonomous vehicles.
The suggested system utilizes the car’s windshield as a display surface for interactive
infotainment and real-time data about the surrounding environment. Integrating two
gesture-based interfaces, both providing force feedback to the user’s hand, is a crucial
aspect of the system. One device involves simulating feedback via ultrasonic waves,
while the other provides a physical surface for interaction. Through an extensive study
involving twenty subjects, user experience facilitated by these interfaces was analyzed and
compared. The research objective is to assess whether notable variations in the ease of use
and effectiveness of standard and advanced gesture-based devices exist.

The research delved into the difficulties of managing the advanced features of self-
driving cars, which may rely on the windshield as a primary display. This necessitates
interactive systems that can seamlessly navigate through diverse types of information,
which will be achieved by detecting potential limitations and comprehending how people
interact with such systems when encountering them for the first time. The results reveal
the potential of the suggested system to revolutionize user engagement and interaction in
autonomous transportation. It demonstrates how the system can significantly enhance the
overall experience.

The structure of the paper is as follows: Section 2 outlines the GUI development, the
implemented interaction gestures, and the driving simulator utilized for testing; Section 3
provides a comprehensive overview of the test campaign procedure; Section 4 presents the
preliminary insights gained from the test results. Finally, Sections 5 and 6 discuss and draw
conclusions based on the findings.

2. Materials and Methods

This research assumes that the combination of 5G connectivity and IoT will signifi-
cantly impact the automotive industry, turning them into comprehensive digital platforms
instead of mere modes of transportation [13]. With the increasing convergence of digital
and physical elements, cars are changing their configuration and how users interact. The
user’s mobile devices could be integrated and interconnected with the car’s system, en-
abling a cohesive and synchronized experience [14], and cars become an immersive and
personal space providing various activities, such as work or leisure.

As a result, a novel interaction system was created that enables the smooth sharing of
real-time information between people, vehicles, and road infrastructure. The system uses
the car’s windshield as a display surface and a gesture-based touchless interface, providing
mid-air haptic feedback or a trackpad for the interaction. This solution should reduce the
user’s mental effort when interacting with the interface, as discussed in [15].

2.1. Graphical User Interface

The GUI of a car’s interaction system plays a fundamental role in providing the correct
information to the passengers of an autonomous vehicle. Consequently, the GUI design
followed an iterative process that allowed for continuous experimentation by testing the
interface on the interaction with the gestures acting on the design. One of the initial
design challenges was to consolidate information that would typically be spread across
multiple screens in a car into a single front area of the windshield. Various information
architectures and GUI were tested to determine the information’s optimal placement and
cohesive stylistic layout. This approach enabled a seamless interaction with the external
environment, capitalizing on the 5G connection, enabling the interface to interact with the
surrounding environment and provide more accurate information.

For the implementation of the GUI, four main steps have been followed, which are
summarised below:

1. Conducting stylistic research on existing interface systems in cars to establish the UI’s
tone of voice, finalize the interface’s color scheme, and select appropriate icons [15];
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2. Defining and organizing valuable information for the user during the driving experi-
ence, ensuring it aligns with the service provided;

3. Simultaneously working on GUI design and implementing the haptic gesture system
to ensure interface alignment and consistent user experience;

4. Iteratively testing design proposals in a virtual environment to simulate and assess
the effectiveness of the interface on a HUD.

As a result, the GUI balanced minimalism with the need to provide all the necessary
information for orientation and reassure the user, considering the atypical situation the
latter will encounter during the driving experience. In initial GUI testing, a conservative
approach was taken, aligning with the stylistic dimension of existing car applications.
In the first version, integration with the external environment was not emphasized, and
the GUI was an opaque band that grouped information on the bottom of the windshield
(Figure 2). While in the final version, it was decided to emphasize the integration with the
outside environment. After conducting initial tests, a new direction was chosen that drew
inspiration from video games [15], highlighting the transparent capabilities of the HUD.
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Drawing inspiration from video games provided a significant stylistic advantage,
surpassing initial assumptions. This fusion of automotive trends with the visually striking
aesthetics of video games contributed to the distinctive character of the interface. Moreover,
this approach facilitated the reduction of information overload by adopting a proactive
strategy, where relevant information is selectively displayed based on specific conditions
and user needs.

The design of the GUI follows the main gesture interaction models (discussed in the
next section). It is essential to ensure that the elements of the GUI are coherent with human
gestures to make human interaction easier. For this reason, the main menu was designed
with five items following the designed finger interaction. The layout of the items on the
sub-menus follows the same logic, placing the items in a grid or making them perceived as
scrolling to favor swipe interaction (see Figures 3 and 4).
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The final layout of the screen was organized into three distinct areas:

1. The left side is dedicated to the driving information area, including speed and driving
mode details;

2. Navigation Info is positioned in the middle to reassure the user by displaying the
route and road situation, including an interactive map and traffic updates. A 3D
representation of the vehicle is projected onto the interface, allowing the user to
proactively monitor the car’s state in the external environment;

3. The third area on the right is dedicated to the navigation menu, which has been
limited to five main items (navigation, calls, music, documents, points of interest) to
accommodate finger interaction.

Furthermore, to enrich the immersive experience and interaction between the car and
the smart city, the user receives information from the surrounding buildings by proactively
integrating with the outside and providing information about the surrounding buildings
while the vehicle moves. An algorithm was developed to handle the parallax error typical
in projection onto transparent screens. This will allow images to be displayed on the
windshield coherently with the elements to be highlighted in the external environment and
give the possibility to show augmented information about the surroundings. Thus, the
layout of the interface changes according to the driving situation by exploiting the total
size of the windshield to immerse the user in a personalized environment or by minimizing
the information at the bottom of the windshield to allow the user to look at the road.

2.2. Interaction Devices and Gestures

The current trend in the automotive industry is to have multiple screens that provide
information to drivers and passengers, usually reacting to the human touch. Interacting
with hands on a car windshield is not feasible, and using remote buttons, levers, or knobs
increases the number of iterations needed to access various functions. Consequently, we
selected two gesture-based interfaces to compare their effectiveness in controlling different
functionalities displayed on the windshield. The former is the UltraLeap Stratos [16]. Using
two infrared cameras, this device can track the hand’s position in 3D space and provide
haptic feedback in mid-air using an array of ultrasonic emitters. It can enable a mid-air
gesture with force feedback where the users are not required to touch any surface. The latter
device, instead, is a standard capacitive trackpad that receives the touch input through
a series of capacitors that sense the changes of potential charge across the screen when a
finger is positioned above the pad’s surface. For the development, we used a tablet with an
opaque screen cover. We considered this second interaction a reference for the test due to
its more comprehensive application, even outside the automotive field.

To interact with the information shown on the windshield and to evaluate the different
input techniques, six different interaction gestures (see Figure 5) were developed for the
Stratos and the trackpad:
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a. Finger interaction: By keeping the palm and fingers parallel to the floor, the users
can activate a specific menu when a single finger is blended. For the trackpad,
due to the impossibility of determining the specific finger doing the interaction, a
different methodology has been developed: main sections are activated according to
the number of fingers positioned on the trackpad;

b. Swipe interaction: The hand movement in the 3D space from right to left gets
detected and interpreted to return a direction; this movement is used to swipe
between different menu elements on the windscreen. The same interaction is used
but performed in the 2D space for the trackpad;

c. Grid interaction: The information on the windshield is selected by moving the
hand through a virtual grid positioned parallel to the floor and perpendicular to the
windscreen. The interaction is the same for the trackpad, but fingers should swipe in
the direction of the element to select it;

d. Confirm: To confirm the selected menu elements, the users should perform a grab
gesture by bending all the fingers from an open position to a closed one (“fist”). For
the trackpad, they only need to touch and release the surface of the pad with a finger;

e. Back: To return from a menu to a previous one, the user should rapidly swipe up,
returning to the initial position. For the trackpad, they should perform a quick swipe
with their fingers from the center of the pad to the bottom part;

f. Volume: To modify the music volume, the users should put two fingers near each
other (“pinch”) and then move their hand on the axis perpendicular to the floor to
turn up and down the volume. For the trackpad, they should put two fingers on the
pad and then drag them up or down to increase or decrease the volume.
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Every time the Stratos registers an interaction, mid-air haptic feedback notifies the
user; this notification consists of a brief (200 ms) push of air on the center of the user’s
palms. The feedback was immediately given when the gesture was considered complete
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for all the interactions except the grid and volume. At the same time, in the case of the
grid interaction, the feedback was given each time the hand changed the quadrant, and in
the volume gesture, it was given continuously for its duration. In the case of the trackpad
interface, no additional haptic feedback was provided.

2.3. Driving Simulator

To validate the proposed interaction system, a virtual simulation was implemented
on the iDrive driving simulator [17] (Figure 6) of Politecnico di Milano by assessing the
effectiveness of the GUI and the overall user experience (UX). The car simulator reproduces
the windshield using three screens communicating with Ultrahaptics Stratos and the
trackpad. The simulation was developed with the Unity 3D game engine [18] and consists
of a virtual autonomous car moving in a city. The GUI of the proposed interaction system
has been developed with the UI features of Unity 3D, and the input and output interactions
have been implemented with the proper Software Development Kit (SDK).

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 17 
 

 
Figure 6. The graphical user interface is integrated into a virtual reality simulation on the iDrive 
simulator. 

3. Test Campaign 
During the journey in the autonomous vehicle, users were required to complete five 

tasks. The test vehicle is traveling on a two-lane road in an area with no traffic or pedes-
trians within the city. The interaction between the vehicle and its surroundings is the cen-
tral focus of this scenario because it provides information for the interaction system. Upon 
completion of a task, a sound would notify the users that the task was done. Additionally, 
all open menus would close, and the next task would automatically start in 10 s. If the 
users finish the task 5 min after it starts, it will be marked as failed automatically. The test 
will close all open menus and proceed to the next one within 10 s as if the task was com-
pleted. The following details the five tasks proposed to the users in the order given below: 
1. Start: Set the car’s destination and confirm the trip starting the car; the interactions 

used were finger interaction, swipe, and confirm; 
2. Music: Select a song and then adjust the music volume; with finger interaction, swipe, 

confirm, and adapt them with the pitch gesture; 
3. Call: Take a call and close it with two swipe interactions; 
4. File Explorer: Browse the file menu to find, open, and skim a presentation file using 

the finger interaction, swipe, grid, and confirm; 
5. POI: Select a Point Of Interest from the specific menu using the finger gesture, the 

grid interaction, and the confirm gesture. 
After the first task, the car would drive autonomously around the virtual city. During 

the test, the time and errors performed by the users in completing each task were collected. 
The Pupil Core eye-tracking device [19] tracked the instances when users glanced at the 
input rather than the windscreen interface. The goal was to observe how individuals in-
teract with their devices and determine if frequent glances at the screen lead to decreased 
attention. To do this, two areas of interest (AOI) were defined using printed markers 
around the simulator central monitor and the interaction area (Stratos or trackpad). To 
make the calibration process of the eye-tracker easier, it opted for a nine-point calibration 
technique using natural features. It used specific points identified on the iDrive simulator, 
as depicted in Figure 7. 

Figure 6. The graphical user interface is integrated into a virtual reality simulation on the iDrive simulator.

3. Test Campaign

During the journey in the autonomous vehicle, users were required to complete five
tasks. The test vehicle is traveling on a two-lane road in an area with no traffic or pedestrians
within the city. The interaction between the vehicle and its surroundings is the central
focus of this scenario because it provides information for the interaction system. Upon
completion of a task, a sound would notify the users that the task was done. Additionally,
all open menus would close, and the next task would automatically start in 10 s. If the users
finish the task 5 min after it starts, it will be marked as failed automatically. The test will
close all open menus and proceed to the next one within 10 s as if the task was completed.
The following details the five tasks proposed to the users in the order given below:

1. Start: Set the car’s destination and confirm the trip starting the car; the interactions
used were finger interaction, swipe, and confirm;

2. Music: Select a song and then adjust the music volume; with finger interaction, swipe,
confirm, and adapt them with the pitch gesture;

3. Call: Take a call and close it with two swipe interactions;



Appl. Sci. 2023, 13, 9901 8 of 16

4. File Explorer: Browse the file menu to find, open, and skim a presentation file using
the finger interaction, swipe, grid, and confirm;

5. POI: Select a Point Of Interest from the specific menu using the finger gesture, the
grid interaction, and the confirm gesture.

After the first task, the car would drive autonomously around the virtual city. During
the test, the time and errors performed by the users in completing each task were collected.
The Pupil Core eye-tracking device [19] tracked the instances when users glanced at the
input rather than the windscreen interface. The goal was to observe how individuals
interact with their devices and determine if frequent glances at the screen lead to decreased
attention. To do this, two areas of interest (AOI) were defined using printed markers
around the simulator central monitor and the interaction area (Stratos or trackpad). To
make the calibration process of the eye-tracker easier, it opted for a nine-point calibration
technique using natural features. It used specific points identified on the iDrive simulator,
as depicted in Figure 7.
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For the test, a between-subject design was planned. The subjects were divided into
two groups. One group used the Stratos, the other the trackpad. Both groups had access to
the same windscreen display GUI. Figure 8 shows a subject during the execution of the test
on the iDrive simulator with the Stratos device. The entire test took around 50 min and
consisted of the following steps:

1. The participants were introduced to the research and its objectives. They were then
requested to complete an anonymous form, which included general details such as
age range and nationality and specific information on their driving practices and
familiarity with the interaction mode;

2. The subject performed warmup activities to become familiar with the system. During
the warmup, the users used a blank scenario with only the GUI and were guided
by a moderator on controlling the interface. When all the gestures were explained,
the users had five more minutes to explore the system and gain confidence freely, as
proposed in similar studies [20,21];

3. The subjects were asked to wear the eye-tracking device; then, its calibration was
performed;

4. The actual test starts; the subjects were asked to follow the instructions given by a pre-
recorded neutral voice, repeated only once at the beginning of the task. Eye-tracking
data, time, and errors were monitored during the test;

5. After completing all the tasks, the participants were instructed to complete the two
questionnaires (Raw NASA-TLX and AttrakDiff). Afterward, a short and spontaneous
discussion was held to debrief.
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Finally, we selected two standardized questionnaires to compare the touchless gestural
interface to the trackpad in terms of perceived workload, performance, and interaction
experience: the Raw NASA-TLX [22] and the AttrakDiff [23], as proposed in [24].

Participants

The test involved 20 users, divided into two groups, one performing on the mid-air
haptic interface (Stratos) and another performing on the trackpad (see Table 1). Thirteen
subjects were male (65%), seven were female (35%), all were aged between 20 and 29 (mean:
23.7, SD: 3.06), and all had a driving license. Of the first group of 10 subjects, 3 participants
(30%) had prior experience using hand-tracking interfaces similar to the one used by the
Stratos device. In the second group, 9 out of 10 (90%) of participants commonly rely
on trackpad interfacing in their daily lives, confirming the assumption that the trackpad
can be a reference point for this test. Table 1 summarizes the descriptive statistics of the
considered sample.

Table 1. Sample descriptive statistics.

Stratos Trackpad Total

Sample size 10 - 10 - 20 -

Gender Female 4 40% 3 30% 7 35%
Male 6 60% 7 70% 13 65%

Dominant hand Right 9 90% 9 90% 18 90%
Left 1 10% - - 1 5%
Both - - 1 10% 1 5%

Has a car driving license? Yes 10 100% 10 100% 20 100%
No - - - - - -

How often do you drive? Daily 1 10% 6 60% 7 35%
Weekly 5 50% 2 20% 7 35%
Monthly - - 1 10% 1 5%
Sometime 4 40% 1 10% 5 25%

Have you already used
this type of interface?

Yes 3 30% 9 90% 12 60%
No 7 70% 1 10% 8 40%
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4. Test Results and Insights

This section presents test results and insights from analyzing raw data and statistics.
The broader implications of these valuable insights and potential applications will also
be explored.

4.1. Task Success and Time

Overall, most of the participants were able to complete the experiment. The task was
marked as failed (negative) automatically when subjects could not finish it on time. During
the fourth task involving the Stratos in the file explorer, two users needed more time to
finish the task due to incorrect user input. In the first task, the start task, one Stratos user
and four trackpad users selected the wrong menu item, resulting in task failure. The results
for the completion status of each task are presented in Table 2.

Table 2. Completion status per task.

Input Modality Task Positive Negative

Stratos Start 9 90% 1 10%
Music 10 100% - -
Call 10 100% - -
File Explorer 8 80% 2 * 20%
POI 10 100% - -

Trackpad Start 6 60% 4 40%
Music 10 100% - -
Call 10 100% - -
File Explorer 10 100% - -
POI 10 100% - -

* These were automatically set as negative because the users took more than five minutes to complete the task.

The average completion time for the task between the two groups is similar (Figure 9).
However, the post hoc data analysis does not statistically confirm the assumption.
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Figure 9. Mean task completion time (in seconds); * the failed attempts are not used to calculate
the mean.

Due to the limited number of subjects and the non-normality distribution of the
sample, a Mann–Whitney U test with a significant difference α = 0.05 was performed to
check the null hypothesis (H0). As shown in Table 3, the p-value is always higher than α,
and the null hypothesis cannot be statistically confirmed. It is essential to mention that
we examined only the time of successful users when considering the file explorer task,
removing the instances of the only two participants who could not finish the task within
5 min.
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Table 3. Mann-Whitney U test for the task time.

Task W p

Start 52.5 0.821
Music 45.5 0.762
Cell 52.5 0.880

* File explorer 29.5 0.374
POI 49.0 0.971

No value is significant (p < 0.05). * Failed attempts are not used in the calculation.

4.2. Number of Distractions Caused by the Interface

The eye tracking data shows how often the users looked at the input device (Stratos or
trackpad) and thus looked away from the windshield interface (and the road). Generally,
the Stratos has been looked at less than the trackpad, as shown by the mean of the Stratos,
which is lower than the trackpad (see Figure 10). However, this data is insignificant in
determining a difference between the two groups (W: 39.50, p: 0.442—Mann–Whitney
U test).
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4.3. Perceived Physical and Cognitive Load

Figure 11 shows the results of the Raw NASA-TLX, used to address the perceived
physical and mental demand that the different interfaces required. With Stratos, the user
felt more frustration and effort in completing the tasks than the touch counterpart and
felt a higher physical load when using the Stratos interface. After observing the users, we
learned they needed to raise their hands 20 cm above the device to interact with it. This
differs from the trackpad, where users keep their hands on the armrest. The users also
confirmed this consideration in the interview after the test. Although Stratos had a slightly
higher mental load demand, the user felt more performative. However, for all the survey
data, a significant difference (α = 0.05) between the two groups cannot be confirmed for
all the scales (see Table 4). Even here, the Mann–Whitney U test was used instead of the
student’s Independent Samples T-test due to the non-normality of the data sample.

Table 4. Mann-Whitney U test for the Raw NASA-TLX.

NASA-TLX Subscale W p

Mental Demand 70 0.138
Physical Demand 64 0.291

Temporal Demand 38 0.378
Performance 51.5 0.939

Effort 66 0.237
Frustration 73.5 0.080

No value is significant (p < 0.05).
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Figure 11. Results of the Raw NASA-TLX.

4.4. Attractiveness

To assess the attractiveness and overall user experience of both systems, we utilized
the AttrakDiff survey. Figure 12a shows that the two systems are both in the desirable
sphere with one variation: the Stratos is perceived as more self-oriented, while the trackpad
is task-oriented. The Stratos has a higher hedonic quality than the trackpad; the pragmatic
quality (PQ) and the attractiveness (ATT) are equal, whereas in PQ, the Stratos is more
direct, and in ATT it is more pleasant, as seen in Figure 12b. In the hedonic stimulation
quality (HQ-S), the Stratos is higher, with a gap of almost one point compared to the tablet.
The Stratos also turns out to be more challenging than the trackpad, although this figure is
only somewhat relevant since it is particularly close to zero. The only note of interest in the
hedonic identification quality (HQ-I) is how the Stratos are perceived as more professional
and premium.
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The minimal discrepancy observed between the two interfaces can likely be attributed
to the novelty effect that users encountered while interacting with the trackpad. Despite
this interface being commonplace now, it was perceived as a fresh and innovative method
of interaction within the car, as reported by users during the post-test interview. Indeed,
when asked what interface the users have used at least once inside the vehicle, only one
said he used the trackpad. The other participants have yet to use this technology inside
a car.

4.5. Post-Test Insights: Unstructured Interviews

After the test, unstructured interviews were conducted to gather qualitative impres-
sions from users regarding their experience. The issues raised by the users can be sum-
marised as follows:

1. Lack of feedback: Users requested more precise feedback from the interface as they
often had a perception gap regarding whether they had acted correctly. Particularly
for gestures, users emphasized the need for more timely feedback, such as sound or
visual references, to help them be more efficient during interaction with the interface;

2. UI/UX issues: Several users needed clarification on the menu icons, mistaking the POI
icon for the destination icon. Inconsistencies in the interface, such as visual indicators
and transparency effects for scrolling, also confused and disrupted users’ familiarity
with the interface;

3. Responsiveness and complexity of gestures: Certain gestures were more accessible to
execute than others. The “grid interaction” proved to be the most challenging and
unnatural to master compared to the “swipe interaction”, which is more intuitive
and aligns with users’ familiarity with digital devices. On the other hand, the “pinch
interaction” for music control received positive feedback, mainly due to the immediate
feedback that follows the gesture;

4. Hand position and finger usage: Some users needed clarification on whether they had
to maintain a specific hand position for the device to detect their hand or if they could
relax. Additionally, prolonged haptic feedback was found to be bothersome by some
users. Moreover, gestures that required all five fingers posed an accessibility challenge.

Regarding the positive aspects they can be summarised in the following way:

1. Appreciation for the look and feel: Users found the interface unobtrusive, taking up
minimal space and conveniently placed on the windshield, allowing them to focus
on the road without distraction. They also appreciated the minimalist design, color
scheme, and overall sense of calm it provided;

2. Perception of innovation: The proposed interaction system has received positive
feedback from users, particularly the gestures that have been implemented. The
novelty effect was also apparent with the trackpad, even though it is a more commonly
used device;

3. Haptic feedback: Users appreciated the haptic feedback, which often guided them
during gesture performance, providing a sense of touch and confirming that they had
successfully executed the requested actions.

5. Discussion

Based on the results obtained from the tests conducted and the data collected, as
well as considering the current state of the art, we observed that some users encountered
challenges while utilizing both proposed interfaces. However, it is essential to note that a
significant level of user engagement accompanied these difficulties. As anticipated in the
introduction, one of the main areas of concern about certain aspects of the graphical user
interface led to users’ confusion, resulting in the access of unnecessary interface parts that
were not essential for completing tasks. Nonetheless, the impact of this issue on overall per-
formance was not substantial. The efficiency and intuitiveness of the proposed interaction
compensated for the additional menu navigation, which has been previously corroborated
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by several studies [9,15,20]. These findings further reinforce the notion that touchless and
non-touchless interactions are comparable regarding usability and distraction.

However, the perceived physical fatigue divergence between the two interaction meth-
ods was a notable distinction. The touchless interaction was more tiring, likely attributed
to the specific prototype employed in the experiment. The practical and developmental
constraints compelled users to maintain a particular hand and wrist position throughout
the study, a factor also highlighted by May et al. [10]. Despite the increased physical strain,
this did not adversely affect the attractiveness of the technology. Indeed, users found the
touchless interface more user-friendly and perceived it as a premium feature with a better
user experience.

Participants similarly evaluated the workload, performance, and interaction experi-
ence of both devices. Even though they had varying prior experiences in different fields,
only one participant had used the trackpad in a vehicle. Therefore, it can be concluded
that both devices are new to the automotive sector, and previous experiences do not affect
first-time interaction in this context. As a result, both devices can be effectively used in the
automotive field.

These findings underscore the significance of considering usability and physical impli-
cations when designing touchless interfaces. At the same time, there may be a trade-off
regarding physical fatigue; the enhanced user-friendliness and perceived value of touchless
interactions contribute to an overall positive user experience. These considerations may be
limited by the small sample size, which could affect their applicability to a broader popula-
tion. A within-subject test design could have increased the results’ reliability. However, in
preliminary pilot tests, participants found the overall test duration of about 2 h too long,
making this option unviable.

To optimize this technology, further research and development efforts should prioritize
refining ergonomics and addressing the physical demands of touchless interaction. Includ-
ing more eye movement indicators or participant takeover performance could improve the
meaningfulness of the results. Striving for a balance between usability and user comfort
will ultimately enhance the acceptance and desirability of these interfaces.

6. Conclusions

This study presents the development and evaluation of an innovative interface design
for shared autonomous vehicles. This interface utilizes the car windshield as a display
surface to provide infotainment and real-time information about the surrounding environ-
ment. A gestural touchless input system was proposed to interact with the graphic user
interface. All the interfaces and user experiences were designed and developed with an
iterative process considering the gesture interaction models.

The input interface was compared to a familiar trackpad interface to validate this
system. A virtual simulation was employed to test the project to compensate for the limita-
tions of autonomous driving applications and windshield technology. The study involved
twenty subjects where the user experience of the input interfaces was addressed with a
specific focus on usability, engagement, physical fatigue, and perception. The findings
indicated that while some users faced challenges with both interfaces, they remained highly
engaged with comparable performance between the two interaction interfaces. Notably,
there was a discernible difference in perceived physical fatigue, with touchless interaction
being more tiring. This was primarily due to the prototype used in the experiment, which
required users to maintain a specific hand and wrist position throughout the study, leading
to increased physical strain. Nevertheless, users found the touchless interface to be more
user-friendly and engaging.

These findings underscore the importance of considering usability and physical impli-
cations when designing touchless interfaces. To optimize this technology, further research
and development efforts should focus on refining ergonomics and addressing the physical
demands associated with touchless interaction. Striving for a balance between usability
and user comfort will ultimately enhance the acceptance and desirability of these interfaces.
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Finally, we believe that touchless interfaces have the potential to provide a positive
user experience and to be successfully used in the automotive field, despite the challenges
and physical implications involved, being that the perceived value of touchless interactions
and the comparable performance with similar technologies outweigh its drawbacks. So,
by addressing the ergonomic aspects and optimizing the physical demands, touchless
interfaces can become even more widely accepted and spread as an input interface.
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