
REACT2023: The First Multiple Appropriate Facial Reaction
Generation Challenge

Siyang Song∗†
University of Leicester & Cambridge

Leicester & Cambridge, UK
ss1535@leicester.ac.uk

Micol Spitale∗
University of Cambridge

Cambridge, United Kingdom
ms2871@cam.ac.uk

Cheng Luo
Shenzhen University
Shenzhen, China
Chengluo@cn

Germán Barquero
Universitat de Barcelona & CVC

Barcelona, Spain
germanbarquero@ub.edu

Cristina Palmero
Universitat de Barcelona & CVC

Barcelona, Spain
crpalmec7@alumnes.ub.edu

Sergio Escalera
Universitat de Barcelona & CVC

Barcelona, Spain
sergio@maia.ub.es

Michel Valstar
University of Nottingham

Nottingham, United Kingdom
michel@blueskeye.com

Tobias Baur
University of Augsburg
Augsburg, Germany
tobias.baur@uni-a.de

Fabien Ringeval
Université Grenoble Alpes

Grenoble, France
fabien.ringeval@imag.fr

Elisabeth André
University of Augsburg
Augsburg, Germany
andre@uni-a.de

Hatice Gunes
University of Cambridge

Cambridge, United Kingdom
hatice.gunes@cl.cam.ac.uk

ABSTRACT
The Multiple Appropriate Facial Reaction Generation Challenge
(REACT2023) is the first competition event focused on evaluat-
ing multimedia processing and machine learning techniques for
generating human-appropriate facial reactions in various dyadic
interaction scenarios, with all participants competing strictly under
the same conditions. The goal of the challenge is to provide the first
benchmark test set for multi-modal information processing and
to foster collaboration among the audio, visual, and audio-visual
behaviour analysis and behaviour generation (a.k.a generative AI)
communities, to compare the relative merits of the approaches to
automatic appropriate facial reaction generation under different
spontaneous dyadic interaction conditions. This paper presents:
(i) the novelties, contributions and guidelines of the REACT2023
challenge; (ii) the dataset utilized in the challenge; and (iii) the
performance of the baseline systems on the two proposed sub-
challenges: Offline Multiple Appropriate Facial Reaction Genera-
tion and Online Multiple Appropriate Facial Reaction Generation,
respectively. The challenge baseline code is publicly available at
https://github.com/reactmultimodalchallenge/baseline_react2023.
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1 INTRODUCTION
The Multiple Appropriate Facial Reaction Generation Challenge
(REACT2023) is the first competition aimed at the comparison of
multimedia processing andmachine learningmethods for automatic
human appropriate facial reaction generation under different dyadic
interaction scenarios, with all participants competing under the
same conditions.

As discussed in [24], the generation of human facial reactions in
dyadic interactions poses uncertainties, as various (non-verbal) re-
actions may be deemed appropriate in response to specific speaker
behaviours. Although some prior studies [4, 5, 10, 11, 15, 20, 21, 24]
have already explored the task of automatically generating human-
style facial and bodily reactions based on the conversational part-
ner’s behaviours, their models are mainly trained to reproduce a
specific real facial reaction corresponding to the input speaker’s
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behaviour, which introduces challenges due to the potential diver-
gence of non-verbal reaction labels for similar speaker behaviours
at the training stage. Just a very recent work [14] presents a non-
deterministic approach to generate multiple listener reactions from
a speaker behaviour but without evaluating the appropriateness
of the generated reactions. Please refer to [24] for a theoretical
background, formulation and an in-depth discussion on multiple
appropriate facial reaction generation.

Themain goal of the REACT2023 challenge is to facilitate collabo-
ration among multiple research communities representing different
disciplines, in particular, the face and gesture, affective computing,
multimedia, and graphics communities, as well as researchers from
the psychological and social sciences specializing in expressive
facial behaviours. The challenge aims to encourage the initial de-
velopment and benchmarking of Machine Learning (ML) models
capable of generating appropriate facial reactions in response to
a given stimulus, using three state-of-the-art datasets for dyadic
interaction research, namely, RECOLA [19], NOXI [6], and UDIVA
[15, 16]. As part of the challenge, we provided the challenge par-
ticipants with the REACT2023 Challenge Dataset, comprising seg-
mented 30-second interaction audio-visual clips (clip pairs) from the
aforementioned three datasets, annotated with challenge-specific
labels indicating the appropriateness of the facial reactions. We
then invited the participating groups to submit their developed /
trained ML models for evaluation, which we benchmarked in terms
of appropriateness, diversity, and synchrony of the generated facial
reactions. The main contributions and novelties are introduced
under two separated sub-challenges focusing on online and offline
appropriate facial reaction generation as follows.

Offline Multiple Appropriate Facial Reaction Generation
(Offline MAFRG). task focuses on generating multiple appropri-
ate facial reaction videos from the input speaker behaviour (i.e.,
audio-visual clip). Specifically, this task aims to develop a ma-
chine learning model H that takes the entire speaker behaviour
sequence 𝐵

𝑡1,𝑡2
𝑆

as the input, and generates multiple (𝑀) appro-
priate and realistic / naturalistic spatio-temporal facial reactions
𝑝 𝑓 (𝑏𝑡1,𝑡2𝑆

)1, · · · , 𝑝 𝑓 (𝑏𝑡1,𝑡2𝑆
)𝑀 ; where 𝑝 𝑓 (𝑏𝑡1,𝑡2𝑆

)𝑚 is a multi-channel
time-series (consisting of AUs, facial expressions, valence and arousal
state) which represent the𝑚𝑡ℎ predicted appropriate facial reaction
in response to 𝐵

𝑡1,𝑡2
𝑆

. Based on the predicted facial attributes, the
challenge participants have had to generate 𝑀 appropriate and re-
alistic / naturalistic spatio-temporal facial reactions (2D face image
sequences) given each input speaker behaviour.

Online Multiple Appropriate Facial Reaction Generation
(Online MAFRG). task focuses on the continuous generation of
facial reaction frames based on the current and previous speaker
behaviours. This task aims to develop a machine learning model
H that estimates multiple facial attributes (AUs, facial expressions,
valence and arousal state) representing each appropriate facial re-
action frame (i.e., 𝛾th ∈ [𝑡1, 𝑡2] frame) by only considering the
𝛾th frame and its previous frames of the corresponding speaker
behaviour (i.e., 𝑡1th to 𝛾th frames in 𝐵

𝑡1,𝑡2
𝑆

), rather than taking all
frames from 𝑡1 to 𝑡2 into account. The model is expected to gradu-
ally generate multiple multi-channel facial attribute time-series to

represent all face frames of multiple appropriate and realistic / natu-
ralistic spatio-temporal facial reactions 𝑝 𝑓 (𝑏𝑡1,𝑡2𝑆

)1, · · · , 𝑝 𝑓 (𝑏𝑡1,𝑡2𝑆
)𝑀 ,

where 𝑝 𝑓 (𝑏𝑡1,𝑡2𝑆
)𝑚 , where 𝑝 𝑓 (𝑏𝑡1,𝑡2𝑆

)𝑚 is a multi-channel time-series
(consisting of AUs, facial expressions, valence and arousal state) rep-
resenting the𝑚𝑡ℎ predicted appropriate facial reaction in response
to 𝐵

𝑡1,𝑡2
𝑆

. Based on the predicted facial attributes, the challenge
participants have had to generate𝑀 appropriate and realistic / nat-
uralistic spatio-temporal facial reactions (2D face image sequences)
given each input speaker behaviour.

Both sub-challenges allowed participants to explore their own
features and machine learning algorithms, along with the baseline
system scripts made available in a public repository1, to facili-
tate the reproducibility of the baseline facial reaction generation
systems (Sec. 4). All participants were required to report their re-
sults achieved on the test partition. The REACT2023 Challenge
adopts the metrics defined in [24] to evaluate the performance of
the submitted approaches in terms of generated facial reactions,
namely: appropriateness, diversity, realism and synchrony. Partici-
pants were required to report their results and submit the developed
model(s) and checkpoints. The ranking of the submitted model com-
peting in the Challenge relies on the two metrics: Appropriate facial
reaction distance (FRDist) and facial reactions’ diverseness FRDiv,
for both sub-challenges.

2 CHALLENGE CORPORA
The REACT2023 Challenge relies on three corpora: NoXi [6], UDIVA
[16], and RECOLA [19]. Specifically, we first segmented each audio-
video clip in three datasets into a 30-seconds long clip as in [1]. Then,
we cleaned the dataset by selecting only the dyadic interactionswith
complete data of both conversational partners (where both faces
were within the frame of the camera). This resulted in 8616 clips
of 30 seconds each (71,8 hours of audio-video clips), specifically:
5870 clips (49 hours) from the NoXi dataset, 54 clips (0,4 hour) from
the RECOLA dataset, and 2692 clips (22,4 hours) from the UDIVA
dataset. We divided the datasets into training, test and validation
sets. We split the datasets with a subject-independent strategy (i.e.,
the same subject was never included in the train and test sets).

3 EVALUATION METRICS
In this challenge, the participants were required to develop models
that can generate two types of outputs for representing each facial
reaction: (i) 25 facial attribute time-series (explained in Sec. 4.1);
and (ii) a 2D facial image sequence. We followed [24] to compre-
hensively evaluate four aspects of the facial reactions generated
by each participant model, including (i) Appropriateness based
on two metrics, FRDist: Dynamic Time Warpping (DTW) and FR-
Corr: Concordance Correlation Coefficient (CCC); (ii) Diversity
Metrics: FRVar, FRDiv, and FRDvs; (iii) Synchrony, where the
Time Lagged Cross Correlation (TLCC) is employed, referred to as
FRSyn in this challenge; and (iv) Realism of the generated facial
reactions, which is assessed using the Fréchet Inception Distance
(FID), denoted as FRRea.

1https://github.com/reactmultimodalchallenge/baseline_react2023
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(a) Offline visualizations.
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(b) Online visualizations.

Figure 1: Examples of generated multiple listener reactions to a given speaker behaviour (including the speaker’s audio and
face frames). These reactions are generated by an online Trans-VAE model.

4 BASELINE SYSTEMS
This section presents the baseline systems and results achieved for
the REACT23 Challenge. Please refer to [23] for more details (e.g.,
training strategies for baselines and results on the validation set).

4.1 Behavioural features
Visual features. We followed [24] to provide three widely-used

frame-level facial attribute features for each video frame as the
baseline facial features. This included the occurrence of 15 facial
action units (AUs), 2 facial affect – valence and arousal intensities –
and the probabilities of 8 categorical facial expressions. Specifically,
15 AU occurrences (AU1, AU2, AU4, AU6, AU7, AU9, AU10, AU12,
AU14, AU15, AU17, AU23, AU24, AU25 and AU26) were predicted
by the state-of-the-art GraphAU model [12, 22], while the facial
affect (i.e., valence and arousal intensities) and 8 facial expression
probabilities (i.e., Neutral, Happy, Sad, Surprise, Fear, Disgust, Anger
and Contempt) were predicted using the approach proposed by [25].

Audio features. We also applied OpenSmile [8] to extract clip-
level audio descriptors, including GEMAP and MFCC features. Con-
sequently, we represented each speaker behaviour by combining all
frame-level descriptors as a multi-channel audio-visual time-series
behavioural signal.

4.2 Baseline systems
Naive baselines. we first established a set of naive baselines,

namely B_Random, B_Mime, B_MeanSeq, and B_MeanFr. Specifi-
cally, B_Random randomly samples𝛼 = 10 facial reaction sequences
from a Gaussian distribution. B_Mime generates facial reactions
by mimicking the corresponding speaker’s facial expressions. For
B_MeanSeq and B_MeanFr, the generated facial reactions are de-
cided by the sequence- and frame-wise average reaction in the
training set, respectively. Despite their simplicity, these baselines
illustrate the bounds of the metrics.

Trans-VAE. The Trans-VAE baseline has a similar architecture
to the TEACH proposed in [2], which consists of: (i) a CNN en-
coder that encodes the speaker facial image sequence (i.e., a short
video) as a sequence-level embedding; (ii) a transformer encoder
that first combines learned facial embeddings and audio embed-
dings (78-dimensional MFCC features) extracted by Torchaudio

library [28], and then predicts a pair of tokens 𝜇token and 𝜎token
representing the Gaussian Distribution of multiple appropriate fa-
cial reactions for the corresponding input speaker behaviour (i.e.,
this distribution learning strategy is inspired by [27]), based on not
only the combined audio-visual embedding but also a pair of learn-
able tokens; and (iii) a transformer decoder that samples a set of
representations describing an appropriate facial reaction based on
the predicted distribution tokens, which include 58 3D Morphable
Model (3DMM) coefficients [26] and a 25-channel emotion time-
series (15 AU occurrences, 8 facial expression probabilities as well
as valence and arousal intensities). Based on the learned 3DMM
coefficients and the corresponding listener’s portrait, FaceVerseV2
[26] is finally employed to translate the learned 3DMM coefficients
to the facial reaction image sequence. Specifically, the offline Trans-
VAE baseline takes the entire sequence of speaker audio-visual
behaviours (i.e., 30s clip in this challenge) as the input and gener-
ates a sequence of facial reactions consisting of 750 frames. The
online Trans-VAE baseline follows [13] to iteratively predict a short
segment consisting of 𝑤 facial reaction frames corresponding to
the time [𝑡 −𝑤 + 1 : 𝑡], where causal mask [7, 9, 13, 18] is employed
to avoid future speaker behaviours to be used for the facial reaction
prediction. Particularly, the 𝜏th facial reaction frame is predicted
based on: (i) 𝑡 −𝑤 frames ([1 : 𝑡 −𝑤]) of past speaker behaviours;
(ii) 𝑡 −𝑤 frames ([1 : 𝑡 −𝑤]) of previously predicted facial reactions;
and (iii) 𝜏 frames ([𝑡 −𝑤 + 1 : 𝜏]) of the current speaker behaviour.

BeLFusion. We used BeLFusion (without behavioural disentan-
glement) as our second baseline [3]. It is trained in two stages.
First, a variational autoencoder (VAE) is trained to learn a lower
representation from visual features (e.g., AUs, facial affects, and
expressions) of𝑤 frames. On the VAE’s head, we include a regressor
that transforms the decoded reaction to a sequence of 3DMM coef-
ficients. Then, a latent diffusion model (LDM) learns to, given the
speaker’s reaction, predict the lower-dimensional representation of
the listener’s appropriate facial reaction. Similarly to Trans-VAE,
this baseline also adopts a window-based approach where 𝑇 /𝑤
reactions are predicted independently. Then, the 𝑤-frames-long
reactions are stacked to build the full reaction. For the online sub-
challenge, the generation of the listener’s visual features for the
window [𝑡, 𝑡 +𝑤) is conditioned on the past speaker’s features at
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Table 1: Baseline offline and online facial reaction generation results achieved on the test set.

Method Appropriateness Diversity Realism Synchrony

FRC (↑) FRD (↓) FRDiv (↑) FRVar (↑) FRDvs (↑) FRRea (↓) FRSyn (↓)
GT 8.74 0.00 0.0000 0.0723 0.2474 47.50 47.72
B_Random 0.04 237.62 0.1667 0.0833 0.1667 - 43.99
B_Mime 0.38 92.95 0.0000 0.0723 0.2474 - 38.66
B_MeanSeq 0.01 98.39 0.0000 0.0000 0.0000 - 45.39
B_MeanFr 0.00 99.04 0.0000 0.0000 0.0000 - 49.00

Offline Results

Trans-VAE w/o visual modality 0.08 99.03 0.0229 0.0029 0.0255 65.18 44.47
Trans-VAE w/o audio modality 0.09 96.83 0.0088 0.0013 0.0094 63.77 45.24
Trans-VAE 0.10 98.48 0.0242 0.0040 0.0263 69.24 44.88
BeLFusion (𝑘=1) 0.12 90.21 0.0085 0.0056 0.0103 - 44.95
BeLFusion (𝑘=10) 0.13 89.84 0.0137 0.0078 0.0149 - 45.02
BeLFusion (𝑘=10) + Binarized AUs 0.12 92.58 0.0322 0.0170 0.0337 - 49.00

Online Results

Trans-VAE w/o visual modality 0.13 134.78 0.1121 0.0581 0.1166 69.20 44.24
Trans-VAE w/o audio modality 0.13 134.77 0.1087 0.0564 0.1095 74.54 44.33
Trans-VAE 0.13 135.57 0.1168 0.0604 0.1202 71.15 44.31
BeLFusion (𝑘=1) 0.12 89.56 0.0086 0.0058 0.0103 - 45.09
BeLFusion (𝑘=10) 0.13 89.42 0.0133 0.0077 0.0143 - 44.80
BeLFusion (𝑘=10) + Binarized AUs 0.12 92.13 0.0306 0.0164 0.0317 - 49.00

[𝑡−𝑤, 𝑡). It predicts all zeroes for segment [0,𝑤). For the offline sub-
challenge, such generation is conditioned on the speaker’s features
on the same time period: [𝑡, 𝑡 +𝑤). The LDM’s loss is the average
of the MSE in the latent space and the MSE in the reconstructed
space. The denoising chain has 10 steps, and every denoising step
is implemented with a sequence of residual MLPs as in [17].

4.3 Baseline results
Offline facial reaction generation sub-challenge:Table 1 shows
that both baselines can generate facial reactions that positively cor-
relate to the appropriate real facial reactions, where BeLFusion
outperforms Trans-VAE in terms of the distance between the pre-
dictions and real appropriate facial reactions (FRD), as well as intra-
sequence diversity (FRVar), but Trans-VAE achieved better intra-
and inter-subject diversities (FRDiv and FRDvs). Moreover, the re-
sults achieved by Trans-VAE suggest that both visual and audio
modalities positively contribute to the diversity of generated facial
reactions (FRDiv, FRVar, and FRDvs). Randomly sampled facial re-
action (i.e., B_Random) are diverse but not appropriate (in terms
of FRC and FRD), whereas deterministic baselines (i.e., B_Mime,
B_MeanSeq and B_MeanFr) achieved better appropriateness but
much lower diversity. Unlike above baselines, deep learned proba-
bilistic models (i.e., Trans-VAE and BeLFusion) can make a trade-off
between the these two, suggesting that they can generate multiple
different but appropriate facial reactions.

Online facial reaction generation sub-challenge: As demon-
strated in Table 1, the results confirmed that both baselines can
generate real-time facial reactions that are positively correlated
with the appropriate face reactions. Also, Trans-VAE outperforms
the BeLFusion in terms of diversity (FRDiv, FRVar, and FRDvs),
synchrony (FRSync), and while BeLFusion achieved better results
in terms of DTW distances (FRD). Similarly to the offline task, the
randomly sampled facial reactions (i.e., B_Random) are diverse
but not appropriate, while the deterministic naive approaches (i.e.,
B_Mime, B_MeanSeq and B_MeanFR) achieved better results in

terms of appropriateness but not diversity. Again, the proposed
Trans-VAE and BeLFusion baselines can have a better trade-off
between appropriateness and diversity. In this sub-challenge, the
differences are magnified for the four metrics.

The results achieved for both sub-challenges suggest the exis-
tence of a trade-off between the appropriateness and diversity of
the generated facial reactions, which is observed when binarizing
the predicted AUs: while the FRD worsens, all diversity metrics are
doubled. Compared to the offline setting, online generation is more
challenging and causes jitters and inconsistency between windows,
which are the main reasons for the decrease in Realism (i.e., FRRea
metric). Figure 1 visualises the 2D facial reactions generated by
Trans-VAE baseline under both offline and online scenarios.

5 PARTICIPATION AND CONCLUSION
This paper introduced REACT2023, the First Multiple Appropriate
Facial Reaction Generation Challenge, which provides the very
first attempt to bring together researchers contributing to a new
challenging research direction at the intersection of face and ges-
ture research, affective computing, and generative AI. The call
for participation attracted registration of 11 teams from 6 coun-
tries, with 10 teams participating in the Offline and Online MAFRG
sub-challenges, respectively. The top 3 teams have successfully sub-
mitted valid models, results and papers for the challenge, with each
paper submission being assigned two reviewers. We hope that both
the challenge data and code, as well as the systems and results of
the competing teams, will serve as a valuable stepping stone for
researchers and practitioners interested in the area of generative
AI and automatic facial reaction generation.
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