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#### Abstract

We consider the problem of designing a statefeedback controller for a linear system, based only on noisy input-state data. We focus on input-state data corrupted by measurement errors, which, albeit less investigated, are as relevant as process disturbances in applications. For energy and instantaneous bounds on these measurement errors, we derive linear matrix inequalities for controller design where the one for the energy bound is equivalent to robust stabilization of all systems consistent with the noisy data points via a common Lyapunov function.
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## I. Introduction

WE WOULD like to design a state feedback controller for a discrete-time linear time-invariant (LTI) system without knowing the parameter matrices $(A, B)$ of its state equation, but with only input-state measurements. When such measurements are noise-free and enjoy persistence of excitation, using them for this goal is not so interesting since these measurements identify $(A, B)$ exactly and the data-based design boils down to a model-based one. We thus focus on noisy measurements. In practical settings, it is reasonable and desirable that the noise in the measurements is bounded in some sense. The data generation mechanism and the noise bound yield a set of parameter matrices consistent with data, as in set membership identification [1]. Since the actual system is indistinguishable from all others in the set, our goal is to asymptotically stabilize all systems consistent with data. We share this approach with many recent works on (direct) data driven control [2], [3], [4], [5], [6].

Within this framework, however, the noise can enter the system in different ways when data are generated and different

[^0]bounds on the noise can be postulated. As for the first aspect, a large part of the recent literature on data-driven control has considered a process disturbance, which captures unmodeled dynamics in the state equation [3], [5], [7]. Still, less attention has been devoted to disturbances corrupting the input, which capture actuator inaccuracies, or corrupting the state or the output, which capture sensor inaccuracies. The close link with actuator/sensor inaccuracies makes it relevant to consider disturbances corrupting input, state or output, which are known as errors-in-variables in system identification [8], [9], [10]. In a static setting, they correspond to distinguishing between manifest and latent variables. We refer to [10, Sec. 1.1] for further motivation of errors-in-variables, which we term measurement errors here. Measurement errors are commonly postulated to have an energy bound or an instantaneous bound [11, Sec. I]: the former considers the whole sequence of the errors acting during data collection, see (16) below, whereas the latter considers each of such error instances, see (18) below. The treatment of instantaneous bounds is relevant for analogous advantages to those evidenced in [12] for process disturbances.
Based on this discussion, the case of measurement errors with instantaneous bounds is particularly relevant for control applications, since such bounds on input or state errors can be inferred based on actuator or sensor characteristics, pointwise in time, whereas it is less trivial to infer tight energy bounds on process disturbances. We provide linear matrix inequalities (LMIs) to design a state-feedback controller for the setting of measurement errors with energy and instantaneous bounds.
Related Literature: In [7] and [12], data is generated by an LTI system affected by a process disturbance. Here, we depart from that setting and consider instead input-state data affected by measurement errors, in an error-in-variables setting. In [2], sufficient conditions for controller design are given when the measurement error on the state satisfies an energy bound, whereas we provide necessary and sufficient conditions here. Measurement errors and a process disturbance, which satisfy an instantaneous bound (in $\infty$-norm), are considered in [13]. To handle bilinearity in the set of system parameters, [13] formulates the controller design as a polynomial optimization problem, which is approximated by a converging sequence of sum-of-squares programs. Here, Proposition 1 enables controller design by solving a single LMI. In [14], a controller design for multi-input-multi-output linear systems from input-output data is proposed; this design imposes matching a reference model via a nonconvex program [14, Sec. III.D] and stability of the so-designed controller is checked a posteriori [14, Sec. V]. Finally, the results in
this letter complement those in [15]. While [15] addresses the case of output feedback, with input and output data corrupted by measurement errors, we consider state feedback here. Focusing on the special case of state feedback, we give stronger conditions than those in [15], namely a necessary and sufficient condition in Theorem 1 instead of the sufficient conditions in [15, Th. 1]. Besides, [15] treats only energy bounds whereas we treat also instantaneous ones here.

Contribution. For measurement errors with energy and instantaneous bounds, we obtain two corresponding LMIs in Theorems 1 and 2. These LMIs depend only on the collected data and the postulated bounds, and enable the design of a state-feedback controller. Such controller is guaranteed to asymptotically stabilize all systems consistent with data, and the actual one in particular. Importantly, Theorem 1 takes the form of a necessary and sufficient condition. We also provide the independently relevant Proposition 1, which can be interpreted as a matrix elimination result.

## II. Preliminaries

## A. Notation

The identity matrix of size $n$ and the zero matrix of size $m \times n$ are $I_{n}$ and $0_{m \times n}$ : the indices are dropped when no confusion arises. The largest eigenvalue of a symmetric matrix $M$ is $\lambda_{\max }(M)$. The largest and smallest singular values of a matrix $M$ are $\sigma_{\max }(M)$ and $\sigma_{\min }(M)$. The 2-norm of a vector $v$ is $|v|$. The induced 2-norm of a matrix $M$ is $\|M\|$ and is equivalent to $\sigma_{\max }(M)$. For matrices $M, N$ and $O$ of compatible dimensions, we abbreviate $M N O(M N)^{\top}$ to $M N \cdot O[\star]^{\top}$, where the dot in the second expression clarifies unambiguously that $M N$ is the term to be transposed. For a symmetric matrix $\left[\begin{array}{cc}M & N \\ N^{\top} & O\end{array}\right]$, we may use the shorthand writing $\left[\begin{array}{cc}M & N \\ \star & O\end{array}\right]$. For a positive semidefinite matrix $M, M^{1 / 2}$ is its unique positive semidefinite square root [16, p. 440].

## B. Matrix Elimination Result

The next result is key for the sequel.
Proposition 1: Consider matrices $E \in \mathbb{R}^{n_{1} \times n_{2}}, F \in \mathbb{R}^{n_{1} \times n_{3}}$, $G \in \mathbb{R}^{n_{3} \times n_{3}}$ with $G=G^{\top} \succeq 0$. Then,

$$
\begin{equation*}
E E^{\top} \preceq F G F^{\top} \tag{1a}
\end{equation*}
$$

if and only if there exists $D \in \mathbb{R}^{n_{3} \times n_{2}}$ such that

$$
\begin{equation*}
E=F D, \quad D D^{\top} \preceq G . \tag{1b}
\end{equation*}
$$

Proof: $(\Longleftarrow)$ From (1b), $E E^{\top}=F D D^{\top} F^{\top} \preceq F G F^{\top}$.
$(\Longrightarrow)$ We need to show that if (1a) holds, then there exists $D$ such that (1b) holds. If $G=0$, it must be $E=0$ and $D=0$ yields (1b). We then consider $G \neq 0$ in the rest of the proof. For $G \neq 0$, there exist a real orthogonal matrix $U$ (i.e., $U U^{\top}=U^{\top} U=I$ ) and a diagonal positive definite $\Lambda_{1}$ such that an eigendecomposition of $G$ is

$$
\begin{align*}
G & =U\left[\begin{array}{cc}
\Lambda_{1} & 0 \\
0 & 0
\end{array}\right] U^{\top}=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{cc}
\Lambda_{1} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
U_{1}^{\top} \\
U_{2}^{\top}
\end{array}\right] \\
& =U_{1} \Lambda_{1} U_{1}^{\top} \tag{2}
\end{align*}
$$

which becomes $G=U \Lambda_{1} U^{\top}$ for $G \succ 0$. By the eigendecomposition of $G$, (1a) is equivalent to

$$
\begin{equation*}
E E^{\top} \preceq F U_{1} \Lambda_{1} U_{1}^{\top} F^{\top} \tag{3}
\end{equation*}
$$

If $F U_{1}=0$, it must be from (3) that $E=0$; any $D=$ $U_{1} D_{1}$ with $D_{1} D_{1}^{\top} \preceq \Lambda_{1}$ satisfies $E=0=F U_{1} D_{1}=F D$ and $D D^{\top}=U_{1} D_{1} D_{1}^{\top} U_{1}^{\top} \preceq U_{1} \Lambda_{1} U_{1}^{\top}=G$, which amounts to (1b). Otherwise, if $F U_{1} \neq 0$, we can define the next quantities:

- a nonsingular matrix $V$ such that

$$
V F U_{1}=\left[\begin{array}{c}
\hat{F}_{1}  \tag{4}\\
0
\end{array}\right]
$$

with $\hat{F}_{1}$ full row rank; $V$ can be obtained as the reduced row echelon form [16, pp. 11 and 12];

- $\left[\begin{array}{l}\hat{E}_{1} \\ \hat{E}_{2}\end{array}\right]:=V E$ where $\hat{E}_{1}$ has as many rows as $\hat{F}_{1}$;
- $\hat{F}_{1}^{\mathrm{R}}:=\Lambda_{1} \hat{F}_{1}^{\top}\left(\hat{F}_{1} \Lambda_{1} \hat{F}_{1}^{\top}\right)^{-1}$ where $\hat{F}_{1} \Lambda_{1} \hat{F}_{1}^{\top} \succ 0$ (it is thus invertible) since $\hat{F}_{1}$ has full row rank and $\Lambda_{1} \succ 0$;
- $D_{1}:=\hat{F}_{1}^{\mathrm{R}} \hat{E}_{1}$.

We now show that $D=U_{1} D_{1}$ satisfies (1b). Since $V$ is nonsingular, (3) holds if and only if

$$
\begin{align*}
V E E^{\top} V^{\top} & \preceq V F U_{1} \Lambda_{1} U_{1}^{\top} F^{\top} V^{\top} \\
& \Longleftrightarrow \Longleftrightarrow\left[\begin{array}{l}
\hat{E}_{1} \\
\hat{E}_{2}
\end{array}\right]\left[\begin{array}{c}
\hat{E}_{1} \\
\hat{E}_{2}
\end{array}\right]^{\top} \preceq\left[\begin{array}{c}
\hat{F}_{1} \\
0
\end{array}\right] \Lambda_{1}\left[\begin{array}{c}
\hat{F}_{1} \\
0
\end{array}\right]^{\top} \\
& \Longleftrightarrow\left[\begin{array}{cc}
\hat{E}_{1} \hat{E}_{1}^{\top} & \hat{E}_{1} \hat{E}_{2}^{\top} \\
\hat{E}_{2} \hat{E}_{1}^{\top} & \hat{E}_{2} \hat{E}_{2}^{\top}
\end{array}\right] \preceq\left[\begin{array}{cc}
\hat{F}_{1} \Lambda_{1} \hat{F}_{1}^{\top} & 0 \\
0 & 0
\end{array}\right] \\
& \Longleftrightarrow \hat{E}_{1} \hat{E}_{1}^{\top} \preceq \hat{F}_{1} \Lambda_{1} \hat{F}_{1}^{\top} \text { and } \hat{E}_{2}=0 \tag{5}
\end{align*}
$$

Note that $\hat{F}_{1}^{\mathrm{R}}$ is a right inverse of $\hat{F}_{1}$ because $\hat{F}_{1} \cdot \hat{F}_{1}^{\mathrm{R}}=\hat{F}_{1}$. $\Lambda_{1} \hat{F}_{1}^{\top}\left(\hat{F}_{1} \Lambda_{1} \hat{F}_{1}^{\top}\right)^{-1}=I$. Hence, $D_{1}$ satisfies

$$
\begin{align*}
\hat{E}_{1} & =\hat{F}_{1} \hat{F}_{1}^{\mathrm{R}} \hat{E}_{1}=\hat{F}_{1} D_{1}  \tag{6}\\
D_{1} D_{1}^{\top} & =\hat{F}_{1}^{\mathrm{R}} \hat{E}_{1} \hat{E}_{1}^{\top}\left(\hat{F}_{1}^{\mathrm{R}}\right)^{\top} \stackrel{(5)}{\leq} \hat{F}_{1}^{\mathrm{R}} \hat{F}_{1} \Lambda_{1} \hat{F}_{1}^{\top}\left(\hat{F}_{1}^{\mathrm{R}}\right)^{\top} \\
& =\Lambda_{1}^{1 / 2}\left(\Lambda_{1}^{-1 / 2} \hat{F}_{1}^{\mathrm{R}} \hat{F}_{1} \Lambda_{1}^{1 / 2}\right)\left(\Lambda_{1}^{1 / 2} \hat{F}_{1}^{\top}\left(\hat{F}_{1}^{\mathrm{R}}\right)^{\top} \Lambda_{1}^{-1 / 2}\right) \Lambda_{1}^{1 / 2} \\
& =\Lambda_{1}^{1 / 2} W W^{\top} \Lambda_{1}^{1 / 2} . \tag{7}
\end{align*}
$$

The so-defined $W$ is symmetric (i.e., $W=W^{\top}$ by the definition of $\hat{F}_{1}^{\mathrm{R}}$ ), is a projection (i.e., $W^{2}=W[16$, p. 38]), and thus each of its eigenvalues is 0 or 1 [16, Sec. 1.1.P5] so that

$$
\sigma_{\max }(W)=\sqrt{\lambda_{\max }\left(W W^{\top}\right)}=\sqrt{\lambda_{\max }(W W)}=\lambda_{\max }(W)=1
$$

and then $W W^{\top} \preceq I$. We can then conclude from (7) that

$$
\begin{equation*}
D_{1} D_{1}^{\top} \preceq \Lambda_{1}^{1 / 2} W W^{\top} \Lambda_{1}^{1 / 2} \preceq \Lambda_{1} \tag{8}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
V F D & =V F U_{1} D_{1} \stackrel{(4)}{=}\left[\begin{array}{c}
\hat{F}_{1} \\
0
\end{array}\right] D_{1}=\left[\begin{array}{c}
\hat{F}_{1} D_{1} \\
0
\end{array}\right] \stackrel{(6)}{=}\left[\begin{array}{c}
\hat{E}_{1} \\
0
\end{array}\right] \\
& \stackrel{(5)}{=}\left[\begin{array}{l}
\hat{E}_{1} \\
\hat{E}_{2}
\end{array}\right]=V E \Longleftrightarrow F D=E \tag{9}
\end{align*}
$$

by $V$ nonsingular, and

$$
\begin{equation*}
D D^{\top}=U_{1} D_{1} D_{1}^{\top} U_{1}^{\top} \stackrel{(8)}{\preceq} U_{1} \Lambda_{1} U_{1}^{\top} \stackrel{(2)}{=} G \tag{10}
\end{equation*}
$$

(9) and (10) correspond to (1b).

Because going from (1b) to (1a) dispenses with matrix $D$, Proposition 1 can be interpreted as a matrix elimination result.


Fig. 1. Scheme of data collection experiment for input-state measurements.

## III. Problem Formulation

Consider the discrete-time linear time-invariant system

$$
\begin{equation*}
x^{+}=A^{\star} x+B^{\star} u \tag{11}
\end{equation*}
$$

with state $x \in \mathbb{R}^{n}$ and input $u \in \mathbb{R}^{m}$. The matrices $A^{\star}$ and $B^{\star}$ are unknown to us and, instead of their knowledge, we rely on collecting input-state data with measurement errors to design a controller for (11), as we explain below.

Input-state data are collected by performing an experiment on (11). Consider

$$
\begin{equation*}
u^{\mathrm{m}}:=u+e_{u} \text { and } x^{\mathrm{m}}:=x+e_{x} \tag{12}
\end{equation*}
$$

where the measured input $u^{\mathrm{m}}$ differs from the actual input $u$ of (11) by an unknown error $e_{u}$ and the measured state $x^{m}$ differs from the actual state $x$ of (11) by an unknown error $e_{x}$. The data collection experiment is depicted in Figure 1 and is then as follows: for $k=0, \ldots, T-1$, apply the signal $u^{\mathrm{m}}(k)$; along with error $e_{u}(k)$, this results in (unknown) input $u(k)=u^{\mathrm{m}}(k)-e_{u}(k)$ and (unknown) state $x(k)$ for some initial condition $x(0)$; measure the signal $x^{\mathrm{m}}(k)=x(k)+e_{x}(k)$. The available data, on which our control design is based, are then $\left\{u^{\mathrm{m}}(k)\right\}_{k=0}^{T-1},\left\{x^{\mathrm{m}}(k)\right\}_{k=0}^{T}$. Note that we consider a measurement error on state $x$, unlike [7], [12] where a process disturbance $d$ on the dynamics was considered and the data generation mechanism was $x^{+}=A^{\star} x+B^{\star} u+d$.

The collected data satisfy, for $k=0, \ldots, T-1$,

$$
\begin{align*}
x^{\mathrm{m}}(k+1)= & A^{\star} x^{\mathrm{m}}(k)+B^{\star} u^{\mathrm{m}}(k) \\
& +e_{x}(k+1)-A^{\star} e_{x}(k)-B^{\star} e_{u}(k)  \tag{13a}\\
= & {\left[A^{\star} B^{\star}\right]\left[\begin{array}{l}
x^{\mathrm{m}}(k) \\
u^{\mathrm{m}}(k)
\end{array}\right]+\left[I-A^{\star}-B^{\star}\right] \epsilon(k) } \tag{13b}
\end{align*}
$$

with

$$
\epsilon(k):=\left[\begin{array}{c}
e_{x}(k+1) \\
e_{x}(k) \\
e_{u}(k)
\end{array}\right]
$$

For the sequel, the $T$ equalities in (13) are equivalent to

$$
X_{1}^{\mathrm{m}}=\left[A^{\star} B^{\star}\right]\left[\begin{array}{c}
X_{0}^{\mathrm{m}}  \tag{14}\\
U_{0}^{\mathrm{m}}
\end{array}\right]+\left[\begin{array}{ll}
I-A^{\star}-B^{\star}
\end{array}\right] E_{10}
$$

with definitions

$$
\begin{align*}
X_{1}^{\mathrm{m}} & :=\left[x^{\mathrm{m}}(1) x^{\mathrm{m}}(2) \ldots x^{\mathrm{m}}(T)\right]  \tag{15a}\\
X_{0}^{\mathrm{m}} & :=\left[x^{\mathrm{m}}(0) x^{\mathrm{m}}(1) \ldots x^{\mathrm{m}}(T-1)\right]  \tag{15b}\\
U_{0}^{\mathrm{m}} & :=\left[u^{\mathrm{m}}(0) u^{\mathrm{m}}(1) \ldots u^{\mathrm{m}}(T-1)\right]  \tag{15c}\\
E_{10} & :=[\epsilon(0) \epsilon(1) \ldots \epsilon(T-1)] . \tag{15~d}
\end{align*}
$$

The quantities $X_{1}^{\mathrm{m}}, X_{0}^{\mathrm{m}}$ and $U_{0}^{\mathrm{m}}$ are obtained from available data $\left\{u^{\mathrm{m}}(k)\right\}_{k=0}^{T-1},\left\{x^{\mathrm{m}}(k)\right\}_{k=0}^{T}$ whereas $E_{10}$ is unknown.

As prior information, in addition to (14), we consider, in parallel, two types of bounds that the error $\epsilon$ in (13) can satisfy. The first bound is an energy bound: this assumes that the "energy" of the whole sequence of vectors $\epsilon(0), \ldots, \epsilon(T-1)$ is bounded by some matrix $\Theta=\Theta^{\top} \succeq 0$ as

$$
\begin{equation*}
E_{10} E_{10}^{\top}=\sum_{k=0}^{T-1} \epsilon(k) \epsilon(k)^{\top} \preceq \Theta . \tag{16}
\end{equation*}
$$

In other words, the prior information is that any error sequence acting during data collection, in particular the actual $E_{10}=$ $[\epsilon(0) \epsilon(1) \ldots \epsilon(T-1)]$, belongs to the set

$$
\begin{equation*}
\mathcal{E}_{\mathrm{e}}:=\left\{E \in \mathbb{R}^{(2 n+m) \times T}: E E^{\top} \preceq \Theta\right\} \tag{17}
\end{equation*}
$$

The second, alternative, bound is an instantaneous bound: this assumes that each vector $\epsilon(0), \ldots, \epsilon(T-1)$ is bounded in norm by some scalar $\theta \geq 0$ as

$$
\begin{equation*}
|\epsilon(k)|^{2} \leq \theta, \quad k=0, \ldots, T-1 \tag{18}
\end{equation*}
$$

In other words, the prior information is that any error vector, in particular the actual $\epsilon(0), \ldots, \epsilon(T-1)$, belongs to the set

$$
\begin{equation*}
\mathcal{E}_{\mathrm{i}}:=\left\{\varepsilon \in \mathbb{R}^{2 n+m}:|\varepsilon|^{2} \leq \theta\right\} \tag{19}
\end{equation*}
$$

We note that imposing $\Theta=0$ or $\theta=0$ yields the setting of noise-free data as an immediate special case.

Although the actual parameters $\left[A^{\star} B^{\star}\right]$ from (11) are unknown, each of the previous two bounds allows us to characterize the set of parameters $[A B]$ consistent with (17) and data in (14) or with (19) and data in (13). For the energy bound in (17), the set is

$$
\begin{align*}
\mathcal{C}_{\mathrm{e}} & :=\left\{\left[\begin{array}{ll}
A & B
\end{array}\right] \in \mathbb{R}^{n \times(n+m)}:\right.  \tag{20}\\
& \left.X_{1}^{\mathrm{m}}=\left[\begin{array}{ll}
A & B
\end{array}\right]\left[\begin{array}{l}
X_{0}^{\mathrm{m}} \\
U_{0}^{\mathrm{m}}
\end{array}\right]+\left[\begin{array}{lll}
I & -A & -B
\end{array}\right] E, E \in \mathcal{E}_{\mathrm{e}}\right\},
\end{align*}
$$

cf. (14). For the instantaneous bound in (19), the set is

$$
\begin{equation*}
\mathcal{C}_{\mathrm{i}}:=\bigcap_{k=0}^{T-1} \mathcal{C}_{\mathrm{i}}^{k} \tag{21a}
\end{equation*}
$$

where the set $\mathcal{C}_{\mathrm{i}}^{k}$ of parameters consistent with the data point at $k=0, \ldots, T-1$ is defined as

$$
\begin{align*}
& \mathcal{C}_{\mathrm{i}}^{k}:=\left\{\left[\begin{array}{ll}
A B
\end{array}\right] \in \mathbb{R}^{n \times(n+m)}:\right. \\
& x^{\mathrm{m}}(k+1)=\left[\begin{array}{ll}
A & \left.B]\left[\begin{array}{l}
x^{\mathrm{m}}(k) \\
u^{\mathrm{m}}(k)
\end{array}\right]+[I-A-B] \varepsilon, \varepsilon \in \mathcal{E}_{i}\right\}, ~
\end{array}\right. \tag{21b}
\end{align*}
$$

cf. (13). We emphasize that $\left[A^{\star} B^{\star}\right] \in \mathcal{C}_{\mathrm{e}}$ since $E_{10} \in \mathcal{E}_{\mathrm{e}}$; $\left[A^{\star} B^{\star}\right] \in \mathcal{C}_{\mathrm{i}}$ since $\epsilon(0) \in \mathcal{E}_{\mathrm{i}}, \ldots, \epsilon(T-1) \in \mathcal{E}_{\mathrm{i}}$. We make the next remark on the sets $\mathcal{C}_{\mathrm{e}}$ and $\mathcal{C}_{\mathrm{i}}$.

Remark 1: In $\mathcal{C}_{\mathrm{e}}$ or $\mathcal{C}_{\mathrm{i}}$, we do not rely on the additional structure that data in (13) possess (for any $k$, the first component of $\epsilon(k)$ is equal to the second component of $\epsilon(k+$ 1)) because the same treatment could be given for data points from multiple experiments and, in that case, such additional structure may not be present.

Our goal is to control (11) and make the origin asymptotically stable by using the feedback law

$$
\begin{equation*}
u=K x \tag{22}
\end{equation*}
$$

for some matrix $K$ to be designed. In principle, if $\left[A^{\star} B^{\star}\right]$ were known in (11), we would like to render $A^{\star}+B^{\star} K$ Schur. In lieu of the knowledge of $\left[A^{\star} B^{\star}\right]$, we need to exploit the information available from data and embedded in the sets $\mathcal{C}_{\mathrm{e}}$ or $\mathcal{C}_{\mathrm{i}}$. Thus, we set out to design $K$ such that $A+B K$ is certified to be Schur for all $\left[\begin{array}{ll}A B\end{array}\right] \in \mathcal{C}_{\mathrm{e}}$ or for all $\left[\begin{array}{ll}A B\end{array}\right] \in \mathcal{C}_{\mathrm{i}}$ by a common Lyapunov function, as in quadratic stabilization [17]. This is respectively equivalent to the robust control problems

$$
\begin{align*}
\text { find } & K, P=P^{\top} \succ 0  \tag{23a}\\
\text { s.t. } & (A+B K) P(A+B K)^{\top}-P \prec 0 \quad \forall[A B] \in \mathcal{\mathcal { C } _ { \mathrm { e } }} \tag{23b}
\end{align*}
$$

or

$$
\begin{align*}
\text { find } & K, P=P^{\top} \succ 0  \tag{24a}\\
\text { s.t. } & (A+B K) P(A+B K)^{\top}-P \prec 0 \quad \forall[A B] \in \mathcal{C} \mathcal{C}_{\mathrm{i}} . \tag{24b}
\end{align*}
$$

To summarize, next are our problem statements.
Problem 1: With collected data $\left\{u^{\mathrm{m}}(k)\right\}_{k=0}^{T-1},\left\{x^{\mathrm{m}}(k)\right\}_{k=0}^{T}$ and with the error sequence satisfying the energy bound $\mathcal{E}_{\mathrm{e}}$, design a matrix $K$ to solve (23) and so ensure that the origin of the feedback interconnection of (11) and (22) is globally asymptotically stable.

Problem 2: With collected data $\left\{u^{\mathrm{m}}(k)\right\}_{k=0}^{T-1},\left\{x^{\mathrm{m}}(k)\right\}_{k=0}^{T}$ and with the error sequence satisfying the instantaneous bound $\mathcal{E}_{\mathrm{i}}$, design a matrix $K$ to solve (24) and so ensure that the origin of the feedback interconnection of (11) and (22) is globally asymptotically stable.

In the next remark, we provide a typical yet conservative way to obtain an energy bound from an instantaneous one. Still, instantaneous bounds on measurement errors capture actuator or sensor characteristics and are thus more relevant in practice, as discussed in Section I.

Remark 2: Suppose we know that for some $\bar{e}_{x} \geq 0$ and $\bar{e}_{u} \geq 0$, any errors $e_{x}$ and $e_{u}$ satisfy $\left|e_{x}\right|^{2} \leq \bar{e}_{x}$ and $\left|e_{u}\right|^{2} \leq \bar{e}_{u}$. Then, for each $k=0, \ldots, T-1$,

$$
\left|\left[\begin{array}{c}
e_{x}(k+1) \\
e_{x}(k) \\
e_{u}(k)
\end{array}\right]\right|^{2}=\left|e_{x}(k+1)\right|^{2}+\left|e_{x}(k)\right|^{2}+\left|e_{u}(k)\right|^{2} \leq 2 \bar{e}_{x}+\bar{e}_{u}
$$

and, from (15d),

$$
E_{10} E_{10}^{\top} \preceq \sum_{k=0}^{T-1}\left|\left[\begin{array}{c}
e_{x}(k+1) \\
e_{x}(k) \\
e_{u}(k)
\end{array}\right]\right|^{2} I \preceq T\left(2 \bar{e}_{x}+\bar{e}_{u}\right) I .
$$

In this way, we can take $\Theta$ as $T\left(2 \bar{e}_{x}+\bar{e}_{u}\right) I$.

## IV. Controller Design for Energy Bound

In this section we solve Problem 1. To this end, consider the set $\mathcal{C}_{\mathrm{e}}$ in (20), i.e.,

$$
\begin{align*}
& \mathcal{C}_{\mathrm{e}}=\left\{\begin{array}{ll}
A B
\end{array}\right]: \\
& \left.\quad X_{1}^{\mathrm{m}}-\left[\begin{array}{ll}
A & B
\end{array}\right]\left[\begin{array}{l}
X_{0}^{\mathrm{m}} \\
U_{0}^{\mathrm{m}}
\end{array}\right]=\left[\begin{array}{lll}
I-A-B
\end{array}\right], E E^{\top} \preceq \Theta\right\} . \tag{25}
\end{align*}
$$

Importantly, Proposition 1 allows rewriting $\mathcal{C}_{\mathrm{e}}$ equivalently as

$$
\begin{aligned}
\mathcal{C}_{\mathrm{e}}= & \left\{\left[\begin{array}{ll}
A & B
\end{array}\right]:\right. \\
& \left.\left(X_{1}^{\mathrm{m}}-\left[\begin{array}{ll}
A & B
\end{array}\right]\left[\begin{array}{l}
X_{0}^{\mathrm{m}} \\
U_{0}^{\mathrm{m}}
\end{array}\right]\right) \cdot[\star]^{\top} \preceq\left[\begin{array}{ll}
I-A-B
\end{array}\right] \cdot \Theta[\star]^{\top}\right\} .
\end{aligned}
$$

Partition $\Theta=\Theta^{\top} \succeq 0$ as

$$
\Theta=:\left[\begin{array}{ll}
\Theta_{11} & \Theta_{12}  \tag{26}\\
\Theta_{12}^{\top} & \Theta_{22}
\end{array}\right]
$$

with $\Theta_{11}=\Theta_{11}^{\top} \in \mathbb{R}^{n \times n}$ and $\Theta_{22}=\Theta_{22}^{\top} \in \mathbb{R}^{(n+m) \times(n+m)}$. With (26), algebraic computations rewrite the set $\mathcal{C}_{\mathrm{e}}$ as

$$
\begin{align*}
& \mathcal{C}_{\mathrm{e}}=\left\{Z=[A B]: Z \mathcal{A} Z^{\top}+Z \mathcal{B}^{\top}+\mathcal{B} Z^{\top}+\mathcal{C} \preceq 0\right\}  \tag{27a}\\
& \mathcal{A}:=\left[\begin{array}{c}
x_{0}^{\mathrm{m}} \\
U_{0}^{\mathrm{m}}
\end{array}\right]\left[\begin{array}{c}
x_{0}^{\mathrm{m}} \\
U_{0}^{\mathrm{m}}
\end{array}\right]^{\top}-\Theta_{22},  \tag{27b}\\
& \mathcal{B}:=-X_{1}^{\mathrm{m}}\left[\begin{array}{c}
X_{0}^{\mathrm{m}} \\
U_{0}^{\mathrm{m}}
\end{array}\right]^{\top}+\Theta_{12},  \tag{27c}\\
& \mathcal{C}:=X_{1}^{\mathrm{m}} X_{1}^{\mathrm{m} \top}-\Theta_{11} \text {. } \tag{27~d}
\end{align*}
$$

To effectively work with $\mathcal{C}_{\mathrm{e}}$, we make the next assumption on the collected data.

Assumption 1: $\left[\begin{array}{l}X_{0}^{\mathrm{m}} \\ U_{0}^{\mathrm{m}}\end{array}\right]\left[\begin{array}{l}X_{0}^{\mathrm{m}} \\ U_{0}^{\mathrm{m}}\end{array}\right]^{\top} \succ \Theta_{22}$.
This assumption is of signal-to-noise-ratio type. Indeed, for

$$
S_{0}:=\left[\begin{array}{l}
X_{0} \\
U_{0}
\end{array}\right]:=\left[\begin{array}{llll}
x(0) & x(1) & \ldots & x(T-1) \\
u(0) & u(1) & \ldots & u(T-1)
\end{array}\right],
$$

by $\left[15\right.$, Lemma 10], if $\sigma_{\min }\left(S_{0} S_{0}^{\top}\right) / \sigma_{\max }\left(\Theta_{22}\right)>4$, Assumption 1 holds, see [15] for more details.

Assumption 1 amounts to requiring $\mathcal{A} \succ 0$. Hence, $\mathcal{A}^{-1}$ exists and we can define

$$
\begin{equation*}
\mathcal{Z}:=-\mathcal{B} \mathcal{A}^{-1}, \quad Q:=\mathcal{B} \mathcal{A}^{-1} \mathcal{B}^{\top}-\mathcal{C} . \tag{28}
\end{equation*}
$$

Thanks to Assumption 1 and $\left[A^{\star} B^{\star}\right] \in \mathcal{C}$ e, the set $\mathcal{C}_{\mathrm{e}}$ has the properties summarized in the next result.

Lemma 1: Under Assumption 1, we have that:

$$
\begin{align*}
\mathcal{C}_{\mathrm{e}} & =\left\{Z:(Z-Z) \mathcal{A}(Z-Z)^{\top} \preceq Q\right\},  \tag{29}\\
Q & \succeq 0,  \tag{30}\\
\mathcal{C}_{\mathrm{e}} & =\left\{Z+Q^{1 / 2} \Upsilon \mathcal{A}^{-1 / 2}: \Upsilon \in \mathbb{R}^{n \times(n+m)}, \Upsilon \Upsilon^{\top} \preceq I_{n}\right\}, \tag{31}
\end{align*}
$$

and $\mathcal{C}_{\mathrm{e}}$ is bounded with respect to any matrix norm.
Proof: If $\mathcal{A} \succ 0$, then $Z$ and $Q$ in (28) are well-defined and algebraic computations yield (29) from (27a). By $\left[A^{\star} B^{\star}\right] \in \mathcal{C}_{\mathrm{e}}$, we have from (29) that $Q \succeq\left(\left[A^{\star} B^{\star}\right]-Z\right) \mathcal{A}\left(\left[A^{\star} B^{\star}\right]-Z\right)^{\top} \succeq 0$ by $\mathcal{A} \succ 0$. $\mathcal{A} \succ 0$ and $Q \succeq 0$ allow applying [7, Proposition 1] to obtain (31) from (29) and applying [7, Lemma 2] to show with analogous arguments that the nonempty $\mathcal{C}_{\mathrm{e}}$ is bounded with respect to any matrix norm.

With Lemma 1, we can design a controller solving Problem 1 next.
Theorem 1: For data $\left\{u^{\mathrm{m}}(k)\right\}_{k=0}^{T-1}, \quad\left\{x^{\mathrm{m}}(k)\right\}_{k=0}^{T}$, suppose Assumption 1 holds. Feasibility of

$$
\begin{align*}
& \text { find } Y, P=P^{\top} \succ 0  \tag{32a}\\
& \text { s. t. }\left[\begin{array}{ccc}
-P-\mathcal{C} & 0 & \mathcal{B} \\
0 & -P & {\left[\begin{array}{cc}
P & Y^{\top} \\
\mathcal{B}^{\top} & {\left[\begin{array}{l}
P \\
Y
\end{array}\right]}
\end{array}\right] \prec 0} \\
-\mathcal{A}
\end{array}\right] \tag{32b}
\end{align*}
$$

is equivalent to feasibility of (23). If (32) is feasible, a controller gain $K$ satisfying (23) is $K=Y P^{-1}$. Moreover, $x=0$ is globally asymptotically stable for the feedback interconnection of unknown plant $x^{+}=A^{\star} x+B^{\star} u$ and controller $u=K x$.

Proof: By $P \succ 0$ and Schur complement, (23b) is equivalently

$$
\left[\begin{array}{cc}
-P & -\left[\begin{array}{cc}
A & B
\end{array}\right]\left[\begin{array}{c}
I \\
K
\end{array}\right] P  \tag{33}\\
\star & -P
\end{array}\right] \prec 0 \quad \forall\left[\begin{array}{ll}
A B
\end{array}\right] \in \mathcal{C}_{\mathrm{e}} .
$$

There exist $K$ and $P=P^{\top} \succ 0$ satisfying this condition if and only if there exist $Y$ and $P=P^{\top} \succ 0$ satisfying

$$
\left[\begin{array}{cc}
-P & -Z\left[\begin{array}{l}
P \\
Y
\end{array}\right] \\
\star & -P
\end{array}\right] \prec 0 \quad \forall Z \in \mathcal{C}_{\mathrm{e}}
$$

with $Y=K P$. By $\mathcal{C}_{\mathrm{e}}$ in (31), obtained under Assumption 1, this condition holds if and only if

$$
\begin{aligned}
& 0 \succ\left[\begin{array}{cc}
-P & -2\left[\begin{array}{c}
P \\
Y
\end{array}\right] \\
\star & -P
\end{array}\right]+\left[\begin{array}{c}
Q^{1 / 2} \\
0
\end{array}\right] \Upsilon\left[\begin{array}{lll}
0 & \left.\left.-\mathcal{A}^{-1 / 2}\left[\begin{array}{l}
P \\
Y
\end{array}\right]\right] .\right] .
\end{array}\right. \\
& +\left[\begin{array}{c}
0 \\
-\left[\begin{array}{l}
P \\
Y
\end{array}\right]^{\top} \mathcal{A}^{-1 / 2}
\end{array}\right] \Upsilon^{\top}\left[Q^{1 / 2} 0\right] \quad \forall \Upsilon \text { with }\|\Upsilon\| \leq 1 \text {. }
\end{aligned}
$$

By Petersen's lemma reported in [7, Fact 1], this condition holds if and only if there exists $\lambda>0$ such that

$$
\begin{aligned}
0 \succ & {\left[\begin{array}{cc}
-P & -z\left[\begin{array}{l}
P \\
Y
\end{array}\right] \\
\star & -P
\end{array}\right]+\frac{1}{\lambda}\left[\begin{array}{c}
Q^{1 / 2} \\
0
\end{array}\right]\left[\begin{array}{c}
Q^{1 / 2} \\
0
\end{array}\right]^{\top} } \\
& +\lambda\left[\begin{array}{c}
0 \\
-\left[\begin{array}{c}
P \\
Y
\end{array}\right]^{\top} \mathcal{A}^{-1 / 2}
\end{array}\right]\left[\begin{array}{c}
0 \\
-\left[\begin{array}{c}
P \\
Y
\end{array}\right]^{\top} \mathcal{A}^{-1 / 2}
\end{array}\right]^{\top} \\
= & {\left[\begin{array}{cc}
-P+\frac{1}{\lambda} Q & -z\left[\begin{array}{c}
P \\
Y
\end{array}\right] \\
\star & -P+\lambda\left[\begin{array}{c}
P \\
Y
\end{array}\right] \mathcal{A}^{-1}\left[\begin{array}{l}
P \\
Y
\end{array}\right]
\end{array}\right] . }
\end{aligned}
$$

The existence of $Y, P=P^{\top} \succ 0, \lambda>0$ such that this inequality holds is equivalent to the existence of $Y, P=P^{\top} \succ$ 0 such that

$$
0 \succ\left[\begin{array}{cc}
-P+Q & -2\left[\begin{array}{c}
P \\
Y
\end{array}\right]  \tag{34}\\
\star & -P+\left[\begin{array}{c}
P \\
Y
\end{array}\right]^{\top} \mathcal{A}^{-1}\left[\begin{array}{l}
P \\
Y
\end{array}\right]
\end{array}\right] .
$$

By the definitions of $Q$ and $\mathcal{Z}$ in (28), this inequality is equivalent to

$$
0 \succ\left[\begin{array}{cc}
-P-\mathcal{C} & 0 \\
\star & -P
\end{array}\right]+\left[\begin{array}{c}
\mathcal{B} \\
{\left[\begin{array}{c}
P \\
Y
\end{array}\right]^{\top}}
\end{array}\right] \mathcal{A}^{-1}\left[\begin{array}{c}
\mathcal{B} \\
{\left[\begin{array}{c}
P \\
Y
\end{array}\right]^{\top}}
\end{array}\right]^{\top}
$$

and, by Schur complement, to (32b). Since (32) ensures that $A+B K$ is Schur for all $\left[\begin{array}{ll}A B\end{array}\right] \in \mathcal{C}_{\mathrm{e}}$ and $\left[A^{\star} B^{\star}\right] \in \mathcal{C}_{\mathrm{e}}, x=0$ is globally asymptotically stable for $x^{+}=\left(A^{\star}+B^{\star} K\right) x$.

Theorem 1 shows that, since the set $\mathcal{C}_{\mathrm{e}}$ of parameters consistent with data can be characterized without conservatism, robust stabilization of all matrices in the set $\mathcal{C}_{\mathrm{e}}$ (with a common Lyapunov function) is equivalent to the linear matrix inequality in (32). We also note that (32b) is equivalent, by (34), Assumption 1 and Schur complement, to

$$
0 \succ\left[\begin{array}{ccc}
-P+Q & -z\left[\begin{array}{c}
P \\
Y
\end{array}\right] & 0 \\
\star & -P & {\left[P Y^{\top}\right]} \\
\star & \star & -\mathcal{A}
\end{array}\right] .
$$

## V. Controller Design for Instantaneous Bound

In this section we solve Problem 2. To this end, consider the set $\mathcal{C}_{\mathrm{i}}^{k}$ in (21b) for $k=0, \ldots, T-1$, i.e.,

$$
\begin{gathered}
\mathcal{C}_{\mathrm{i}}^{k}=\left\{\left[\begin{array}{ll}
A & B
\end{array}\right]: x^{\mathrm{m}}(k+1)-\left[\begin{array}{ll}
A & B
\end{array}\right]\left[\begin{array}{l}
x^{\mathrm{m}}(k) \\
u^{\mathrm{m}}(k)
\end{array}\right]\right. \\
=\left[\begin{array}{lll}
I-A-B & -A \varepsilon^{\top} \preceq \theta I
\end{array}\right\} .
\end{gathered}
$$

Importantly, Proposition 1 allows rewriting $\mathcal{C}_{\mathrm{i}}^{k}$ at $k=0, \ldots$, $T-1$ equivalently as

$$
\begin{aligned}
\mathcal{C}_{\mathrm{i}}^{k}= & \left\{\left[\begin{array}{ll}
A & B
\end{array}\right]:\left(x^{\mathrm{m}}(k+1)-\left[\begin{array}{ll}
A & B
\end{array}\right]\left[\begin{array}{l}
x^{\mathrm{m}}(k) \\
u^{\mathrm{m}}(k)
\end{array}\right]\right) \cdot[\star]^{\top}\right. \\
& \left.\preceq\left[\begin{array}{ll}
I & -A-B
\end{array}\right] \cdot(\theta I)[\star]^{\top}=\left[\begin{array}{ll}
I & A
\end{array}\right] \cdot(\theta I)[\star]^{\top}\right\} .
\end{aligned}
$$

Hence, $[A B] \in \mathcal{C}_{\mathrm{i}}$ in (21a) if and only if

$$
\begin{gather*}
\text { for } k=0, \ldots, T-1, \\
{\left[\begin{array}{c}
I \\
A^{\top} \\
B^{\top}
\end{array}\right]^{\top}\left\{\left[\begin{array}{c}
x^{\mathrm{m}}(k+1) \\
-x^{\mathrm{m}}(k) \\
-u^{\mathrm{m}}(k)
\end{array}\right] \cdot[\star]^{\top}-\left[\begin{array}{ccc}
\theta I_{n} & 0 & 0 \\
0 & \theta I_{n} & 0 \\
0 & 0 & \theta I_{m}
\end{array}\right]\right\}\left[\begin{array}{c}
I \\
A^{\top} \\
B^{\top}
\end{array}\right] \preceq 0 .} \tag{35}
\end{gather*}
$$

We can design a controller solving Problem 2 next.
Theorem 2: For data $\left\{u^{\mathrm{m}}(k)\right\}_{k=0}^{T-1},\left\{x^{\mathrm{m}}(k)\right\}_{k=0}^{T}$, feasibility of find $Y, P=P^{\top} \succ 0, \tau_{0} \geq 0, \ldots, \tau_{T-1} \geq 0$

$$
-\sum_{k=0}^{T-1} \tau_{k}\left(\left[\begin{array}{c}
x^{\mathrm{m}}(k+1)  \tag{36b}\\
-x^{\mathrm{m}}(k) \\
-u^{\mathrm{m}}(k) \\
0
\end{array}\right]\left[\begin{array}{c}
x^{\mathrm{m}}(k+1) \\
-x^{\mathrm{m}}(k) \\
-u^{\mathrm{m}}(k) \\
0
\end{array}\right]^{\top}-\left[\begin{array}{cccc}
\theta I_{n} & 0 & 0 & 0 \\
0 & \theta I_{n} & 0 & 0 \\
0 & 0 & \theta I_{m} & 0 \\
0 & 0 & 0 & 0
\end{array}\right]\right)
$$

implies feasibility of (24). If (36) is feasible, a controller gain satisfying (24) is $K=Y P^{-1}$. Moreover, $x=0$ is globally asymptotically stable for the feedback interconnection of unknown plant $x^{+}=A^{\star} x+B^{\star} u$ and controller $u=K x$.

Proof: By Schur complement, (36b) is equivalent to

$$
\begin{aligned}
0 \succ & {\left[\begin{array}{ccc}
- & 0 & 0 \\
0 & P & Y^{\top} \\
0 & Y & Y P^{-1} Y^{\top}
\end{array}\right] } \\
& -\sum_{k=0}^{T-1} \tau_{k}\left(\left[\begin{array}{c}
x^{\mathrm{m}}(k+1) \\
-x^{\mathrm{m}}(k) \\
-u^{\mathrm{m}}(k)
\end{array}\right]\left[\begin{array}{c}
x^{\mathrm{m}}(k+1) \\
-x^{\mathrm{m}}(k) \\
-u^{\mathrm{m}}(k)
\end{array}\right]^{\top}-\left[\begin{array}{ccc}
\theta I_{n} & 0 & 0 \\
0 & \theta I_{n} & 0 \\
0 & 0 & \theta I_{m}
\end{array}\right]\right) .
\end{aligned}
$$

By the change of variables $Y=K P$ between $Y$ and $K$, the previous inequality is equivalent to

$$
\begin{align*}
& 0 \succ M:= \\
& \quad\left[\begin{array}{ccc}
-P & 0 & 0 \\
0 & P & P K^{\top} \\
0 & K P & K P K^{\top}
\end{array}\right]-\sum_{k=0}^{T-1} \tau_{k}\left(\left[\begin{array}{c}
x^{\mathrm{m}}(k+1) \\
-x^{\mathrm{m}}(k) \\
-u^{\mathrm{m}}(k)
\end{array}\right] \cdot[\star]^{\top}-\left[\begin{array}{ccc}
\theta I_{n} & 0 & 0 \\
0 & \theta I_{n} & 0 \\
0 & 0 & \theta I_{m}
\end{array}\right]\right) . \tag{37}
\end{align*}
$$

Since $\left[\begin{array}{lll}I & A & B\end{array}\right]$ has full row rank for each $\left[\begin{array}{ll}A B\end{array}\right]$, the previous inequality implies [16, Obs. 7.1.8] that

$$
0 \succ\left[\begin{array}{lll}
I & A & B
\end{array}\right] M\left[\begin{array}{lll}
I & A & B
\end{array}\right]^{\top} \quad \forall\left[\begin{array}{ll}
A & B
\end{array}\right] .
$$

By $\tau_{0} \geq 0, \ldots, \tau_{T-1} \geq 0$, the previous condition implies that

$$
0 \succ\left[\begin{array}{c}
I \\
A^{\top} \\
B^{\top}
\end{array}\right]^{\top}\left[\begin{array}{ccc}
-P & 0 & 0 \\
0 & P & P K^{\top} \\
0 & K P & K P K^{\top}
\end{array}\right]\left[\begin{array}{c}
I \\
A^{\top} \\
B^{\top}
\end{array}\right] \forall\left[\begin{array}{lll}
A & B
\end{array}\right] \text { s. t. (35) holds. }
$$

This is equivalent to: $0 \succ(A+B K) P(A+B K)^{\top}-P$ for all $\left[\begin{array}{ll}A & B\end{array}\right] \in \mathcal{C}_{\mathrm{i}}$, which is (24b).

Theorem 2 shows that a sufficient condition for robust stabilization of all matrices in the set $\mathcal{C}_{i}$ (with a common Lyapunov function) is feasibility of the linear matrix inequality in (36). Moreover, if (36b) is feasible, we have that for some $\tau_{0} \geq 0, \ldots, \tau_{T-1} \geq 0$,

$$
\sum_{k=0}^{T-1} \tau_{k}\left(\left[\begin{array}{l}
x^{\mathrm{m}}(k)  \tag{38}\\
u^{\mathrm{m}}(k)
\end{array}\right]\left[\begin{array}{l}
x^{\mathrm{m}}(k) \\
u^{\mathrm{m}}(k)
\end{array}\right]^{\top}-\theta I_{n+m}\right) \succ 0
$$

This is true since (36b) is equivalent to (37), and (37) implies negative definiteness of the principal submatrix of $M$ with elements $(2,2),(2,3),(3,2)$, $(3,3)$. Equation (38) can be interpreted as a signal-to-noise ratio.

## VI. Numerical Results

Data are generated by a system corresponding to the discretization of a simple distillation column borrowed from [18]. Specifically, the unknown matrices $A^{\star}$ and $B^{\star}$ are selected equal to [18, $A$ and $B$ on p. 95]. Such system has $n=7$, $m=3$ and the eigenvalues of the unknown $A^{\star}$ are $0,0,0.8607$, $0.8607,0.9024,0.9024,0.9217$.

We assume to know that each errors $e_{x}$ and $e_{u}$ satisfy $\left|e_{x}\right|^{2} \leq$ $\bar{e}_{x}$ and $\left|e_{u}\right|^{2} \leq \bar{e}_{u}$ for some $\bar{e}_{x} \geq 0$ and $\bar{e}_{u} \geq 0$. We consider an experiment with $\bar{e}_{x}=5 \cdot 10^{-\overline{5}}, \bar{e}_{u}=5 \cdot 10^{-5}, T=200$. By converting the instantaneous bounds into an energy bound as


Fig. 2. Closed loop of (11) and $u=K x$, where $K$ is designed by (36).


Fig. 3. Ratio of $n_{\text {feas }} / 20 \in[0,1]$ as a function of $\left(T, \log _{10}(\theta)\right)$ for (32) (top) and (36) (bottom), with "good" regions in yellow.
in Remark 2, we obtain $\Theta=T\left(2 \bar{e}_{x}+\bar{e}_{u}\right) I_{17}$; we also obtain $\theta=2 \bar{e}_{x}+\bar{e}_{u}$, see Remark 2 and (19). For this $\Theta$ and $\theta$, (32) was not feasible whereas (36) was. The controller designed with (36) is

$$
K=\left[\begin{array}{ccccrrr}
-0.2759 & 0.1518 & 1.2911 & -0.7883 & -0.0065 & -2.8121 & 0.8276 \\
0.1886 & -1.1926 & -19.8129 & 2.7679 & 0.4695 & 30.2622 & -9.6385 \\
0.4625 & -0.0028 & -1.3624 & 0.4232 & -2.4954 & 1.0034 & -0.4562
\end{array}\right]
$$

and the resulting closed-loop solutions are in Figure 2.
We now evaluate the performance of the two previous approaches quantitatively, given the same $\bar{e}_{x}$ and $\bar{e}_{u}$. To do so, we follow the type of analysis in [12], to which we refer the reader for more details. Consider different numbers of data points $T \in\{20,40,60,80,100,120,140,160,180,200\}$ and different bounds $\theta \in\left\{10^{-6}, \sqrt{10} \cdot 10^{-6}, 10^{-5}, \sqrt{10}\right.$. $\left.10^{-5}, 10^{-4}, \sqrt{10} \cdot 10^{-4}, 10^{-3}\right\}$. Based on these values of $\theta$, we set $\bar{e}_{x}=\bar{e}_{u}=\theta / 3$ so that for each $e_{x},\left|e_{x}\right| \leq \sqrt{\bar{e}_{x}} \in$ $\{0.0006,0.0010,0.0018,0.0032,0.0058,0.0103,0.0183\}$, and $\Theta=T \theta I$. For each of these pairs $(T, \theta)$, we randomly generate 20 data sequences; for each data sequence, apply (32) in Theorem 1 and (36) in Theorem 2; then count the number $n_{\text {feas }}$ of instances when (32) and (36) are feasible. For both cases, we plot the ratio $n_{\text {feas }} / 20 \in[0,1]$ in Figure 3 as a function of $(T, \theta)$, with a logarithmic scale for $\theta$. In line with [12], Figure 3 shows that it is more convenient to employ the instantaneous bound directly together with the sufficient condition in Theorem 2, rather than convert it into an energy bound to use the necessary and sufficient condition in Theorem 1. The downside of Theorem 2 over Theorem 1 is that the former involves $T$ more decision variables, but this is hardly an issue unless $T$ is quite large.

## VII. Conclusion

We have addressed the problem of designing a statefeedback controller based only on noisy data. Specific to this letter is that we have considered the setting where input and state are affected by measurements errors with both energy and instantaneous bounds. We have provided two linear matrix inequalities for the design of a controller that asymptotically stabilizes all systems consistent with the data points and the respective energy or instantaneous bounds. For the energy bound, the linear matrix inequality is actually equivalent to robust stabilization with a common Lyapunov function. Numerical examples have validated these results and provided a caveat for when energy bounds are derived by converting instantaneous ones. Interesting directions for future work are extensions to nonlinear systems and control problems beyond stabilization.

## References

[1] E. Fogel, "System identification via membership set constraints with energy constrained noise," IEEE Trans. Autom. Control, vol. 24, no. 5, pp. 752-758, Oct. 1979.
[2] C. De Persis and P. Tesi, "Formulas for data-driven control: Stabilization, optimality, and robustness," IEEE Trans. Autom. Control, vol. 65, no. 3, pp. 909-924, Mar. 2020.
[3] J. Berberich, C. W. Scherer, and F. Allgöwer, "Combining prior knowledge and data for robust controller design," IEEE Trans. Autom. Contr., vol. 68, no. 8, pp. 4618-4633, Aug. 2023.
[4] J. Coulson, J. Lygeros, and F. Dörfler, "Distributionally robust chance constrained data-enabled predictive control," IEEE Trans. Autom. Contr., vol. 67, no. 7, pp. 3289-3304, Jul. 2022.
[5] H. J. van Waarde, M. K. Camlibel, and M. Mesbahi, "From noisy data to feedback controllers: Nonconservative design via a matrix S-lemma," IEEE Trans. Autom. Contr., vol. 67, no. 1, pp. 162-175, Jan. 2022.
[6] F. Celi, G. Baggio, and F. Pasqualetti, "Closed-form and robust expressions for data-driven LQ control," Ann. Rev. Control, vol. 56, Nov. 2023, Art. no. 100916.
[7] A. Bisoffi, C. De Persis, and P. Tesi, "Data-driven control via Petersen's lemma," Automatica, vol. 145, Nov. 2022, Art. no. 110537.
[8] T. Söderström, "Why are errors-in-variables problems often tricky?" in Proc. Eur. Contr. Conf., 2003, pp. 802-807.
[9] V. Cerone, D. Piga, and D. Regruto, "Set-membership error-invariables identification through convex relaxation techniques," IEEE Trans. Autom. Contr., vol. 57, no. 2, pp. 517-522, Feb. 2012.
[10] T. Söderström, Errors-in-Variables Methods in System Identification. Cham, Switzerland: Springer, 2018.
[11] D. P. Bertsekas and I. B. Rhodes, "Recursive state estimation for a setmembership description of uncertainty," IEEE Trans. Autom. Control, vol. 16, no. 2, pp. 117-128, Apr. 1971.
[12] A. Bisoffi, C. De Persis, and P. Tesi, "Trade-offs in learning controllers from noisy data," Sys. Control Lett., vol. 154, Aug. 2021, Art. no. 104985.
[13] J. Miller, T. Dai, and M. Sznaier, "Data-driven stabilizing and robust control of discrete-time linear systems with error in variables," 2022, arXiv:2210.13430.
[14] M. Abuabiah, V. Cerone, S. Pirrera, and D. Regruto, "A non-iterative approach to direct data-driven control design of MIMO LTI systems," IEEE Access, vol. 11, pp. 121671-121687, 2023.
[15] L. Li, A. Bisoffi, C. De Persis, and N. Monshizadeh, "Controller synthesis from noisy-input noisy-output data," 2024, arXiv:2402.02588.
[16] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge, U.K.: Cambridge Univ. Press, 2013.
[17] B. R. Barmish, "Necessary and sufficient conditions for quadratic stabilizability of an uncertain system," J. Opt. Theory Appl., vol. 46, no. 4, pp. 399-408, 1985.
[18] P. Albertos and A. Sala, Multivariable Control Systems: An Engineering Approach. London, U.K.: Springer, 2004.


[^0]:    Manuscript received 19 February 2024; revised 27 April 2024; accepted 10 May 2024. Date of publication 16 May 2024; date of current version 1 July 2024. This work was supported in part by the Project Digital Twin of the Research Programme TTW Perspective which is (partly) financed by the Dutch Research Council (NWO) under Grant P18-03. The work of Lidong Li was supported by the Chinese Scholarship Council. Recommended by Senior Editor A. P. Aguiar. (Corresponding author: Andrea Bisoffi.)
    Andrea Bisoffi is with the Department of Electronics, Information, and Bioengineering, Politecnico di Milano, 20133 Milan, Italy (e-mail: andrea.bisoffi @ polimi.it).
    Lidong Li, Claudio De Persis, and Nima Monshizadeh are with the Engineering and Technology Institute, University of Groningen, 9747 AG Groningen, The Netherlands.
    Digital Object Identifier 10.1109/LCSYS.2024.3402135

