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Abstract
Numerous missions leverage the weak stability boundary in the Earth–Moon–Sun system to
achieve a safe and cost-effective access to the lunar environment. These transfers are envis-
aged to play a significant role in upcoming missions. This paper proposes a novel method to
design low-energy transfers by combining the recent Theory of Functional Connections with
a homotopic continuation approach. Planar patched transfer legs within the Earth–Moon and
Sun–Earth systems are continued into higher-fidelitymodels. Eventually, the full Earth–Moon
transfer is adjusted to conform to the dynamics of the planar Earth–Moon Sun-perturbed,
bi-circular restricted four-body problem. The novelty lies in the avoidance of any propagation
during the continuation process and final convergence. This formulation is beneficial when
an extensive grid search is performed, automatically generating over 2000 low-energy trans-
fers. Subsequently, these are optimized through a standard direct transcription and multiple
shooting algorithm. This work illustrates that two-impulse low-energy transfers modeled in
chaotic dynamic environments can be effectively formulated inTheory of Functional Connec-
tions, hence simplifying their overall design process. Moreover, its synergy with a homotopic
continuation approach is demonstrated.

Keywords Nonlinear astrodynamics · Earth–Moon transfers · High-fidelity trajectory
design · Theory of Functional Connections · Homotopy continuation

1 Introduction

Space exploration is experiencing a flourishing growth. A multitude of missions have been
recently launched in the cislunar space [CAPSTONE (Cheetham 2021), ArgoMoon (Di Tana
et al. 2019), EQUULEUS (Funase et al. 2020)] andmany others are planned for the near future
(LUMIO (Topputo et al. 2023), Chang’e-6 1). The renewed interest in our natural satellite
is confirmed by the ambitious ARTEMIS program and its Gateway (Smith et al. 2020),
which plan to set an important step toward the human exploration of the solar system. In this
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context, the development of new techniques for mission design and trajectory optimization
in dynamically rich environments is essential to make space even more appealing overall.

The design of low-energy interplanetary cruises is challenging because of the intrinsi-
cally chaotic dynamics governing the motion of a spacecraft (Topputo et al. 2005). Multiple
attractors and perturbations act together, making the phase space highly nonlinear and rather
complex to characterize. This causes the dynamics to be extremely sensitive to small varia-
tions in the states, and therefore, the design of trajectories in such environments is especially
difficult. On the other hand, this intrinsic complexity enriches the phase space, thereby per-
mitting otherwise impossible trajectories (Koon et al. 2000b). In this regime, the patched
conic approximation is not suitable, and therefore, alternative methodologies are adopted.
Simplified dynamic models reveal natural structures such as periodic orbits (Doedel et al.
2007) and invariant manifolds (Topputo et al. 2005) that can be exploited to generate pre-
liminary transfers with low propulsive costs, ultimately refined into more realistic scenarios
(Dei Tos and Topputo 2017). Overall, trajectories designed in these models enable for safer
and more fuel-efficient transfers than standard high-energy ones, usually at the expense of
longer travel times (Oshima et al. 2019).

Recently, numerous studies addressed the problem of designing low-energy transfers.
Fantino and Castelli (2016) approximated invariant manifolds far from the primaries, thus
simplifying the design of moon-to-moon transfers in the Jovian system. Lagrangian coherent
structures are utilized in Onozaki et al. (2017) to represent the analogs of invariant manifolds
in perturbed dynamic models. In their paper, Raffa et al. (2023) showed that Lagrangian
descriptors are suitable to reveal organized regions of motion in dynamically rich environ-
ments. Lu et al. (2015) optimized a full Earth–Mars low-energy transfer using a differential
evolution algorithm to patch different phases. An automated pathfinding usingmachine learn-
ing is investigated in Das-Stuart et al. (2020) to combine natural dynamic structures for rapid
trajectories generation.

To widen the spectrum of methodologies for fast prototyping of transfers, this work pro-
poses a novel approach. In particular, the design of two-impulse, low-energy, long-duration
trajectories is the focus of this research. Two objectives are pursued. Firstly, a technique for
effective Earth–Moon exterior trajectories design in intricate and chaotic dynamic regimes
is developed. Secondly, a method is demonstrated to automate the generation of feasible
two-impulse transfer trajectories, which are then optimized using a nonlinear programming
problem formulation (Betts 1998).

Dynamic structures arising from simplified models are exploited to construct a first seed-
ing trajectory composed of a departure leg from the Earth and an arrival one to the Moon,
similar to what practiced in Koon et al. (2001). The departure and arrival legs are successively
represented following the formulation proposed by the Theory of Functional Connections
(TFC) (Mortari 2017b). Subsequently, they are refined into more realistic dynamic models
through the application of a homotopic continuation approach (Allgower and Georg 2003).
Eventually, the convergence to a full Earth–Moon transfer is achieved. This procedure cir-
cumvents the need for repeatedly performing numerical integration of the dynamic equations
within a shooting framework, thereby facilitating the design process of transfer trajectories.
The efficiency in terms of propellant cost, hereafter referred to simply as ‘cost’, is guaran-
teed by capitalizing on the weak stability boundary granted by the dynamics itself (Circi and
Teofilatto 2001). After proving that such complex transfers can be accurately represented in
TFC, an extensive grid search is performed to automatically generate a wide range of exte-
rior Earth–Moon trajectories. These are eventually optimized through direct transcription and
multiple shooting (Betts 1998), building upon the formulation proposed in Topputo (2013).
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The remainder of the paper is structured as follows. In Sect. 2, the dynamic models and
the theoretical fundamentals of the tools employed in this work are presented. Section3
describes the devised method and the trajectory design approach. The procedure is then
practiced to generate two-impulse, exterior Earth–Moon transfers in Sect. 4. Eventually,
Sect. 5 summarizes the contributions of this study.

2 Background

2.1 Dynamic models

2.1.1 Planar circular restricted three-body problem

In the planar circular restricted three-body problem (CR3BP), two attractors P1 and P2 of
masses m1 > m2, respectively, revolve in circular orbits about their common barycenter.
The motion of a third body P3 of negligible mass, representing the spacecraft, is ruled by the
gravitational pull of the primaries. Furthermore, the trajectory is constrained to remain in the
same plane.

Denoting with μ = m2/(m1 +m2) the normalized gravitational parameter, the motion of
P3 can be represented in a convenient (x, y) rotating frame (rf) with the origin at the center
of mass of the primaries and the x axis pointing toward the secondary. As per Szebehely
(1967), the dynamic equations governing the motion of P3 are formulated in normalized
mass, distance, and time units as

ẍ = 2 ẏ + ∂�3

∂x
,

ÿ = −2ẋ + ∂�3

∂ y
,

(1)

where the effective potential �3 is defined as

�3(x, y) = 1

2
(x2 + y2) + 1 − μ

r1
+ μ

r2
+ 1

2
μ(1 − μ). (2)

The distance of the spacecraft from the principal attractor P1, located at (−μ, 0), is r1 =
[(x + μ)2 + y2]1/2, whereas the distance from the secondary P2, located at (1 − μ, 0), is
r2 = [(x + μ − 1)2 + y2]1/2.

The dynamics gives rise to five equilibria, known as Lagrange points, three of which are
collinear along the x axis (L1, L2, L3), whereas the remaining two (L4, L5) are located at
the vertices of two equilateral triangles with base extending from P1 to P2. The autonomous
dynamics enables an integral of motion, the Jacobi constant, which is equal to (Szebehely
1967)

J (x, y, ẋ, ẏ) = 2�3(x, y) − (ẋ2 + ẏ2). (3)

Depending on the Jacobi constant value, the spacecraft may or may not transit through
specific areas in the configuration space, the boundaries of which delimit Hill’s region. In
particular, Lagrange points set the energy levels at which transit gates open or close, either
enabling or preventing the spacecraft from passing trough different realms (Szebehely 1967).
Figure1 graphically represents Hill’s region of the Earth–Moon system where, for instance,
a spacecraft does not have enough energy to open the gate in L2. Therefore, the passage
from the interior to the exterior region and vice versa would be prevented. Table 1 reports
the physical constants used in this work, both for the Sun–Earth (SE) and the Earth–Moon
(EM) CR3BPs. The units of distance, time, and speed are used to map scaled quantities into
physical units.
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Fig. 1 Earth–Moon Hill’s region
(J = 3.184 164 143): forbidden
area in gray, [EMrf]

Table 1 Physical parameters of the Sun–Earth and Earth–Moon CR3BPs

Symbol Value Units Description
Sun–Earth Earth–Moon

μ 3.003 480 510×10−6 1.215 066 830×10−2 – Mass parameter

DU 1.494 609 474×108 3.844 050 000×105 km Distance unit

TU 5.812 673 583×101 4.348 113 050 days Time unit

VU 2.976 035 127×101 1.023 232 812 km/s Speed unit

2.1.2 Planar Sun–Earth Moon-perturbed bi-circular restricted four-body problem

The planar Sun–Earth Moon-perturbed bi-circular restricted four-body problem (SE-
BCR4BP) introduces the perturbation of the Moon into the SE-CR3BP model. The Moon is
assumed to revolve about the Earth in a circular orbit. This makes the model non-coherent,
and therefore, the motion of the primaries does not respect Newton’s laws (Koon et al. 2011).

Referring to Fig. 2, the dynamic equations expressed in the (x, y) rotating system of
reference are formulated as (Koon et al. 2000a)

ẍ = 2 ẏ + ∂�SE
4

∂x
,

ÿ = −2ẋ + ∂�SE
4

∂ y
,

(4)

where the new effective potential can be calculated starting from Eq. (2). Hence,

�SE
4 (x, y, t) = �SE

3 (x, y) + mM

r3(t)
, (5)
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Fig. 2 SE-BCR4BP model (not
to scale)

Table 2 Physical parameters of the SE-BCR4BP

Symbol Value Units Description

mM 3.694 317 975 ×10−8 – Scaled Moon mass

ρM 2.571 942 749 ×10−3 – Scaled Earth–Moon distance

ωM 1.236 826 692 ×101 – Scaled Moon angular velocity

with mM being the mass of the Moon scaled with respect to the units of the SE-CR3BP. The
distance of the spacecraft from the Moon is

r3(t) =
[(
x + μSE − 1 − ρM cos(αM(t))

)2 + (
y − ρM sin(αM(t))

)2]1/2
, (6)

where ρM is the scaled distance of the latter from the Earth. A time dependence appears,
resulting in a non-autonomous dynamic system. The rotating frame is rotated with respect to
the inertial reference (X , Y ) by an angle t , which assumes the meaning of non-dimensional
time parameter of the Sun–Earth system. The Moon phase angle αM(t) is calculated as

αM(t) = ωM(t − t ref ) + αref
M , (7)

where ωM is the Moon angular velocity relative to the Sun–Earth rotating frame. Besides,
at time t ref , the initial phase of the Moon equals αref

M. Table 2 reports the model parameters,
scaled to the reference values of the SE-CR3BP.

2.1.3 Planar Earth–Moon Sun-perturbed bi-circular restricted four-body problem

In the hierarchy of astrodynamic models employed to describe the motion of a spacecraft, the
planar Earth–Moon Sun-perturbed bi-circular restricted four-body problem (EM-BCR4BP)
holds great importance. Indeed, this dynamic model permits a spacecraft to perform cost-
efficient exterior transfers if the proper Earth–Moon–Sun configuration is matched (Circi and
Teofilatto 2001). The Sun revolves in a circular orbit about the center of mass of the Earth–
Moon system, resulting in a non-coherent description of the underlying dynamics (Simó et al.
1995).

Referring to Fig. 3, the dynamic equations of the EM-BCR4BP in the (x, y) rotating
reference frame are formulated by incorporating the Sun in the EM-CR3BP, leading to

123



   21 Page 6 of 35 C. T. Campana et al.

Fig. 3 EM-BCR4BP model (not
to scale)

(Topputo 2013)

ẍ = 2 ẏ + ∂�EM
4

∂x
,

ÿ = −2ẋ + ∂�EM
4

∂ y
,

(8)

where

�EM
4 (x, y, t) = �EM

3 (x, y) + mS

r3(t)
− mS

ρ2
S

(
x cos(αS(t)) + y sin(αS(t))

)
. (9)

In the new effective potential, mS represents the scaled mass of the Sun, with ρS being its
scaled distance from the Earth–Moon barycenter. The distance of the spacecraft from the
Sun is

r3(t) =
[(
x − ρS cos(αS(t))

)2 + (
y − ρS sin(αS(t))

)2]1/2
. (10)

The synodic frame is rotated with respect to a non-rotating one (X , Y ) by t , in this case
representing the non-dimensional time parameter of the Earth–Moon system. Furthermore,
the time dependence t makes this dynamic model non-autonomous. The Sun phase angle
αS(t) in the Earth–Moon rotating frame can be expressed as

αS(t) = ωS(t − t ref ) + αref
S , (11)

where ωS is the Sun angular velocity relative to the same frame and αref
S is the phase angle of

the Sun at the reference time t ref . Table 3 reports the parameters of this model, scaled to the
values of the EM-CR3BP.
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Table 3 Physical parameters of the EM-BCR4BP

Symbol Value Units Description

mS 3.289 005 410 ×105 – Scaled Sun mass

ρS 3.888 111 430 ×102 – Scaled (Earth+Moon)–Sun distance

ωS −9.251 959 850 ×10−1 – Scaled Sun angular velocity

2.2 Theory of Functional Connections

The TFC permits to formulate expressions representing all possible functions satisfying
certain constraints (Mortari 2017b). Closely related to spectral methods for functional inter-
polation (Boyd 2001), the TFC is based on a linear combination of basis functions. However,
in the TFC a set of k linear constraints is analytically embedded in the formulation, hence
specializing the resulting functional (Mortari 2017b). This representation has been proven
successful to solve mathematical problems such as approximation of solutions of differential
equations (Mortari 2017a; Mortari et al. 2019; Leake et al. 2020). Recently, the TFC was
adopted to solve astrodynamic problems as well (Johnston et al. 2021; de Almeida Junior
et al. 2021).

The functional x(t, gx (t)) satisfying a set of k given linear constraints can be expressed
as (Johnston et al. 2021)

x(t, gx (t)) = gx (t) +
k∑
j=1

φ j (t) ρ j (t, gx (t)), (12)

where gx (t) is a free function, φ j (t) are the switching functions, and ρ j (t, gx (t)) are the
projection functionals enforcing the constraints. The free function is obtained as linear com-
bination of m basis functions. In this work, these are chosen to be a set of Chebyshev
polynomials of the first kind (h(z(t)) ∈ R

m) generated recursively (Mason and Handscomb
2002). A transformation is necessary to map the domain of the Chebyshev polynomials
(z ∈ [z0, zf ], z0 = −1 and zf = 1) to the time domain (Mortari et al. 2019). It results that
gx (t) = h(z(t))�ξ x ,where ξ x ∈ R

m is the vector of coefficients thatmust be estimated to per-
form the functional interpolation. The switching functions are expressed as φ j (t) = si (t)αi j

where k linearly independent supporting functions si (t) are multiplied by αi j coefficients.
The purpose is to obtain k switching functions that are active, i.e., equal to 1, only when the
respective constraints must be enforced. Simultaneously, the remaining inactive switching
functions equal 0. The reader can refer to Mortari (2017b) for more details on the TFC.

In this study, a TFC formulation represents the solution of a two-point boundary value
problem, thus describing the planar motion of a spacecraft during its travel. Two functionals
are therefore needed to approximate the evolution of states, specifically x(t) and y(t), where
the initial and final positions at times t0 and tf , respectively, are fixed. Two supporting func-
tions computed as si (t) = t i−1, for i = 1, 2, are adopted to derive the switching functions
φ j (t) = α1 j + t α2 j so that

φ1(t0) = 1, φ1(tf ) = 0;
φ2(t0) = 0, φ2(tf ) = 1.

(13)
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Reformulating Eq. (13), the system
[
1 t0
1 tf

] [
α11 α12

α21 α22

]
=

[
1 0
0 1

]
(14)

is solved for αi j , and, consequently, the switching functions become

φ1(t) = tf − t

tf − t0
and φ2(t) = t − t0

tf − t0
. (15)

Equation (12) is then specialized for the two-point boundary value problem as

x(t, gx (t)) = gx (t) + tf − t

tf − t0
(x0 − gx (t0)) + t − t0

tf − t0
(xf − gx (tf )), (16)

where the projection functionals are formulated such that the constraints are enforced when
the respective switching functions are active. The same procedure is employed to formulate
y(t, gy(t)), which is function of its own unknown coefficients vector ξ y ∈ R

m .
As mentioned before, this study utilizes Chebyshev polynomials to perform the functional

interpolation. The linear mapping

z = z0 + zf − z0
tf − t0

(t − t0) ←→ t = t0 + tf − t0
zf − z0

(z − z0) (17)

is adopted to link the domain where the polynomials are defined to the time domain. Con-
sequently, if one calculates the nth-order derivative of the free function with respect to time,
for a general coordinate it results that (de Almeida Junior et al. 2021)

dng(t)

dtn
= dnh

dzn

�
ξ

(
dz

dt

)n

, (18)

where the last term is the mapping coefficient computed as

dz

dt
= zf − z0

tf − t0
. (19)

The two functionals x(t, gx (t)) and y(t, gy(t)) derived above are then substituted in the
second-order differential equations (Eqs. (1), (4), or (8)) to formulate two nonlinear algebraic
expressions Fx (t,�) and Fy(t,�) where the coefficients vectors grouped as � = [ξ x ; ξ y]
are the unknowns. To estimate the coefficients, the time domain must be discretized at some
node points. This generates a system of equations that, in this study, is solved through a root-
finding algorithm. The Chebyshev–Gauss–Lobatto nodes provide an optimal discretization
scheme to be used with Chebyshev orthogonal polynomials (Wright 1964). Moreover, this
discretization is denser at the boundaries of the domain, which is beneficial when representing
the full Earth–Moon transfer and the dynamics is, consequently, more sensitive to small
variations at its endpoints. Still, this choice has the drawback of reducing sensitivity far from
the extremities of the transfer. If the trajectory involves an intermediate close flyby at either
primary, the truemotion of the spacecraft may no longer be accurately represented. Assuming
that N points split the time domain, it follows that (Boyd 2001)

zk = − cos

(
kπ

N

)
for k = 0, 1, 2, . . . ,N − 1 (20)

are the discretization points of the domain where the Chebyshev polynomials are calculated.
The problem is formulated as a root-finding; therefore, the number of nodes is equal to the
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number of Chebyshev polynomials employed for the functional interpolation. The resulting
system of algebraic equations is expressed as

L(�) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fx (t0,�)
...

Fx (tf ,�)

Fy(t0,�)
...

Fy(tf ,�)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

= 0. (21)

The root-finding problem implemented adopts a QR decomposition to represent the Jacobian
matrix of the system (refer to Appendix A.1 for the analytical computation of the partial
derivatives) and an iterative Newton’s method to converge to the solution within a defined
tolerance (Boyd 2001).

2.3 Homotopy continuation

The homotopic continuation approach is a progressive root-finding algorithm that, starting
from a known seeding solution of a simplified problem, eventually converges to the unknown
zero of a more complex, but yet similar, problem. Typically, a convex homotopy formulation
is expressed as (Wang and Topputo 2022)

H(�, λ) := (1 − λ)G(�) + λQ(�), (22)

where � is the vector of unknowns of the original problem. The continuation parameter λ ∈
[0, 1] leads to the solution of the non-trivial problem (H(�f , 1) = 0) starting from the known
zero of the simpler one (H(�0, 0) = 0). Since Eq. (21) is formulated asL(�) : R2N → R

2N,
one gets that H(�, λ) : R2N × R → R

2N. Even though the previous contracted notation is
generally adopted throughout the paper, Eq. (23) explicitly specializes the formulation for
the specific study case of this work.

HSE(�SE, λ) = (1 − λ)LSE-CR3BP(�SE) + λLSE-BCR4BP(�SE),

HEM(�EM, λ) = (1 − λ)LEM-CR3BP(�EM) + λLEM-BCR4BP(�EM).
(23)

Equation (23) states that the objective is to gradually refine a solution, initially adhering to a
simplified dynamic model, toward satisfying a more complex regime.

The pseudo-arclength homotopy continuation algorithm attempts to follow the implicitly
defined curve c(s) ∈ H−1(0) from point (�0, 0) to (�f , 1), that is, the curve parameterized
with respect to the arclength s whose points are the zeros ofH(�, λ). DifferentiatingH(c(s)),
it results that (Allgower and Georg 2003)

H′(c(s))ċ(s) = 0 with ‖ċ(s)‖ = 1 (24)

because of the properties of the arclength. Equation (24) clearly states that the tangent ċ(s) is
orthogonal to all rows of the Jacobian matrix H′(c(s)); hence, it spans the one-dimensional
kernel ker

(
H′(c(s))

)
.

As mentioned, the objective of the homotopy continuation algorithm is to trace the curve
c(s) until the convergence to the final solution. This can be formulated as the initial value
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Fig. 4 Earth–Moon transfers design procedure

problem
{
u̇ = ċ(s)

u0 = [�0, 0] (25)

that is iteratively solved through a predictor–corrector algorithm. An Euler prediction step
uk+1 = uk + hu̇k with variable step-size h approximates the solution at the next iteration. A
Newton-like method based on a QR decomposition corrects the prediction until the condition
H(uk+1) = 0 is matched within a certain tolerance (Allgower and Georg 2003). Eventually,
the algorithm converges to the solution of Q(�).

3 Method

In this paper, the generation of Earth–Moon transfers in chaotic dynamics is addressed incre-
mentally. Firstly, fundamentals of dynamical systems theory are exploited to design a seeding
trajectory composed of two legs. Subsequent steps are implemented to gradually refine the
legs until the final convergence to a full transfer, this one formulated in a high-fidelity dynamic
model. A grid search, followed by the solution of nonlinear programming problems, allows
to generate a wide range of locally optimal Earth–Moon transfers. For reference, Fig. 4 pro-
vides a global overview of the workflow practiced in this study, which is described in detail
in this section.

3.1 Earth–Moon transfer generation

This research proposes a method to generate and optimize low-energy Earth–Moon transfers.
To formulate the problem, a spacecraft is assumed to depart impulsively from a circular Low
Earth Orbit (LEO) at an altitude of 167km. The target is a circular 100km altitude Low
Lunar Orbit (LLO). The insertion into the destination orbit is assumed to be impulsive too.
At the end of the design process, the motion of the spacecraft must comply with the dynamics
prescribed by the planar EM-BCR4BP.

The two orbits have been chosen to align with numerous previous works (refer to Topputo
(2013) for a list of references in this regard). Several solutions are therefore available in the
literature for a comparison with the results of this research.
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3.1.1 The patched three-body method

Low-energy transfers are enabled by pathways arising from invariant manifolds associated
with the Lagrange points of the CR3BP (Belbruno et al. 2010). A spacecraft can exploit
these dynamic structures to efficiently transit regions in the configuration space, usually at
the expenses of longer transfer times (Oshima et al. 2019).

In the context of a Earth–Moon transfer taking advantage of the solar perturbation to lower
the cost, invariant manifolds of both the SE-CR3BP and the EM-CR3BP are exploited to gen-
erate an initial seeding trajectory. This is enabled by the favorable condition that the dynamic
structures arising from these models interact each other (Koon et al. 2001). Consequently, the
preliminary design of a transfer trajectory can be split into two legs matching in position at an
intermediate patching point. Eventually, the full transfer is represented in the EM-BCR4BP.
This is feasible because the EM-BCR4BP exhibits both an internal and an external regions
of prevalence, that is, each simplified model provides an accurate approximation of the real
dynamics in a specific sector of the configuration space (Castelli 2011).

Firstly, two transfer legs are designed: a departure from the LEO represented in the SE-
CR3BP and an arrival to the LLO whose dynamics adheres to the EM-CR3BP. The two legs
are patched at a common point to allow for the continuity in position of the transfer. A small

V compensates the slightly different velocity at the patching point (Koon et al. 2001).
Departure leg in SE-CR3BP
Lyapunov orbits about Lagrange points are the fundamental dynamic structures enabling
convenient pathways in the planar Sun–Earth system. Dynamical systems theory suggests
that invariant manifolds arise from periodic orbits about Lagrange points (Belbruno et al.
2010). In particular, left and right stable S and unstable U invariant manifolds, associated
with a certain periodic orbit, can be generated by slightly perturbing the conditions of the
orbit itself (Koon et al. 2011). An example of L2 left stable (SSE

L2
) and unstable (USE

L2
) invariant

manifolds in the SE-CR3BP is represented in Fig. 5a. As depicted, the energy of the Lyapunov
periodic orbit must be such that its invariant manifolds reach the vicinity of the Earth. This
permits to exploit the tube dynamics to design a non-transit transfer leg departing impulsively
from the LEO.
Arrival leg in EM-CR3BP
The arrival at the LLO exploits, at first, the right stable invariantmanifold associatedwith a L2

Lyapunov orbit in the EM-CR3BP (SEM
L2

). Successively, its left unstable invariant manifold

(UEM
L2

) permits reaching the destination orbit. This second leg is therefore a transit orbit
flown from the outer realm of the system to the inner one. The design of this leg satisfies
both energetic and geometric requirements. The former prescribes that the energy of the
spacecraft, as computed in the EM-CR3BP, must be just above that of the L2 point to open
the rightmost gate. The latter imposes that UEM

L2
reaches the arrival orbit at the Moon in

configuration space. An impulsive maneuver performs the final orbital insertion. Figure5b
shows the framework where the arrival leg is designed.
Patching of the systems
This step searches a patching point ensuring the continuity of the transfer legs in the config-
uration space. In this work, the arrival leg is designed first, and the departure one is derived
consequently. A Poincaré section in the SE-CR3BP serves to study the patching point, thus
helping in gluing the two dynamic systems (Koon et al. 2001).
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Fig. 5 Examples of tubes
dynamics of the CR3BPs

3.1.2 Representation in Theory of Functional Connections

Once the two transfer legs have been numerically generated in their respective CR3BPs, TFC
functionals are formulated as per Eq. (16). An analytical approximation of the motion of the
satellite is thus available and can be exploited during the continuation and successive stages.
From this point on, the literature is extended.

Taking as an example the departure leg in the SE-CR3BP system, the trajectory resulting
from the procedure in Sect. 3.1.1 serves to estimate the unknown coefficients of xdep(t, gx (t))
and ydep(t, gy(t)). Each TFC formulation is constrained at its boundaries to guarantee that
the positions at the departure from the Earth and at the patching point are those previously
obtained by the numerical propagation. Likewise, the time of flight (TOF) is conserved.
Chebyshev polynomials with a maximum degree of 1000 are utilized for the interpolation,
implying a trade-off between interpolation accuracy and computational burden. In a com-
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Fig. 6 TFC interpolation of motion. (1) Initial TFC functional formulation; (2) TFC representation after least-
squares minimization; (3) TFC dynamical convergence; (4) real evolution of the motion (initial numerical
propagation)

plex and highly chaotic dynamic environment, accurately approximating the motion of a
spacecraft necessitates a large functional basis, yet computational efficiency must be guaran-
teed. The number of basis functions directly determines the number of discretization points
(see Sect. 2.2). The basis functions and the supporting functions, from which the switching
functions are generated, must be linearly independent (Mortari et al. 2019). Consequently,
a maximum polynomial degree of 1000 entails using 999 Chebyshev polynomials (ranging
from degree 2 to 1000) and a corresponding number of points N for discretizing the domain
of interest. A least-squares minimization approach is followed to approximate the unknown
coefficients ξ

dep
x and ξ

dep
y , initially set to zero. On this purpose, the evolution in time of the

position, velocity, and acceleration of the leg, obtained by the numerical propagation of the
dynamic equations, is interpolated at the N discretization points using cubic splines. This is
fed into a least-squares minimization algorithm, which performs the preliminary estimation
of the unknown coefficients. The two 3N×N Jacobian matrices, one for each spatial coor-
dinate, are computed analytically and decomposed in QR. Then, the dynamics is imposed
as per Eq. (21) and Newton’s method with adaptive step size refines the estimation of the
unknown coefficients.

This entire procedure is practiced for both the departure and arrival legs. Figure6 idealizes
the interpolation passages, summarizing the steps from the initial TFC functional formula-
tion to the final dynamical convergence to the real temporal evolution. In the figure, the x
coordinate is considered without loss of generality.

3.1.3 Continuation of the legs

The TFC formulation proves suitable whenever a continuation procedure is pursued. In this
paper, a pseudo-arclength homotopic approach is implemented. Specifically, the departure
leg from the Earth and the arrival one to the Moon, originally generated in the SE-CR3BP
and EM-CR3BP, respectively, are continued into their corresponding, more realistic SE-
BCR4BP and EM-BCR4BP models. A gradual introduction of the additional perturbations
favors a smoother transition to the refined legs, preserving the original geometrical properties
asmuch as possible. This is achievable because the initial and final positions of each leg, along
with the TOF, remain consistent with those obtained in the preceding stages. Additionally,
studying the deformation of the original legs due to additional gravitational forces offers
valuable insights into the behavior of the dynamic environments.
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Referring to the departure leg from the Earth, the perturbation of the Moon is gradually
introduced in the dynamics by multiplying the scaled mass of the Moon mM in Eq. (5) by
the continuation parameter λ. The homotopy continuation algorithm follows the implicitly
defined solution curve c(s) to stretch the solution fromcomplying to the SE-CR3BPdynamics
to conform to the full dynamics of the SE-BCR4BP. An equivalent approach is implemented
to continue the arrival leg from the patching point to the LLO. In this case, the scaled mass of
the SunmS in Eq. (9) is multiplied by λ, so ensuring a gradual transition from the EM-CR3BP
to the EM-BCR4BP.

In both cases, the homotopy continuation algorithm requires the computation of the Jaco-
bian matrices. The partial derivatives of the equations are computed with respect to the
coefficients of the TFC formulation and the parameter λ. The analytical expression of these
partial derivatives is implemented to enhance the computational efficiency, thereby expediting
the continuation process. For reference, Appendix A reports their mathematical derivation.

3.1.4 Final convergence to the transfer trajectory

In this last stage, the full Earth–Moon transfer trajectory has to be represented in the EM-
BCR4BP. In this regard, the departure leg from the LEO must undergo a transformation in
order to adhere to the dynamics of the destinationmodel. Furthermore, applying the procedure
explained in the previous sections, the two legs only match in configuration space at the
patching point; therefore, a small impulsive maneuver is required to perform the transition.
A final TFC formulation gradually smooths out the intermediate impulse, thereby obtaining
a pure two-impulse Earth–Moon transfer.
Kinematic transformation
A preliminary step is necessary to express the kinematics of the departure leg into the EM-
BCR4BP framework. This procedure generates a curve not strictly satisfying the dynamic
equations in Eq. (8). Notwithstanding, this curve provides a good approximation of the actual
behavior of the trajectory at the departure from the Earth in the destination dynamicmodel. To
perform the kinematic transformation from theSE-BCR4BP to theEM-BCR4BP, the states of
the departure leg at each time instant, as formulated through the TFC representation, are first
expressed in theEarth-centered non-rotating reference frame (Appendix 1 inTopputo (2013)).
A scaling is applied to convert the leg in Earth–Moon dimensionless quantities. Finally, a
roto-translation expresses the curve in the EM-BCR4BP synodic frame. The transformation
must take into account the instantaneous angles that the two rotating frames have with respect
to the inertial one, thereby accounting for the correct Earth–Moon–Sun configuration at each
instant along the departure leg. On this purpose, the Sun position in the EM-BCR4BP at the
time of Poincaré section crossing is derived from simple geometrical considerations.
Dynamics imposition
In the second step, the dynamics of the EM-BCR4BP is imposed to the curve representing
the departure from the Earth. Two new TFC functionals, one for each position coordinate, are
formulated. A least-squares minimization followed by a root-finding iterative process leads
to the convergence of the departure leg consistently with the new dynamic framework.
Smoothing to the full Earth–Moon transfer trajectory
A final step removes the small impulsive maneuver, still present at the patching point, other-
wise needed to perform the full Earth–Moon transfer trajectory. In this last stage, two TFC
functionals are formulated. These two pursue the objective of representing the full transfer by
smoothly converging to a trajectory adhering to the dynamics of the EM-BCR4BP, still pre-
serving the geometrical characteristics of the two original legs and the overall TOF. The two
endpoints are the departure from the LEO and the arrival to the LLO. Again, a least-squares
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minimizing over the departure and arrival legs approximates the unknown coefficients of the
TFC functionals. A root-finding refines this prediction by imposing the satisfaction of the
destination dynamics. This process naturally converges to a ballistic transfer trajectory, not
implying anymore the need of an intermediate impulsivemaneuver. The aforementioned TFC
functionals are constructed employing a linear combination of Chebyshev polynomials with
amaximum degree of 1600. This permits obtaining a transfer trajectory well interpolating the
correct time evolution of the position coordinates of the spacecraft, even when dealing with
highly sensitive solutions. For the purpose of performance analysis, the initial conditions
(i.e., position and velocity of the spacecraft at the departure from the LEO) obtained after the
convergence of the TFC functionals are numerically propagated. Next, the solution via TFC is
compared against the numerically propagated trajectory, which is considered representative
of the actual behavior, to assess the accuracy and reliability of the devised method.

3.2 Optimization of two-impulse Earth–Moon transfers

The generation of short-duration, high-energy, Earth–Moon transfers represented in TFC in
both the EM-CR3BP and EM-BCR4BP was investigated in de Almeida Junior et al. (2021).
On the contrary, the focus of this research is to widen the spectrum of application of TFC to
represent long-duration, low-energy, exterior trajectories. This section presents the procedure
to design a wide range of transfers. In the proposed approach, a grid search is implemented to
generate admissible trajectories via TFC. Consequently, a nonlinear programming problem is
formulated and optimized through direct transcription and multiple shooting (Topputo 2013;
Oshima et al. 2019).

3.2.1 Grid search using the Theory of Functional Connections

A grid search in the EM-BCR4BP over the departure and arrival bi-dimensional positions is
performed. Specifically, the two circular orbits at the endpoints of the transfer are discretized
starting from 0◦, in correspondence of the original departure and arrival points, to 360◦, by
an angular step of 5◦. The TOF is maintained equal to the transfer duration of the refined
trajectory generated in Sect. 3.1.4 to ensure comparability between transfers. The initial time,
and therefore the Sun angle at the departure from the Earth, is retained fixed as well. This
choice is beneficial to reduce the dimensionality of the initial grid search. Conversely, the
initial time is introduced as a variable parameter in the nonlinear programming optimization
problem to account for the non-autonomous nature of the dynamics.

For each combination of departure and arrival positions, two TFC functionals, one per
coordinate, are formulated to represent the constrained time evolution of the position of the
spacecraft during the full Earth–Moon transfer. Since all solutions are expected to belong to a
common family of exterior trajectories, the numerical values obtained in the final smoothing
in Sect. 3.1.4 are utilized to initialize the unknown coefficients multiplying the Chebyshev
polynomials. Root-finding refines this approximation such that the newly obtained transfer
trajectory satisfies the dynamics of the EM-BCR4BP. The convergence to a feasible solution
is, however, not granted for all combinations of departure and arrival positions. Furthermore,
as mentioned in Sect. 2.2, if the algorithm approaches a solution implying an intermediate
close passage to one of the primaries, the resulting trajectorymay no longer satisfy the correct
dynamics. To ensure convergence to a feasible trajectory, the initial conditions obtained
through the TFC formulation are propagated numerically. This serves a dual purpose. Firstly,
if the numerically propagated transfer intersects the destination LLO at an epoch close to the
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TOF, it indicates that the TFC functionals correctly interpolated the solution. Secondly, given
that the TFC formulation embeds no constraints apart from the initial and final positions,
there is the possibility that the surfaces of the Earth and/or of the Moon get intersected while
attempting the transfer. The numerical propagation, therefore, excludes all those solutions
crossing the Earth surface, whereas an event detector halts the propagation upon reaching
the destination LLO, regardless of the final position and transfer duration.

The grid search procedure aims at generating amultitude of admissible transfer trajectories
used to initiate the subsequent optimization. In Topputo (2013) and Oshima et al. (2019),
the authors propagated initial conditions belonging to the departure LEO until a defined
maximum time was reached, irrespective whether the achieved final point belonged to the
destination LLO or not. Subsequently, these seeds were fed to a nonlinear programming
optimizer. Differently, the procedure implemented in this study is expected to streamline the
process of generating trajectories more effectively, since the initial solutions to be optimized
are already full Earth–Moon transfers.

3.2.2 Direct transcription andmultiple shooting optimization

The formulation of the nonlinear programming problem (Betts 1998), implemented to opti-
mize the TFC transfer trajectories, is here briefly reported. The trajectories are first sectioned
subdividing the total transfer time into N− 1 evenly spaced segments, each one bounded by
two time instants respecting the relation

ti = t0 + i − 1

N − 1
(tf − t0) for i = 1, . . . ,N. (26)

Each discretization node ni introduces four variables to the optimization problem, namely
the instantaneous states of the spacecraft. Moreover, the initial and final transfer times are
also regarded as variables of the problem to account for the time dependency of the dynamic
system. Therefore, a total of 4N+2 unknowns x must be determined during the optimization
process, with N being the number of discretization points computed as N = floor

(
(tf −

t0)/0.6
)
(Oshima et al. 2019), which thereby accounts for the transfer duration.

The sum of the costs of the departure and arrival impulsive maneuvers is the objective
function to be minimized

J = 
Vdep + 
Varr, (27)

where, expanding its components (Yagasaki 2004),


Vdep =
√

(ẋ1 − y1)2 + (ẏ1 + x1 + μEM)2 −
√
1 − μEM

rdep
,


Varr =
√

(ẋN − yN)2 + (ẏN + xN + μEM − 1)2 −
√

μEM

rarr
.

(28)

In the equations, rdep and rarr represent the scaled departure and arrival radii of circular orbits
about the primaries, specifically 167km of altitude for the LEO and 100km of altitude for
the LLO. This formulation assumes that the velocities at the endpoints are tangential to the
respective local circular orbits, and this tangentiality condition is, along with the belonging
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to the reference circular orbits, enforced by (Yagasaki 2004)

�dep :=
[

(x1 + μEM)2 + y21 − rdep2

(x1 + μEM)(ẋ1 − y1) + y1(ẏ1 + x1 + μEM)

]
= 0,

�arr :=
[

(xN + μEM − 1)2 + y2N − rarr2

(xN + μEM − 1)(ẋN − yN) + yN(ẏN + xN + μEM − 1)

]
= 0.

(29)

Indeed, as per Pernicka et al. (1994), burning in the direction of the local velocity maximizes
the spacecraft energy variation, so optimizing the injection maneuvers.
Additional N−1 equality constraints are required to guarantee the continuity of the trajectory
at the nodes. These are formulated as

f i = ϕ(xi , ti ; ti+1) − xi+1 for i = 1, . . . ,N − 1, (30)

where ϕ(xi , ti ; ti+1) represents the flow of the i th section of the trajectory. In total, the
problem is then subject to 4+4(N−1) equality constraints. Inequality constraints ensure that
at each node the spacecraft does not impact with any of the primaries. This is mathematically
expressed as (Topputo 2013)

ηi :=
[

R2
E − (xi + μEM)2 − y2i

R2
M − (xi + μEM − 1)2 − y2i

]
< 0 for i = 1, . . . ,N, (31)

where RE and RM represent the scaled geometrical radii of the Earth and the Moon, respec-
tively. Finally, an inequality constraint guarantees that the final time comes subsequently to
the initial one, namely τ = t0 − tf < 0. Overall, 2N+1 inequality constraints are introduced
in the problem.

In summary, the optimization problem aims to determine 4N + 2 unknowns while being
subject to 4N equality constraints and 2N+1 inequality constraints. Upon satisfying the latter,
the presence of some degrees of freedom is beneficial to converge to a local optimal solution.
The problem as here formulated is solved using the MATLAB function fmincon (active-set
algorithm, 10−10 objective and constraints tolerances, Runge–Kutta algorithmof orders 7 and
8 (RK78) with absolute and relative tolerances of 2.5×10−14 for trajectories integration). The
gradient of the objective function and the Jacobian matrices of the constraints are analytically
computed and provided to the optimizer (Topputo 2013; Oshima et al. 2019).

4 Results

The method outlined in Sect. 3.1 is now applied to design a baseline Earth–Moon transfer
within the EM-BCR4BP dynamic model. Consequently, the procedure developed in Sect. 3.2
is executed to generate low-energy trajectories, later optimized through the nonlinear pro-
gramming formulation.

4.1 Exterior transfer trajectory design

4.1.1 Transfer legs generation

The design process starts with the identification of a suitable energy level for the L2 Lyapunov
orbit in the EM-CR3BP. A Jacobi constant equal to 3.164164143 guarantees the opening
of the L2 gate and generates a left unstable manifold UEM

L2
approaching the destination LLO.

On the Sun–Earth side, a Lyapunov orbit of Jacobi constant equal to 3.000778817 produces
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Fig. 7 Earth–Moon–Sun configuration at patching point time (not to scale)

a left stable manifold SSE
L2

reaching the departure LEO. The propagation of these manifolds
permits to start an iterative process leading to the generation of the two legs.

First of all, a horizontal Poincaré section is defined in between the Earth and the Moon in
configuration space (y = 0) in the EM-CR3BP system. Propagating UEM

L2
until this section,

the cutting of the two-dimensional manifold reduces to a one-dimensional closed curve easily
representable in a plane. For the analysis, it is useful to plot this curve in the (x, ẏ) plane.
Choosing a point inside this curve whose x coordinate equals the destination point on the
LLO, a suitable transit orbit is obtained. The remaining state ẋ can be readily calculated
using Eq. (3).

The conditions at the patching instant between the twodynamic systemsmust be defined. In
this regard, a proper Earth–Moon–Sun configuration enabling the generation of a continuous
transfer trajectory is sought. To simplify the analysis, the angle between the rotating frame
of the SE-CR3BP and the inertial one is set to zero at the time the spacecraft is supposed
to switch leg. The patching point is conveniently forced to belong, in configuration space,
to a vertical line above the Earth in the Sun–Earth system, as depicted in Fig. 7. A Poincaré
section � is thus defined with coordinates x = 1− μSE and y > 0, that is, at an angle of 90◦
in the Sun–Earth synodic frame. An iterative process is initiated to seek for a proper section
on the right stable manifold SEM

L2
of the Earth–Moon system such that once the resulting one-

dimensional curve is kinematically expressed in the Sun–Earth system at�, certain properties
are assured. Figure7 depicts the Earth–Moon–Sun instantaneous inertial configuration at the
epoch the trajectory switches from the departure leg to the arrival one. The angle θEM is
formed by the Earth-to-Moon direction with respect to the X axis of the inertial frame at
the time of the Poincaré section crossing. The objective is to find the angle ϕ between the
Poincaré section� and the Earth-to-Moon axis such that a spacecraft, placed in configuration
space along �, would ultimately reach the LLO if its states are propagated forward in the
EM-CR3BP, whereas it would approach the LEO if backward propagated in the SE-CR3BP.
Starting from an initial value of 0◦, ϕ is gradually incremented using a unitary step angle.
At each iteration, the cut in the correspondence of � in the Sun–Earth system is generated
and visualized in the (y, ẏ) plane. It is found that, setting ϕ = 60◦, a suitable configuration
of the three attractors is obtained. Figure8 shows the resulting cut in the (y, ẏ) plane. The
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Fig. 8 Poincaré section � in
Sun–Earth system

Fig. 9 Transfer legs, [SErf]. The
spacecraft departs the Earth in a
non-transit orbit, twists, and
approaches the Moon from
outside of its realm

two curves identify the USE
L2

and the SEM
L2

manifolds. The representation of SEM
L2

, originally
generated in the Earth–Moon system, is the result of a transformation accounting for the
instantaneous relative configuration of the three primaries. Point A indicates the state of the
spacecraft after back-propagating the arrival conditions at the LLO previously defined and
expressing the states at the correspondence of the patching point in the Sun–Earth system. As
expected, this point lies internally to SEM

L2
, therefore confirming that the arrival leg is a transit

orbit. To guarantee the continuity of the trajectory in the configuration space, the two legs
must share the same y value on this plane. Recalling that the departure leg is a non-transit orbit
in the Sun–Earth system, its states at�must lie outside USE

L2
. Figure8 helps in choosing point

D such that, by back-propagation, the spacecraft twists and approaches the departure orbit
about the Earth. Furthermore, as per Koon et al. (2001), the closer point D is to the unstable
curve, the stronger the twisting effect will be. The propagation is terminated when the LEO
is crossed. In Fig. 9, the result of this design can be appreciated in the Sun–Earth system. In
this projection, the arrival leg and SEM

L2
do not respect the dynamics of the SE-CR3BP since

they are mere outcomes of the aforementioned transformation.
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Fig. 10 Homotopy continuation
of transfer seeding legs, fixed
TOF

4.1.2 Formulation in Theory of Functional Connections and homotopy continuation

The two legs, constituting the transfer seed, are formulated in TFC. For each leg, two
TFC functionals are implemented and the unknown coefficients are estimated through least-
squares minimization and root-finding.

The continuation of the departure leg is presented in Fig. 10a, whereas Fig. 10b shows
the gradual refinement of the arrival leg at the Moon. The TOF of each leg is enforced to be
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equal to that of the respective seeding one. Hill’s regions depicted in the figures are generated
over the seeding Jacobi constant values. In the plots, the transition is represented as a gradual
change in color from red to black, for the departure leg, and from red to blue for the arrival
one. The convergence to the refined legs is obtained by progressively increasing the lunar
and solar perturbations, respectively. In the analysis, the step size h adopted in the Euler
prediction step to solve Eq. (25) is set to 0.1. However, during the homotopic continuation
process, it is allowed to vary freely if particularly challenging iterations are encountered.

An alternative formulation of TFC incorporates a variable TOF. Given an initial time t0,
the final time tf of the transfer leg can be estimated along with the unknown coefficients.
To preserve the dimensionality of the problem, the maximum degree of the basis functions
adopted for the TFC formulation of the y coordinate is reduced by one. The introduction
of a variable transfer duration was expected to better indulge the dynamical deformation
during the homotopic continuation process, offering potential advantages. Nevertheless, the
least-squares minimization and root-finding procedures employed prior to continuation lead
to solutions deviating from the initial seeding legs, as shown in Fig. 11. This deviation is
particularly notable in the case of the arrival leg, as depicted in Fig. 11b, where the new
solution crosses Hill’s region of the original seed, shown in green. Moreover, it turns out that
the convergence in case of variable duration is very sensitive to the number of basis functions
employed for the TFC formulation. If a different maximum degree for the interpolating
polynomials had been utilized, the algorithm would have converged to another admissible,
yet different, solution. This interesting behavior may be the focus of future research. Since
no significant improvements have been identified with this new formulation and considering
the dissimilarity to the original geometry of the seeding legs, the remaining analysis is based
on the refined legs with fixed TOF.

By virtue of the continuation process, it is interesting to observe the gradual deformation of
the arrival leg caused by the progressive enhancement of the perturbation of the Sun. Figure12
illustrates the acceleration vectors introduced by the additional attractor at various time
instants of the seeding arrival leg, sampled at one-day intervals during the transfer time. Small
blue dots denote the corresponding instants on the continued leg. To reach the destination
LLOwithin a fixed TOF, the spacecraft has to fly on a trajectory that compensates for the new
perturbative acceleration introduced into the dynamics. Consequently, the resulting refined
leg exhibits a drifting rightwards. On the contrary, if not accounted for, the solar attraction
disrupts the seeding leg, so preventing it from reaching the Moon realm. For reference, this
trajectory is represented in black with small dots marking samples at one-day intervals.

4.1.3 Final smoothing

The two legs, refined into their respective higher-fidelity dynamic models, are the build-
ing blocks over which the final Earth–Moon transfer is constructed. The gradual transition
toward more realistic dynamics facilitates the design of a trajectory preserving the qualitative
behavior of the seeding legs.

As detailed in Sect. 3.1.4, a kinematic transformation of the departure leg is necessary to
trace a curve in the Earth–Moon synodic frame. A TFC formulation over the departure leg
imposes its compliance with the dynamics prescribed by the EM-BCR4BP model, thereby
obtaining a coherent representation. Two last TFC functionals are constructed to approximate
the full Earth–Moon transfer, thus smoothing out the intermediate impulsive maneuver. The
least-squares minimization takes few milliseconds, whereas the consequent Newton’s algo-
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Fig. 11 Homotopy continuation
of transfer seeding legs, free TOF

rithm converges in 3.80 seconds after 12 iterations2 to a norm of the residuals, these computed
as per Eq. (21), equal to 10−8. It should be emphasized that no other constraints are imposed
to the functional formulation besides the positions at the endpoints. This means that the full
trajectory may intersect the LLO before the final time. This happens, for example, if the des-
tination position is on the other side of the Moon with respect to the approaching direction.
To avoid this occurrence, a root-finding problem is employed to determine the epoch at which

2 MATLAB® R2022b, 12th Gen. Intel® Core™ i7-12700, 16.0 GB RAM.
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Fig. 12 Solar effect to arrival leg,
[EMrf]. TFC compensates for the
perturbing acceleration that
would, otherwise, deviate the
desired trajectory

the spacecraft first crosses the LLO. This search is facilitated by the analytical formulation
in TFC of the spacecraft position.

The full transfer trajectory is depicted in the Earth–Moon synodic frame in Fig. 13a,
whereas Fig. 13b shows the results in the Earth-centered quasi-inertial (ECqi) frame. Hill’s
region included in the synodic representation is generated considering the instantaneous
Jacobi value at arrival time, equal to 3.151261080. Table 4 presents the initial conditions
of the transfer in the Earth–Moon synodic frame, its duration, and cost. This information
allows independent reproduction. To improve accuracy, the values are obtained numerically
propagating a-posteriori the TFC initial conditions, considering an event detector at LLO
crossing. A RK78 integrator with absolute and relative tolerances of 2.5× 10−14 is utilized.
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Fig. 13 Earth–Moon transfer
trajectory

Y,
 
k
m

X, km

4.1.4 Error analysis

The accuracy of the TFC solution is assessed over the trajectory propagated numerically.
Figure14a depicts the logarithmic evolution of the TFC position coordinates percent errors
computed as

e% =
∣∣∣∣
TFC − RK78

RK78

∣∣∣∣ × 100. (32)
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Table 4 Earth–Moon transfer
trajectory

Data Value Units

x0 −1.478 307 019 338×10−2 –

ẋ0 −1.072 665 598 705×101 –

y0 1.682 158 755 994×10−2 –

ẏ0 3.027 826 263 918×10−2 –

t0 −1.102 775 344 532 –

tf 3.616 627 241 888 ×101 –

α
@t0
s 1.772 686 869 626 rad

TOF 162.05 days


Vdep 3516.20 ms−1


Varr 660.85 ms−1


Vtot 4177.05 ms−1

The red and black vertical lines in Fig. 14a correspond to the instants when the spacecraft
crosses the x and y axes of the EM-BCR4BP system, respectively. As expected, the progres-
sion of the percent errors exhibits a consistent cyclic pattern, mirroring a trend reminiscent
of the evolution of the spacecraft position in the Earth–Moon synodic frame. Although a
gradual increase in percent errors is observed over time, they consistently remain bounded
below 1.1% even when the trajectory eventually approaches the Moon. Figure14b, instead,
shows the evolution of the time-synchronized distance between the two trajectories. The
green vertical line indicates the patching epoch of the initial two seeding legs. The maximum
planar distance between the trajectories obtained via TFC and numerically propagating the
initial conditions reaches a value of 8.60 km, in the near proximity of the destination position.

For the sake of completeness, time-frames where the EM-CR3BP better represents the
dynamic behavior of the spacecraft (initial and final gray areas) and where, on the contrary,
the SE-CR3BP is more appropriate (central yellow area), are distinguished in the figures.
This discretization aligns with the concept of regions of prevalence, as explored in Castelli
(2011), thereby enabling a practical classification of the three transfer phases in departure,
coasting, and arrival. Nonetheless, due to the relatively short duration of the departure and
the proper initial configuration of the primaries, the division into a departure plus coastal
phase and a final arrival one closely approximates reality, allowing for the design procedure
adopted in this research.

4.2 Earth–Moon transfers optimization

The procedure detailed in Sect. 3.2 is now employed to generate a large number of Earth–
Moon transfer trajectories in the EM-BCR4BP system. Initially, the grid search is conducted
to generate low-energy exterior transfers, these represented in TFC. Approximately 2300
compliant trajectories are obtained, of which about 2000 are successfully optimized through
direct transcription and multiple shooting. During processing, not all input TFC solutions
converge to their optimized counterparts. This occurs either because a maximum number
of iterations or function evaluations is reached (set to 104 and 106, respectively), or when,
despite reaching convergence, the solution fails to meet the maximum tolerance error over
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Fig. 14 Error analysis to assess
the accuracy of the TFC solution
with respect to the numerically
propagated counterpart

the problem constraints, set to 10−10. Furthermore, the convergence speed strongly depends
on the conditions of the input TFC solution, as it is discussed later in the section.

Figure 15 displays the most efficient transfer achieved through the initial grid search,
which features a total cost of 3840.32 ms−1 and a TOF of 162.05 days. The algorithm con-
verges in approximately 38 seconds, after 111 iterations2. Increasing the admissible norm of
the residuals above 10−8 would accelerate convergence. However, this comes at the cost of
reduced accuracy in the results, thereby opening the possibility of obtaining a trajectory that
deviates from the true dynamics. The computational cost required for the least-squares min-
imization process to converge depends on the specific combination of boundary conditions
considered. The chaotic nature of the environment makes certain regions of the phase space
more dynamically challenging, necessitating higher computational time to successfully gen-
erate trajectories traversing those areas. Furthermore, the closer the boundaries align with
those generating the reference trajectory obtained in Sect. 4.1.3, the faster the convergence is.
Indeed, as discussed in Sect. 3.2.1, the unknown coefficients multiplying the basis functions
are always initialized based on that initial solution. After solving the nonlinear programming
problem, the optimized transfer trajectory total cost decreases to 3836.75 ms−1, with a dura-
tion of 162.01 days. The modest improvement in transfer efficiency is attributed to the nearly
tangential velocities to the departure and arrival circular orbits that the TFC trajectory already
features. The multiple shooting algorithm converges in 0.65 seconds, after 8 iterations (20
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Fig. 15 Most efficient
Earth–Moon transfer resulting
from the TFC grid search (black)
and its optimized counterpart
(red). The solutions overlap
almost perfectly

Y,
 
k
m

X, km

function evaluations)2. The convergence speed confirms that the input TFC solution is close
to being a local minimum for the optimization problem. Therefore, the algorithm cannot sig-
nificantly further improve the performances of the trajectory. The two transfers match almost
perfectly, as their representations entirely overlap. In Fig. 15a, the small black dots indicate
the points where the TFC trajectory is discretized prior to the optimization process. The for-
bidden region is computed over the arrival energy of the TFC transfer that is, however, almost
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Table 5 TFC grid search and optimized trajectory (best TFC)

Data Value Units
TFC Optimized

x0 −8.870 995 145 934×10−3 −9.263 771 326 613 ×10−3 –

ẋ0 −1.055 405 465 170×101 −1.057 119 775 339×101 –

y0 1.670 745 617 285 ×102 1.677 978 467 193×10−2 –

ẏ0 1.915 773 726 727 1.818 733 636 695 –

t0 −1.102 775 344 532 −1.096 552 313 670 –

tf 3.616 708 372 486×101 3.616 311 452 361 ×101 –

α
@t0
s 1.772 686 869 626 1.766 929 346 457 rad

TOF 162.05 162.01 days


Vdep 3201.88 3199.15 ms−1


Varr 638.44 637.60 ms−1


Vtot 3840.32 3836.75 ms−1

identical to that of the optimized counterpart. Table 5 summarizes the initial conditions and
performances of the Earth–Moon transfers here presented. The second column refers to the
solution obtained with the TFC grid search, whose optimized counterpart is instead described
in the third one.

Analyzing the results after the optimization of all TFC trajectories, the most efficient
Earth–Moon transfer is reported in Fig. 16. In this case, Hill’s region is not shown because of
the largely different Jacobi values between the two trajectories at arrival. The TFC solution,
represented in black, presents a total transfer cost of 10814.74 ms−1 and a duration of
162.05 days. The convergence time is about 44 seconds, and 126 iterations are required2. The
enormous cost for the maneuvers is due to the unfortunate conditions at the departure and
arrival points, where the local velocities are almost perpendicular to the respective circular
orbits. Nevertheless, as clearly shown in Fig. 16a, the optimized counterpart includes aMoon
flyby at an altitude of 4032.91 km over its surface, 3.98 days after the departure from the
Earth. This beneficial effect results in a transfer cost that is the cheapest obtained in this
analysis, namely 3775.11 ms−1 with a TOF of 163.68 days. The multiple shooting algorithm
converges in 440.25 seconds, after 8664 iterations (218 767 function evaluations)2. The large
number of iterations confirms that the input TFC solution is far from being a local optimum
of the problem. Its considerable cost and non-tangentiality to the departure and arrival orbits
compel the algorithm to explore the search space more extensively. During this process, the
closest basin of attraction leads to the described solution, which proves to be more cost-
efficient than the one in the previous case. Table 6 reports the results of this analysis.

Figure17 plots the performances, expressed in terms of TOF and total cost, of all Earth–
Moon transfers obtained after multiple shooting optimization. Despite the TFC solutions
provided to the optimization algorithm feature a TOF of about 162.05 days, the converged
counterparts are distributedwithin a range of±20 days about the reference duration. Families
of transfers emerge and are identified as clusters in the picture. Trajectories experiencing a
lunar flyby are grouped within the black rectangle, the most efficient of which is marked with
the asterisk. Remaining solutions do not exploit any intermediate close passage to the Moon,
hence the higher costs.
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Fig. 16 Most efficient
Earth–Moon transfer resulting
from the optimization procedure
and its TFC counterpart. The
optimization converges to a
solution performing a lunar flyby
at an altitude of 4032.91 km over
the Moon surface
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k
m
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Table 6 TFC grid search and optimized trajectory (best optimized)

Data Value Units
TFC Optimized

x0 −3.923 697 877 633 ×10−3 −2.166 703 245 489×10−2 –

ẋ0 8.934 961 871 318 8.841 932 575 734 –

y0 −1.490 678 722 712 ×10−2 −1.411 857 503 585×10−2 –

ẏ0 −5.962 103 916 201 −5.959 740 980 233 –

t0 −1.102 775 344 532 −3.593 581 302 318 –

tf 3.616 670 077 076 ×101 3.405 132 212 304 ×101 –

α
@t0
s 1.772 686 869 626 4.077 170 541 183 rad

TOF 162.05 163.68 days


Vdep 10130.73 3134.11 ms−1


Varr 684.01 641.00 ms−1


Vtot 10814.74 3775.11 ms−1

Fig. 17 Performances of
optimized trajectories. Clusters of
solutions emerge, hence
highlighting common transfers
families

Table 7 Examples of Earth–Moon transfers available in the literature

Reference TOF (days) 
Vtot (ms−1) Lunar flyby

Topputo (2013) 83 3769 Yes

da Silva Fernandes and Marinho (2012) 87 3857 No

Mingotti and Topputo (2011) 88 3793 Yes

Onozaki et al. (2017) 100 3880 No

Assadian and Pourtakdoust (2010) 111 3865 No

Oshima et al. (2019) 183 3753 Yes
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For comparison, Table 7 includes examples of exterior Earth–Moon transfer trajectories
available in the literature, ordered by TOF. For each work, the performances of the cheapest
solution among those published are reported. The cost of the most efficient trajectory found
after multiple shooting optimization aligns with the results of the references reported. Par-
ticularly, the inclusion of a lunar flyby generally proves beneficial in reducing the transfer
cost. Regarding the TOF, the approach proposed in this study fixes it after generating the two
seeding legs. Accordingly, all trajectories obtained with the TFC grid search feature almost
identical TOFs. Consequently, the basins of attraction lead to optimized solutions exhibiting
similar durations. To potentially reduce the transfer time, one could explore more convenient
configurations of the three attractors at the intermediate patching point when generating the
two seeding legs. Nevertheless, this fine tuning is beyond the scope of the research and could
be the subject for future work. The conducted analysis suffices in identifying proper transfer
conditions, irrespective of the resulting overall duration. A second option involves fixing the
TOF during multiple shooting optimization. However, a transfer duration that significantly
differs from the reference one could impede the convergence of the optimization algorithm.
In fact, the input TFC trajectory may lie far from any admissible basin of attraction within
the search space.

5 Conclusion

A novel methodology to design two-impulse, low-energy trajectories in multibody dynamic
environments is presented in this work. The recently developed Theory of Functional Con-
nections (TFC) proves suitable to generate exterior Earth–Moon transfers leveraging the solar
perturbation, despite the chaoticity of the models.

An incremental approach is employed to guide the design toward the convergence of the
sought solution. Firstly, two legs are generated to approximate an Earth–Moon transfer patch-
ing two planar circular restricted three-body problems. A homotopic continuation process
based on the pseudo-arclength is implemented to gradually stretch the two legs. In a final
step, the full Earth–Moon transfer trajectory is represented in TFC. After convergence, the
resulting two-impulse trajectory adheres to the planar Earth–Moon Sun-perturbed, bi-circular
restricted four-body problem dynamic model. A grid search via TFC over position points
belonging to the departure and arrival circular orbits is performed to automatically generate
more than 2000 trajectories, the best of which features a transfer cost of 3840.32 ms−1 with
a time of flight of 162.05 days. A nonlinear programming problem is formulated to optimize
the transfers. After optimization, the cheapest one requires 3775.11 ms−1 and takes 163.68
days.

The analytical representation in TFC proves to be particularly convenient anytime the
solution must be refined into a more complex problem. Its synergy with a homotopic con-
tinuation procedure is indeed investigated. The results show that this approach smoothly and
precisely refines trajectories into higher-fidelity dynamic models. To bound the number of
interpolating polynomials necessary to represent chaotic solutions in TFC, it is conjectured
that a combination of different basis functions might generate an optimal set of interpolating
polynomials. Future research may focus on this aspect to reduce the computational heaviness
of the algorithm.

TFC provides a favorable formulation to generate a multitude of admissible transfer tra-
jectories directly connecting the departure and destination orbits. Since the representation
in TFC is based on a time domain discretization that is denser at the endpoints of the trans-
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fer, poor performances are obtained if the spacecraft gets too close to one of the primaries
besides the two extremities. However, this possibility is not of interest for the purpose of
this research. Unlike similar works, a grid search based on the numerical propagation of the
dynamic equations is no longer necessary to obtain compliant trajectories, thus enhancing
efficiency. Overall, coupling TFC with continuation algorithms provides a valuable alterna-
tive to standard trajectory design methodologies in chaotic environments.

Appendix A: TFC and homotopy analytical derivatives

This appendix presents the analytical partial derivatives of the dynamic equations, reformu-
lated as per Eq. (21).

A.1 Derivatives with respect to the unknown Chebyshev polynomials coefficients

The partial derivatives of the equations with respect to the unknown Chebyshev polynomials
coefficients are derived, following the chain rule, as

∂Fx
∂�

=
[

∂Fx
∂ ẍ

∂ ẍ

∂ξ x
+ ∂Fx

∂x

∂x

∂ξ x
,
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∂ ẏ

∂ ẏ

∂ξ y
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∂ y

∂ y

∂ξ y

]
,

∂Fy

∂�
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∂ ẋ

∂ ẋ
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∂x

∂x

∂ξ x
,

∂Fy

∂ ÿ

∂ ÿ
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(A1)

where

∂x

∂ξ x
= ∂ y

∂ξ y
= h� − tf − t

tf − t0
h|�0 − t − t0

tf − t0
h|�f ,

∂ ẋ

∂ξ x
= ∂ ẏ

∂ξ y
= dh

dz

� zf − z0
tf − t0

+ 1

tf − t0
h|�0 − 1

tf − t0
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∂ ẍ

∂ξ x
= ∂ ÿ
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= d2h

dz2

� (
zf − z0
tf − t0

)2

.

(A2)

This formulation is valid for all dynamic models represented by Eqs. (1), (4), and (8).

A.2 Derivatives with respect to the homotopy continuation parameter �

In the SE-BCR4BP, the partial derivatives of the equations with respect to the homotopy
continuation parameter are

∂Fx
∂λ

= mM
x + μSE − 1 − ρM cos(αM(t))

r33 (t)
,

∂Fy

∂λ
= mM

y − ρM sin(αM(t))

r33 (t)
,

(A3)
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whereas, in the EM-BCR4BP, they results to be

∂Fx
∂λ

= mS

(
x − ρS cos(αS(t))

r33 (t)
+ cos(αS(t))

ρ2
S

)
,

∂Fy

∂λ
= mS

(
y − ρS sin(αS(t))

r33 (t)
+ sin(αS(t))

ρ2
S

)
.

(A4)
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