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A B S T R A C T   

Cyber-Physical Energy Systems (CPESs) integrate cyber and hardware components to ensure a reliable and safe 
physical power production and supply. Renewable Energy Sources (RESs) add uncertainty to energy demand that 
can be dealt with flexible operation (e.g., load-following) of CPES; at the same time, scenarios that could result in 
severe consequences due to both component stochastic failures and aging of the cyber system of CPES (commonly 
overlooked) must be accounted for Operation & Maintenance (O&M) planning. In this paper, we make use of 
Deep Reinforcement Learning (DRL) to search for the optimal O&M strategy that, not only considers the actual 
system hardware components health conditions and their Remaining Useful Life (RUL), but also the possible 
accident scenarios caused by the failures and the aging of the hardware and the cyber components, respectively. 
The novelty of the work lies in embedding the cyber aging model into the CPES model of production planning 
and failure process; this model is used to help the RL agent, trained with Proximal Policy Optimization (PPO) and 
Imitation Learning (IL), finding the proper rejuvenation timing for the cyber system accounting for the uncer-
tainty of the cyber system aging process. An application is provided, with regards to the Advanced Lead-cooled 
Fast Reactor European Demonstrator (ALFRED).   

1. Introduction 

Once in operation, the productivity and safety of Cyber-Physical 
Energy Systems (CPESs) are accomplished by proper Operation & 
Maintenance (O&M) strategies aiming to increase profits, prevent un-
expected failures and lower risk [1–3]. 

Collecting and using condition monitoring data, along with esti-
mating component health states and predicting their Remaining Useful 
Life (RUL) [4–6], has significantly aided in diagnosing component faults 
[7–9]. Moreover, it has enabled the adoption of the Predictive Mainte-
nance (PdM) paradigm, facilitating just-in-time maintenance in-
terventions to maximize system availability and minimize O&M costs 
[10–12]. PdM has proven to outperform the traditional Scheduled 
Maintenance (SM) strategy, which relies on pre-defined inspection in-
tervals [13,14]. 

The penetration of Renewable Energy Sources (RESs) onto the power 
grid, with high degree of variability in power generation, challenges 
O&M to guarantee flexibility of operation (e.g., load-following [15]) for 
dealing with sudden imbalances between demand and production [16, 
17]. Thus, to safely provide flexible operation, O&M strategies should 

not only take into account the components health status and their RUL 
[10,18], but also the fluctuation of power consumption and generation 
over long-time horizons [19]. However, actual O&M strategies, even if 
considering the hardware component stochastic failures [14,20], over-
look the deterioration and aging of the cyber system and their effect on 
the flexible & safe energy supply. Cyber system aging (also known as 
software aging [21,22]) is, indeed, a commonly neglected phenomenon 
occurring in long-running cyber-physical systems, that can lead to per-
formance degradation and catastrophic failures [21,22]. The cause of 
cyber system aging is the trigger of internal aging-related bugs which 
exhaust the operating system resources (e.g., memory leaking), corrupt 
data and accumulate numerical errors [21]. Since the cyber system is the 
sensitive control part of a CPES, aging and performance degradation 
significantly affect the control of the system [23,24]. Proactive mea-
sures, known as “rejuvenation” [25,26], are, therefore necessary to clear 
the cyber components from such aging level that might lead the CPES to 
catastrophic failures. 

In this paper, we formalize the problem of O&M optimization 
considering the cyber aging as a Sequential Decision Problem (SDP): we 
search for the optimal arrangement of maintenance of hardware 
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components and rejuvenation of cyber components that maximize pro-
ductivity and safety, while providing flexible supply (load-following). 
Tabular Reinforcement Learning (RL) has been widely used to solve such 
SDP [27]. However, the computation cost of tabular RL is not compat-
ible with the application to complex CPESs, whose state and action 
spaces are large due to the numerous components [27]. Thus, as pro-
posed in Refs. [2,15], we resort to Deep RL [27], a feasible extension of 
Reinforcement Learning (RL), by originally integrating the Proximal 
Policy Optimization (PPO) algorithm [28], Imitation Learning (IL) [29] 
and a CPES model [30] that embeds the hardware components RULs 
estimator, the hardware components failure process model and the 
cyber aging model [31,32]. The Advanced Lead-cooled Fast Reactor 
European Demonstrator (ALFRED) case study is presented [33]. This 
advanced Nuclear Power Plant (NPP) is specifically designed to offer 
flexible operation by providing the possible daily changing power 
output between full (100 %) power and 20 % power levels. The main 
hardware components of ALFRED, i.e., water pump, sensors, turbine 
admission valve and control rods, are considered equipped with RUL 
estimation capabilities, while the cyber component (controller) is 
considered able to access current available memory and operating time. 
For the system failure process, an available Goal Tree Success 
Tree-Master Logic Diagram (GTST-MLD) reliability model [30] is 
considered. 

The remainder of the paper is organized as follows: in Section 2, the 
cyber component aging and rejuvenation is presented; Section 3 states 
the problem and formulates it as a SDP; in Section 4, details about the RL 
algorithm developed in this work are provided; Section 5 describes the 
case study; in Section 6, the results are discussed; conclusions are drawn 
in Section 7. 

2. The cyber system aging and rejuvenation 

2.1. Aging 

For modeling the cyber aging and the rejuvenation, the multi-state 
model of the aging process of a CPES presented in Ref. [32], is 
considered. 

In brief, cyber aging caused by aging-related bugs (such as memory 
leakage) generate errors that propagate inside the system [21]. Memory 
leakage may lead to data-jamming and prevent data processing or tasks 
delivering in due time, ultimately resulting in data queueing and 
memory request increase that blocks the system [25], reduces the 
controllability and stability of the controlled physical system, and leads 
to system failure [34]. In this work, we model the memory leakage and 
data-jamming by a Continuous-Time Markov Chain (CTMC), as pro-
posed in Ref. [32]. Combining the resulting available memory at time t, 
M(t), and the data-jamming probability Pjam(i, j) of j data jammed when 
the cyber system is in aging state i, the cyber system blocking probability 
Pblocking(t) can be calculated and used in the RL, as we shall see in Section 
5. 

2.2. Rejuvenation 

Rejuvenation consists in cleaning up the in-memory data structures 
to prevent cyber system degradation or crashes [26,35]. Two types of 
rejuvenation policies have been recently used [26]: a periodic policy (i. 
e., the rejuvenation is performed each pre-defined deterministic inter-
val); and a prediction-based policy (i.e., rejuvenation is performed when 
suggested by the collected cyber system condition monitoring data and 
their statistical analysis). In this work, we assume that the cyber com-
ponents are continuously monitored and, therefore, a prediction-based 
policy can be adopted. 

3. Problem formulation 

The CPES load-following power production plan P(t) can range from 
full (100 %) power (typically produced in base-load-regime) to 20 % (i. 
e., the minimum assumed in the daily cycles of load-following): this 
allows dealing with the RES fluctuation at each time t= 1, 2,…,TM (the 
mission time). Both base-load and load-following operations create 
revenue, which are denoted as Kbase and Kload, respectively. 

The CPES consists of L hardware components and one cyber con-
trolling system. The generic l-th hardware component, l∈ Λ = {1,…, L}, 
is assumed to be equipped with PHM capability, which allow estimating 
its RUL. Given the ground truth failure time T∗

l of the l-th hardware 
component, the RUL is: 

R∗
l = T∗

l − t (2) 

whose estimation provided by the PHM tool is: 

Rl = R∗
l + ϵR (3)  

where ϵR ∼ N(0, σR) is a Gaussian noise representing the error of the RUL 
estimation [2]. The number of maintenance crews is assumed equal to 
the number of hardware components in need of repair, and the main-
tenance assumed as good as new (AGAN). The generic l-th hardware 
component will undergo i) Preventive Maintenance (PM), if the 
component is not failed, i.e., R∗

l > 0, or ii) Corrective Maintenance (CM), 
if the component is failed, i.e., R∗

l = 0. The downtimes caused by PM and 
CM, ΠPM and ΠCM (typically ΠPM < ΠCM) are regarded as a deterministic 
time period [36,37], with the resulting cost of downtimes UPM and UCM, 
respectively. 

The cyber system is assumed to be continuously monitored and 
supposed to undergo rejuvenation to clear the software aging level if the 
aging level is too high (i.e., low available memory Mt), with a downtime 
of rejuvenation assumed to be the same as PM, Πrej = ΠPM and the cost 
Urej = Upm. 

When either a hardware component or the cyber controller fails, the 
CPES may undergo safe shutdown or severe (damaged) shutdown, 
whose costs per unit of time are Usafe and Usevere, respectively. 

For simplicity’s sake, but without loss of generality, we i) neglect 
backup components or safety-related protection systems, ii) assume that 
load-following operation can be implemented only when there are no 
components failed or under maintenance. 

In this setting, the O&M problem is formulated as a SDP defined by 
the set S ,A ,P ,R , γ, (described in Table I and Sections 3.1, 3.2 and 3.3). 

Solving the SDP means defining the optimal O&M policy π∗(a|s) (i.e., 
the actions sequence a to be adopted at each decision time t, with 
regards to environment state s) that maximizes the system profit over the 
mission time TM. 

3.1. State space S 

At each decision time t, the state space S is defined by the vector 

s⇀t = [R
⇀

t , Comp
⇀

t , MT
⇀

t , P
⇀

t , M
⇀

t , TC, Cont , Syst , t] ∈ R3L+J+2, obtained 

appending the vectors of RUL estimations R
⇀

t = [R1, R2, …, RL], the 

component state vector (operating, failed, CM and PM) Comp
⇀

t =

[Comp1,Comp2,…,CompL], the vector of the times needed to complete the 

Table 1 
SDP formulation..  

Symbol Meaning 

S State space 
A Action space 
P Transition probability P (s′|s,a)
R Reward function R (s′|s,a)
γ Discount factor [0,1]
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current maintenance MT
⇀

t = [MT1, MT2, …, MTL], the previous I days 
cyber controller available memory from day t − I to day t (I= 1,2,…,

I− 1) M
⇀

t = [M− I, M− I+1, …, M− 1, M0], the production plan vector for 

consecutive J days from day t to day t+ J − 1 (J= 1,2,…,TM − t+ 1)

P
⇀

t = [P0, P1, …, PJ− 1], the cyber controller continuous operation time 
since last rejuvenation TC, the cyber controller state (operating and 
rejuvenation) Cont and the system state (operating, PM, shutdown and 
failure). Typically, the state space S cannot be explored by forcing a 
real system to experience all the possible states for economic, safety and 
time issues. Therefore, a model (typically white-box) is used as surrogate 
(see Section 3.4). 

3.2. Action space A 

At each decision time t, the maintenance actions space A is defined 
by the vector a⇀t = [a1,…,al,…,aL,aC]: if a decision is taken to maintain 
the l-th component, the corresponding al is set to 1, resulting in a⇀t =

[0,…, 0, al = 1,0, …, 0]; if a decision is taken to rejuvenate the cyber 
controlling system, aC is set to 1, resulting in a⇀t = [0,…,0, aC = 1]; a⇀t =

[0,…,0] for no maintenance or rejuvenation actions. 

3.3. Reward function 

At each decision time t, a reward rt is calculated on the basis of s⇀t and 
a⇀t as follows: 

rt = Gt − Wt − Xt (4)  

where Gt is the revenue (see Eq. (5) below), Wt is the cost when the 
system is under safe shutdown or severe shutdown (see Eq. (6) below) 
and Xt is the maintenance intervention cost (see Eq. (7) below). 

Gt can be calculated as follows: 

Gt = Ibase • Kbase + Iload • Kload (5)  

where Ibase and Iload are Boolean variables equal to 1 and 0, respectively, 
when the system operates in base-load regime, P(t)= 0, or 0 and 1, 
respectively, when the system operates in load-following regime, P(t)=
1. 

Wt can be calculated as follows: 

Wt = Isafe • Usafe + Isevere • Usevere (6)  

where Isafe and Isevere are Boolean variables equal to 1 when the system, at 
time t, is unavailable due to safe shutdown or severe shutdown. 

Xt can be calculated as follows: 

Xt =
∑L

l=1
IRUL>0

l • UPM + IRUL=0
l • UCM (7)  

where IRUL=0
l and IRUL>0

l are Boolean variables that indicate whether the 
component has (not) failed at time t and, therefore, should undergo 
corrective (preventive) maintenance. 

3.4. The environment model 

Although the agent could theoretically discover the optimal O&M 
policy through direct interactions with the real-world system, this has 
been proven to be impractical in the case of complex CPES due to eco-
nomic, safety and time issues: a white-box environment model that must 
be ensured to reproduce the real system behavior with fidelity is 
therefore often used to train the learning agent [2]. 

4. Reinforcement learning algorithms 

Fig. 1 sketches the RL procedure applied in this paper. The agent is 
identified as the decision maker, and the environment is the system with 
which it interacts. They continuously interact until the agent selects the 
action and the environment responds to this with a reward that the agent 
aims at maximizing over time [27]. Specifically, at each decision time t, 
the agent receives a representation of the environment state s⇀t (here 

including the components RULs R
⇀

t, the components state Comp
⇀

t , the 

maintenance remaining times MT
⇀

t, the production plan P
⇀

t , the cyber 

system previous available memory M
⇀

t , the cyber system working time 
TC, the cyber system state Cont and the system state Syst); based on this, 
it selects an action a⇀t to provide the optimal order of maintenance ac-
tions for the current situations. The environment system model simu-
lates the system response to the selected action a⇀t, moves to the new 
state s⇀t+1 resulting from such action and returns the corresponding 
numerical reward rt to the agent. By a trial-and-error iterative proced-
ure, the agent reaches the optimal policy π∗(a|s), which maps the 
possible environment states s into the optimal actions a maximizing the 
expected cumulative sum of rewards over the time horizon E[

∑TM
t=0γt •

rt(a
⇀

t , s⇀t , s⇀t+1)], where γ is the discount parameter of future rewards. 
In this work, we adopt Proximal Policy Optimization (PPO) [28] 

algorithm to optimize the O&M strategy because PPO recently shown on 
several applications [2,38] to be not only relatively easy to implement 
and tune, but also outperforming many state-of-the-art approaches. 
However, given the size of the state space, the agent might still be 
challenged in efficiently choosing the optimal policy π∗(a|s): therefore, 
Imitation Learning (IL) [29], specifically Behavioral Cloning [39], is 
here used as in Refs. [2,40] to first heuristically generate trajectories 
that are used as training data for the policy neural network that learns 
the pairs of state s⇀t and action a⇀t , and then, to fine-tune the agent, using 
RL to explore new policies and discover the optimal one. The interested 
reader may refer to Refs. [2,40] for a detailed description of the IL 
implementation and the proof that IL can ensure effectiveness of the RL. 

5. Case study: The Advanced Lead-cooled Fast Reactor European 
Demonstrator (ALFRED) 

ALFRED is a perfect candidate among NPPs for handling the fluctu-
ation of RESs in a load-following schedule [41]. The control of ALFRED 
is implemented by four feedback control loops (see Fig. 2) [33], that 
keep four variables y⇀ (cold leg lead temperature TL,cold, steam temper-
ature Tsteam, thermal power PTh and Steam Generator (SG) pressure pSG) 
controlled within the safety thresholds in any operational condition. The 
ALFRED control system is here simplified as composed of L= 7 hardware 

Fig. 1. Schematic representation of RL procedure.  
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components (4 sensors for the variables Tsteam, pSG, TL,cold and PTh, and 3 
actuators for the water pump (Gwater), the turbine admission valve (kv) 
and the control rods (CR)) and one cyber controlling system. All hard-
ware components are subjected to stochastic failures over a mission time 
TM of 5 years (1825 days) and are equipped with PHM capabilities for 
estimating their RULs, with a zero-mean Gaussian error whose standard 
deviation is σR= 10 days (see Eqs. (1) and (2)). The failure rates for the 
hardware components are listed in Table II [24]. The cyber system 
available memory curve (with 95 % confidence interval) is shown in 
Fig. 3. 

We assume that i) the available memory for I= 2 previous days is 

known, i.e., M
⇀

t = [M− 2,M− 1,M0], ii) the production plan P
⇀

t (base-load or 
load-following with respect to the probabilities listed in Table III) for 

J= 2 successive days is known, i.e., P
⇀

t = [P0, P1, P2], iii) the mainte-
nance/rejuvenation durations ΠPM, ΠCM and Πrej are considered as 
deterministic time periods ΠPM = Πrej= 1.25 days [43] and ΠCM = 3.37 
days [44], respectively, iv) the daily revenues and maintenance costs of 
PM and CM are those listed in Table IV. 

The ALFRED system model we use in the RL environment is the 
GTST-MLD shown in Fig. 4, proven to be accurate enough to reproduce 
the system behavior [30,42]. The cyber controlling system aging is 
modeled with the Influencing Factor (IF) Daging (see Fig. 4) that can cause 
the failure of the controller software (PI gains of each controlled vari-
ables) and communication (sensors) with a controller blocking proba-
bility Pblocking. Therefore, the probability that the controller fails due to 
blocking during load-following operations is: 

PDaging = Pblocking • Pload (8)  

where Pload is the probability of load-following occurrence. After 
initializing the components state, sampling the influencing factor 
occurrence and propagating the corresponding hardware component/ 
aging caused cyber parts failure through the GTST-MLD (the interested 

reader may refer to Ref. [42] for implementation details), the GTST-MLD 
reliability model evaluates the system response with respect to whether 
the component/cyber parts failure leads the four controlled variables 
(Tsteam, pSG, TL,cold and PTh) out of the safety thresholds, i.e., the system 
fails leading to severe consequences. In other words, by hierarchically 
decomposing the ALFRED structure and functionality into a GTST-MLD 
white-box model, we can guarantee that we are mimicking the ALFRED 
real-world behavior across the widest range of configurations required 

Fig. 2. The control system of ALFRED [23].  

Table 2 
Component failure rate [42]..  

Failure rate/occurrence probability Value 

λsensor 6.20E-3/Year 
λkv 6.57E-4/Year 
λwater 1.14E-2/Year 
λCR 5.30E-3/Year  

Fig. 3. Cyber system available memory decreasing curve.  

Table 3 
NPP load-following cycles [32,45]..  

Load Cycle Number of Load Cycles in 70 years lifetime Probability per day 

100-90-100 100,000 0.163 
100-80-100 100,000 0.163 
100-60-100 15,000 0.0245 
100-40-100 12,000 0.0196 
100-20-100 100 1.65E-4 
Load- 

following 
– 0.3703 

Base-load – 0.6297  
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by the RL environment model when interacting with the agent, that 
would have been instead impractical for economic, reproducibility, 
safety and time issues by forcing the real ALFRED to undergo such a 
multitude of scenarios. 

As RL agent, based on the settings in Refs. [2,15], we use a DNN with 
two hidden layers of 64 neurons. The IL step is performed by generating 
500 PdM trajectories, which list the state-action pairs following the PdM 
policy that are used to pre-train the agent for 50 epochs to reproduce the 
PdM behavior. Finally, the PPO RL is implemented. The discount factor γ 
is set equal to 0.99 by grid searching around the empirical value [2]. 

6. Results 

For a fair comparison of the PPO RL that considers cyber aging with 
state-of-practice strategies, we have considered (in increasing order of 
complexity) i) a CM strategy, ii) a SM strategy, iii) a PdM strategy (i.e., 
the same policy of the IL step used to pre-train the agent in Section 5) 
and iv) a PPO RL strategy that neglects cyber aging. All strategies are 
tested on a set of 100 test sequences of O&M and the corresponding 
profits and losses within the mission time TM of 5 years are compared. 
The SM and PdM are performed with 173 days of SM interval and 35 
days of PdM RUL threshold (found by grid search) for hardware com-
ponents, respectively, and 730 days of rejuvenation interval for cyber 
controller [24,32]. 

Conditional Value at Risk (CVaR) is used to evaluate the strategies 
performance, while Value at Risk (VaR) quantifies the extent of possible 
financial losses (e.g., if the CPES operation profit within the mission time 
has a 95 % VaR of 7 million euros, the CPES profit has a 5 % probability 
of losing its value by 7 million euros after the operation of the mission 

time). CVaR estimates the expected loss if the losses go beyond the VaR 
cut-off (e.g., the CPES operation profit having a 95 % CVaR of 5 million 
euros means that the average of losses that are larger than the 95 % VaR 
cut-off threshold (e.g., 3 million euros losses) is 5 million euros within 
the mission time) [48]. The obtained comparison results are listed in 
Table V, with the ranking of the alternative strategies with respect to 
average profit, 95 % CVaR and average number of CM, PM and reju-
venation actions needed in the sequence mission time. 

From Tables V and it can be noticed that (for hardware maintenance) 
CM and SM policies, which are the most commonly adopted strategies, 
cause a large number of hardware components failures, leading to an 
average of 38.75 and 26.43 times of NPP system dysfunction (safe 
shutdown and severe shutdown) during the 5 years mission time, 
respectively (which is equal to the number of CM actions consequently 
performed). Due to the exploitation of the components health infor-
mation, PdM, PPO and PPO-aging policies arrange just-in-time PM ac-
tions (45.35, 43.28 and 43.65 on average, respectively) and perform 
better than CM and SM in profits, CVaR and system dysfunction. It is 
necessary to point out that the number of PM actions of PPO (43.28) and 
PPO-aging (43.65) is slightly smaller than PdM (45.35), due to the 
smaller average RUL thresholds (35 days for PdM policy, 31.3 days for 
PPO policy and 31.5 days for PPO-aging policy on average) shown in 

Table 4 
Daily revenues and maintenance costs [43,46,47]..  

Revenue/Cost Value [KEuros per day] 

Normal operation revenue Kbase 720 
Flexible operation revenue Kload 900 
Shutdown cost Ushutdown 720 
Failure cost Ufailure 1200 
PM cost UPM 1.5 
CM cost UCM 6.2  

Fig. 4. GTST-MLD of ALFRED.  

Table 5 
Performance of the tested strategies in terms of average profit, 95 % CVaR, 
average number of CM and PM actions over 100 test sequences.  

Maintenance 
strategy 

Average 
profit [109 

euro] 
(Ranking) 

95 % CVaR 
[109 euro] 
(Ranking) 

Average 
number of CM 
(Ranking) 

Average 
number of PM 
(Ranking) 

Corrective 0.05 ± 0.18 
(5) 

1.43 ± 0.76 
(5) 

38.75 ± 5.32 
(5) 

– 

Scheduled 0.42 ± 0.14 
(4) 

1.03 ± 0.47 
(4) 

26.43 ± 2.17 
(4) 

62.56 ± 7.21 
(4) 

Predictive 1.15 ± 0.05 
(2) 

0.45 ± 0.25 
(2) 

0.04 ± 0.01 (1) 45.35 ± 4.28 
(1) 

PPO 1.02 ± 0.07 
(3) 

0.53 ± 0.29 
(3) 

0.05 ± 0.02 
(2) 

43.28 ± 3.01 
(3) 

PPO-aging 1.41 ± 0.03 
(1) 

0.02 ± 0.01 
(1) 

0.05 ± 0.02 
(2) 

43.65 ± 3.24 
(2) 

*In bold the best performance. 
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Table VI (in fact, smaller average RUL threshold means larger average 
maintenance interval and less interventions). From Tables VI and it can 
be noticed that the RL policies finds different RUL thresholds setting 
compared with PdM policy: RL policies have lower average RUL 
thresholds and also the thresholds of RL policies follow the weights of 
MLD listed in Table VI, which shows the relationship between compo-
nents and system goal function (the larger weights show the stronger 
connections between components and goal function) (for further details 
see Ref. [42]). The RL policies are able to recognize the safety-related 
hardware components (large MLD weights, e.g., sensor pSG (0.69), 
sensor PTh (0.98) and control rods (0.58)) and sets higher RUL thresholds 

to maintain these hardware components in advance for preventing these 
safety-related components from failure, since they have high probability 
of leading to system severe shutdown (shown in Table VII, where the RL 
policies significantly decrease the severe shutdown caused by hardware 
component failures, compared to PdM policy). 

Table VIII shows the comparison when cyber components failures 
and rejuvenation are of concern. The PPO-aging policy has the lowest 
cyber aging caused failures (0.03, on average). This is because it ar-
ranges controller rejuvenation more frequently (3.87 times, on average) 
than periodic rejuvenation policies (SM (2.13) and PdM (2.01)). Addi-
tionally, it exhibits the largest standard deviation (1.36), allowing it to 
handle the uncertainty of the aging process and accommodate different 
aging speeds. Even if the PPO policy can allocate just-in-time hardware 
components maintenance, the fact that it neglects cyber aging causes 
leads to too many failures (3.33 times, on average) and costs (0.42 of 95 

Table 6 
Components RUL thresholds of maintenance interventions and corresponding GTST-MLD weights..  

Components RUL threshold of PPO policy [days] RUL threshold of PPO-aging policy [days] GTST-MLD weights 

Tsteam control pSG control TL,cold control PTh control 

Sensor Tsteam 27.7 27.8 0 0 0 0 
Sensor pSG 45.5 45.3 0.35 0.69 1.54E-5 0.12 
Sensor TL,cold 27.8 27.9 0 0.09 0 0 
Sensor PTh 51.9 52.1 0.11 0.72 0 0.98 
Turbine admission valve (kv) 28.2 27.7 0 0 0 0 
Water pump (Gwater) 28.7 29.1 0 0 0 2.50E-3 
Control rods (CR) 43.1 43.7 0.06 0.58 0 0.05 
Average RUL threshold 31.3 31.5 –  

Table 7 
Performance of the tested strategies in terms of average number of safe/severe shutdowns caused by hardware components failure in 100 test sequences.  

Maintenance strategy Average number of safe shutdowns (Ranking) Average number of severe shutdowns (Ranking) 

Predictive 0.01 ± 0.01 (1) 0.03 ± 0.02 (2) 
PPO 0.04 ± 0.01 (2) 0.01 ± 0.01 (1) 
PPO-aging 0.04 ± 0.01 (2) 0.01 ± 0.01 (1)  

Table 8 
Performance of the tested strategies in terms of average profit, 95 % CVaR, average number of cyber aging caused failures and rejuvenation actions over 100 test 
sequences.  

Maintenance 
strategy 

Average profit [109 euro] 
(Ranking) 

95 % CVaR [109 euro] 
(Ranking) 

Average number of cyber aging caused failures 
Ranking) 

Average number of rejuvenations 
(Ranking) 

Corrective 0.05 ± 0.18 (5) 1.43 ± 0.76 (5) 3.27 ± 0.86 (5) – 
Scheduled 0.42 ± 0.14 (4) 1.03 ± 0.47 (4) 1.85 ± 0.45 (3) 2.13 ± 0.48 (2) 
Predictive 1.15 ± 0.05 (2) 0.45 ± 0.25 (2) 1.84 ± 0.43 (2) 2.01 ± 0.51 (3) 
PPO 1.02 ± 0.07 (3) 0.53 ± 0.29 (3) 3.33 ± 0.79 (4) – 
PPO-aging 1.41 ± 0.03 (1) 0.02 ± 0.01 (1) 0.03 ± 0.01 (1) 3.87 ± 1.36 (1) 

*In bold the best performance. 

Fig. 5. Rejuvenation timing.  
Fig. 6. Maintenance timing and power production demand sequence occur-
rence over 100 test sequences. 
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% CVaR), as also summarized in Table V. Fig. 5 shows the effects of 
rejuvenation time of the PPO-aging policy and periodic rejuvenation 
policies with respect to the mean, upper and lower boundaries of 95 % 
confidence interval of the memory memory available in time. The dash- 
dotted line corresponds to the lower-upper boundary of the interval of 
memory available when a periodic rejuvenation (each 730 days) is 
adopted: most of the time the available memory is not enough, so that it 
may cause failures due to high level of cyber system aging and perfor-
mance degradation. The PPO policy shows its capability of finding the 
proper rejuvenation timing (arrows) for the cyber system, with respect 
to the uncertainty of cyber system aging process, i.e., available memory 
decreasing speeds (145 days for the lower boundary, 592 days for the 
mean and 1294 days for the upper boundary). 

In Fig. 6, the number of actions performed during specific power 
production plans are plotted for PPO, PPO-aging and PdM policies 
(slashed, dotted and star bars, respectively). Specifically, on the x-axis, 
the power production plans for J= 3 consecutive days are plotted (e.g., 
policy 110, standing for load-following operations on the first two days 
and, then, base-load operation on the third day), together with the fre-
quency of occurrence of the production plan (continuous line), whose 
exact value can be calculated from the combination of load-following/ 
base-load probabilities listed in Table III. It can be seen that the num-
ber of maintenance actions that the PdM policy chooses on the first day 

of the production plan follows the frequency of occurrence of the load- 
following sequences, which means that the PdM policy randomly 
chooses maintenance timing, neglecting the production plan, leading to 
a low performance in following the load. On the contrary, the PPO and 
PPO-aging policies (slashed and dotted bars) mostly arranges mainte-
nance activities on base-load days and prefers 000 and 001 sequences 
than 010 and 011 sequences, to keep load-following operation as much 
as possible. This means that the RL agent chooses to implement the PM 
interventions on a base-load day. In other words, the RL agent can 
choose the actions considering the desired production plan (i.e., flexible 
operation) by optimizing the timing of maintenance activities. In 
particular, the RL agent postpones some of the maintenance activities 
from a load-following day to a base-load day, to respond to the pro-
duction plan and to target the large profit objective. 

In Fig. 7, the comparison between no maintenance policy (dash- 
dotted line), PPO, PPO-aging and PdM policies is shown with respect to 
the unreliability curve: it can be seen that the PPO-aging strategies 
achieve the lowest mean unreliability, in comparison with the unreli-
ability achieved when the other strategies are adopted. The PdM policy 
cannot adapt to most cyber aging conditions with respect to the fixed 
periodic rejuvenation setting, resulting in the larger variance and the 
second lowest mean unreliability. Although PPO policy performs well in 
hardware maintenance as PPO-aging policy, neglecting cyber aging 
leads to a lot of unexpected failures (see also Table VIII), causing the 
largest unreliability. The same occurs for the unavailability (shown in 
Fig. 8). In conclusion, we can claim that the low unreliability (i.e., high 
productivity) and positive response to the production plan make the 
PPO-aging policy the highest profits and lowest CVaR (shown in 
Table V). 

7. Conclusions 

In this paper, we illustrate the SDP formalization of the O&M opti-
mization in CPESs that operate flexibly to accommodate the fluctuations 
in production brought by penetration of RESs into the power grid and 
the uncertainty in power demand, considering the hardware compo-
nents failure and cyber system aging. The DRL-based approach is used to 
solve the SDP, in which an agent-neural network is trained by inter-
acting with the CPES model to search for the optimal O&M action to be 
performed on the basis of the available information (e.g., production 
plan, component RUL, component state, maintenance remaining time, 
system state, cyber system available memory, cyber system operating 
times and state). 

The proposed approach has been applied to an advanced NPP design, 
ALFRED, and shown to be capable of providing an optimized O&M 
policy based on the RUL of the CPES components, the severity of the 
consequences of their failures and the aging level of the cyber system to 
avoid unexpected system safe/severe shutdown. It is necessary to point 
out that system safe/severe shutdowns are significantly decreased by 
embedding cyber aging model to help the RL agent to adaptively allocate 
rejuvenation to different aging speed and taking advantage of the system 
reliability model by GTST-MLD to recognize the safety-related compo-
nents and set higher RUL thresholds. The policy considering cyber aging 
proposed here can outperform the state-of-practice policies (CM, SM, 
PdM and PPO without considering cyber aging) and keep the production 
availability and profitability high (and the costs low). 
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Fig. 7. System unreliability (95 % confidence interval).  

Fig. 8. System unavailability (95 % confidence interval).  
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