
Vol.:(0123456789)

The Journal of the Astronautical Sciences           (2023) 70:53 
https://doi.org/10.1007/s40295-023-00413-8

1 3

ORIGINAL ARTICLE

Analysis, Design, and Optimization of Robust Trajectories 
in Cislunar Environment for Limited-Capability Spacecraft

Carmine Giordano1  · Francesco Topputo1

Accepted: 30 September 2023 
© The Author(s) 2023

Abstract

Nowadays, the space exploration is going in the direction of exploiting small plat-

forms to get high scientific return at significantly lower costs. However, miniaturized 

spacecraft pose different challenges both from the technological and mission analy-

sis point of view. While the former is in constant evolution due to the manufacturers, 

the latter is an open point, since it is still based on a traditional approach, not able to 

cope with the new platforms’ peculiarities. In this work, a revised preliminary mis-

sion analysis approach, merging the nominal trajectory optimization with a complete 

navigation assessment, is formulated in a general form and three main blocks com-

posing it are identified. Then, the integrated approach is specialized for a cislunar 

test case scenario, represented by the transfer trajectory from a low lunar orbit to an 

halo orbit of the CubeSat LUMIO, and each block is modeled with mathematical 

means. Eventually, optimal solutions, minimizing the total costs, are sought, show-

ing the benefits of an integrated approach.

Keywords Mission analysis · Trajectory optimization · CubeSat · Robust trajectories

1 Introduction

Since the beginning of the space era, spacecraft have always been equipped with 

chemical propulsion engines, characterized by a high value of thrust and a good 

control authority. For traditional spacecraft, nominal trajectories are designed 

and optimized in order to satisfy only scientific requirements as well as to com-

ply with system constraints. Although, the nominal path will unlikely be followed 

by the spacecraft in real-life scenarios due to uncertainty in dynamic model (e.g., 
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gravitational parameters or radiation pressure noisy profiles), navigation (i.e. imper-

fect state knowledge or approximations in measurement model), and command actu-
ation (i.e., thrust magnitude and pointing angles error) [1], the correction maneuvers 

needed to compensate deviations are considered to be a minor problem, since chang-

ing the trajectory is relatively easy with a single, short burn. Robustness and feasi-

bility assessment of the nominal trajectory against uncertainty are performed a-pos-

teriori through a navigation analysis, with the aim to perform a covariance analysis 

and compute the achievable state knowledge, and to estimate the correction maneu-

vers. Thus, the nominal trajectory and the uncertainty assessment are decoupled and 

their analysis and optimization are done in two separate phases. This approach can 

lead to sub-optimal solutions. For large spacecraft, this procedure is acceptable since 

they can produce high thrust levels and they can store relevant propellant quantities; 

hence, sub-optimal trajectories are not critical.

However, in recent times, the space exploration is going in the direction of 

exploiting small platforms, such as SmallSat or CubeSat, characterized by: (1) lim-

ited-control authority (due to low thrust levels and reduced propellant budget), (2) 

large uncertainties in the state knowledge (due to novel techniques in navigation [2] 

or limited access to on-ground facilities), (3) and large errors in command actuation 

(due to low-maturity components), in order to get scientific and technological return 

at significantly lower costs [3, 4]. In this kind of probes, the low control author-

ity poses challenges in maneuvering, since a long burn is needed, even for paltry 

deviations. Therefore, orbit determination and the subsequent correction maneuvers 

cannot be considered a minor problem and preliminary trajectory design should take 

them into account, since the classical approach can lead to trajectories requiring an 

unnecessarily large amount of propellant.

A clear indication of this phenomenon can already be found in some studies 

about mission having the characteristics summarized above. Lisa PathFinder (LPF) 

proposed mission extension is a notable example. LPF was a technology demon-

strator for the gravitational wave observatory LISA, launched by ESA in 2015. A 

number of works [5–7] studied the possibility of extending LPF beyond its nominal 

mission, maneuvering the spacecraft in order to pass through a peculiar point of the 

solar system, the Earth–Sun Saddle Point, where the net gravitational acceleration 

is almost null, to collect data for a possible confirmation of the MoND.1 Although 

the on-board instruments allowed detecting anomalous MoND gradients nearby the 

Saddle Point, ESA chose not to go for this option due to high risks, and thus the dis-

posal of LPF was executed in April 2017. At the end of the nominal mission, LPF 

had a small residual control capacity, estimated into a Δv budget of approximately 

1m∕s , that could be provided using cold-gas thrusters with a maximum thrust of 

100 μ N. Thus, LPF was a very limited control authority spacecraft in a highly unsta-

ble environment, and applying velocity changes could be very challenging. Several 

nominal solutions were found that satisfy the propulsion constraints [8]. However, if 

the stochastic cost is taken into account, the Δv required to accomplish the mission 

1 MoND is a theory, alternative to the theory of dark matter, proposing a modification of the classical 

Newton’s law to account for the observed motion of the galaxies.
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increases in a sensible way and the feasibility of the mission extension is no longer 

guaranteed [5]. For example, the best solution in Paretian sense misses the target 

within a distance of 10 km and requires a deterministic Δv = 0.657m∕s . However, 

the navigation Δv distribution for the given trajectory gives a value of 4.533m∕s for 

a 95% confidence level in order to counteract errors in model, navigation, and con-

trol. This figure is one order of magnitude higher than the deterministic cost, endan-

gering the mission feasibility. A similar behavior can be found also in the LUMIO 

Phase 0 study [9]. For this mission, a transfer from a Low Lunar Orbit to a halo orbit 

about Earth–Moon L2 is foreseen. In this case, the deterministic cost for the trans-

fer amounts to 89.97m∕s , while the 3𝜎 stochastic cost sums up to 97.9m∕s . Hence, 

the nominal and navigation Δv s have the same order of magnitude. In such cases, 

a procedure embedding uncertainty in the preliminary mission design can be use-

ful in cutting down the overall mission costs and produce more robust and feasible 

solutions.

In the last decades, optimal control and optimization theory have been extensively 

exploited for the nominal design of space trajectories [10, 11]. However, only in the 

last ten years, some stochastic-optimal approaches, embedding uncertainty in their 

core, have been developed for diverse problems. In the early 2000, [12] proposed a 

statistical targeting algorithm, able to incorporate statistical information directly in 

the trajectory design. While the usual target method solves a deterministic bound-

ary value problem for the nominal trajectory, this algorithm search for a statistically 

correct trajectory, i.e., a trajectory able to reach the target state in a stochastic sense. 

However this approach fails whenever the stochastic trajectories envelope cannot be 

described as a quasi-Gaussian distribution.

The uncertain Lambert’s problem has been investigated alike, in several papers by 

[13–15] by exploiting Taylor differential algebra. An alternative approach, charac-

terizing the stochastic error by means of the first-order variational equations, is pre-

sented in [16]. This approach has been extended considering first the explicit partial 

derivatives of the transfer velocities [17] and later by implementing a derivative free 

numerical method, exploiting novelties in uncertainty quantification [18]. Uncertain 

Lambert’s problem with differential algebra was also exploited in the gravity assist 

space pruning algorithm presented in [19].

Similarly, approaches to tackle the rendezvous problem were conceived. A multi-

objective optimization method, considering a robust performance index based 

on final uncertainties, was devised for the linear rendezvous problem [20], taking 

into account both navigation and control errors. A relation among the performance 

index, the rendezvous time, and the propellant cost was found for short-duration 

missions. Nonlinear rendezvous model and the possibility of handling long-duration 

phases were later addressed [21]. Also the asteroid rendezvous in a stochastic sense 

was investigated, considering the state uncertainty both of the spacecraft and the tar-

get [22] together with the optimization of correction maneuver under the Lambert’s 

problem conditions.

Recently, general procedures of trajectory optimization under uncertainty 

were developed. A method transcribing the stochastic trajectory optimization 

into a deterministic problem by means of Polynomial Chaos Expansion and an 

adaptive pseudospectral collocation method was introduced by [23], while [24] 
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presented a novel approach, based on Belief Markov Decision Process model 

and then applied this method to the robust optimization of a flyby trajectory of 

Europa Clipper mission in a scenario characterized by knowledge, execution and 

observation errors. Stochastic Differential Dynamic Programming has been inves-

tigated to design robust Earth–Mars transfer, considering unscented transform to 

propagate uncertainties [25]. This methodology has been extended subsequently 

using a hybrid multiple-shooting technique to overcome the limitation of the Dif-

ferential Dynamic Programming [26]. More recently, the use of a combination of 

convex optimization and covariance steering have been introduced to solve dif-

ferent classes of robust continuous control problems in astrodynamics, such as 

interplanetary transfer [27] and reentry [28]. Finally, Reinforcement Learning has 

been proven to be effective in solving robust deep-space transfers considering dif-

ferent sources of error [29, 30].

The idea of considering both deterministic and stochastic propellant cost has 

been employed also in the nominal trajectory design for EQUULEUS [31, 32], a 

6U CubeSat developed by the University of Tokyo and JAXA and planned to be 

inserted in a cis-lunar environment by the Artemis 1 mission by NASA and then 

brought to an halo orbit about the Earth–Moon L2 point. However, in this last case, 

only the transfer cost and the annual station keeping cost are optimized without con-

sidering any navigation cost during the transfer phase.

Although uncertainties in the early stages of the trajectory design are consid-

ered in recent works to devise robust optimal trajectories, an integrated approach, 

considering the navigation assessment as part of the trajectory design and optimi-

zation, using classical techniques, is still missing. Nevertheless, the paradigm shift 

proposed in this work can be beneficial in terms of propellant mass consumption. 

Indeed, it can overtake the natural sub-optimality of the traditional approach by 

surfing solutions with lower dispersion and better stochastic properties, thus reduc-

ing both the navigation costs and the final state scattering with respect to the target. 

Hence, robust low-cost trajectories in the preliminary mission analysis can increase 

the scientific return for limited-capability satellite either by giving access to nowa-

days-impossible mission profiles or by expanding the nominal operative life. On the 

other hand, even large traditional probes can benefit from an holistic approach, since 

it can increase the spacecraft performances while reducing the design steps.

This paper is organized as follows. In Sect. 2, the general problem statement of 

the preliminary mission analysis is presented. Alongside the traditional approach, 

the revised approach, that embeds deterministic and stochastic considerations in a 

single step, is introduced. Then, a test case scenario, based on the transfer from a 

low lunar orbit to an halo orbit, is presented (Sect.  3). The mathematical formu-

lation of the relevant building blocks is shown in Sect.  4. In this section, a novel 

technique, exploiting the conjugated unscented transformation to solve the stochas-

tic integral associated to the non-intrusive polynomial chaos expansion, is devised in 

order to efficiently propagate the trajectory under uncertainties. The combination of 

this technique with kernel estimators to evaluate state statistics and with an ad hoc 

implementation of the ensemble square root filter to fast determine the spacecraft 

state knowledge is firstly formulated in the section remainder. In Sect. 2, the revised 
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approach is adapted to the test case scenario. Finally, results are given and a critical 

assessment is provided in Sect. 6.

2  Problem Statement

2.1  Sequential Approach

In this work, the approach followed nowadays to compute a nominal trajectory, 

evaluate its statistical properties and retrieve the navigation costs is labeled as 

sequential or traditional approach. Detailed information about this process can 

be found in several sources [5, 9]. In this case, the whole procedure is subdivided 

into two sequential and independent steps (Fig. 1): 

1. Trajectory Design and Optimization: nominal trajectory, connecting the initial 

point to the target, while minimizing the propellant mass, is sought (Fig. 1a). 

Thus, generally speaking, an optimal control problem is set up, having the aim to 

determine the state x(t) , the control u(t) and, possibly, the initial and final times, 

t0 and tf  , that minimize the total control effort 

 subject to the ordinary differential equation 

 and to the boundary constraints 

 The function f represents the acceleration vector field associated to the space-

craft dynamics. Some additional terminal and path constraints are normally 

added, considering the characteristics of the specific orbital problem. Sev-

eral techniques can be exploited to solve the optimization problem. Classical 

approaches are subdivided in two classes: direct methods and indirect methods 

[33], and the choice of the most suitable method is based mainly on the mission 

profile, the spacecraft characteristics, and the desired accuracy. Usually this step 

is time- and effort-consuming, due to the large search space. For this reason, a 

preliminary trade-off and/or pruning can be required in order to relieve the total 

burden.

2. Navigation Assessment: the nominal trajectory feasibility in a real scenario is 

evaluated by simulating the orbit determination (OD) process and estimating 

the trajectory correction maneuvers (TCM) along the whole mission. Thus, the 

Navigation Assessment can be split into two (independent) sub-phases: 

J = ∫
tf

t
0

‖u‖ dt

ẋ = f(x, u, t)

x(t0) = x0

x(tf ) = xf
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 i. Knowledge analysis: a covariance analysis is performed to estimate the 

achievable level of accuracy in the spacecraft state knowledge, i.e., the 

deviation of the estimated spacecraft state with respect to the true one 

(Fig. 1b), along the entire trajectory. The initial knowledge, usually rep-

resented as a Gaussian distribution with a given covariance P0 centered 

in the initial nominal state x0 , is propagated forward in time. Due to its 

nature, the knowledge covariance increases in time [12]. Indeed, uncer-

tainties affect the knowledge by enlarging the possible state space. In 

order to improve the accuracy of the estimated state with respect to the 

real one, an OD process is implemented: the knowledge covariance is 

Fig. 1  Traditional approach for preliminary mission analysis: a Trajectory design and optimization; b 

Knowledge analysis; c Navigation cost evaluation. Nominal trajectory is indicated with a black line, true 

trajectory as an orange line, OD with a grey thick line. Ellipses represent the instantaneous b knowledge 

c or dispersion. Steps b–c form the navigation assessment (Color figure online)
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reduced by performing multiple indirect measurements of the state in a 

prescribed time interval, and they are provided to a filtering algorithm, 

able to reconstruct spacecraft’s position and velocity. Thus, the knowl-

edge covariance increases during propagation and it can be reduced only 

during the OD phase.

 ii. Navigation cost estimation: a stochastic analysis is performed in order 

to estimate the navigation cost needed to allow the spacecraft to reach 

the target (Fig. 1c). First, a guidance cycle is defined. The guidance 

cycle refers to the epochs at which correction maneuvers are per-

formed. Typically, this can change from one mission to another, or 

from one phase to another inside the same mission. Usually, a guid-

ance cycle with a correction maneuver once a week is assumed as 

baseline strategy in order to ease on-ground operations. Indeed, cur-

rently navigation maneuvers are computed on-ground and then sent 

to the spacecraft. For this reason, having a guidance cycle following 

the working week pattern reduces operational complexity and costs. 

Then, a guidance law is selected in order to compute the correcting 

impulse Δv , starting from the deviation from the nominal trajectory 𝛿x . 

At the end, a statistical analysis is performed to give a measure of the 

needed navigation propellant. Moreover, the trajectory dispersion, i.e., 

the deviation of the true spacecraft state with respect to the nominal 

one, can be retrieved.

   Knowledge analysis and navigation cost estimation are usually performed inde-

pendently in the preliminary mission analysis. However, in principle, they cannot 

be considered totally separate: both sub-phases should share a common timeline 

and a minimum time interval, the cut-off time, should be considered between the 

end of the OD phase and the subsequent correction maneuver. This cut-off time 

is needed to the flight dynamics team to complete the orbit acquisition process, 

to compute the correction maneuver and to generate the commands.

Figure 2 shows the general architecture for the traditional approach. This two-

step approach can lead to sub-optimal solutions, requiring a gratuitous amount 

of propellant. This behavior is taken to extremes when small satellites are 

Fig. 2  Traditional approach architecture
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considered, due to maneuver complexity and definite propellant mass. As a matter 

of fact, some trajectory can be wrongly tagged as infeasible using this approach. 

An integrated approach is needed to relieve this effect.

2.2  Integrated Approach

A procedure able to comprehend the whole navigation assessment inside the opti-

mization process has to be designed. This method will be tagged as integrated 

or revised approach. Its aims are to (1) evaluate and minimize deterministic and 

stochastic cost, (2) estimate the knowledge, (3)and compute the dispersion, at the 

same time. In order to achieve these objectives, the approach depicted in Fig. 3 

is devised. The initial nominal state is given together with the associated initial 

dispersion. For each state belonging to the initial dispersion, an initial knowledge 

is considered. These three quantities (nominal state, knowledge and dispersion) 

are propagated forward. At some prescribed times, an OD process is performed 

in order to estimate the true trajectory and reduce the knowledge covariance. The 

estimated trajectory is then used to feed a guidance scheme, compute the correc-

tion maneuver and reduce the dispersion. At the end, the final nominal state and 

the final dispersion can be retrieved. For sake of simplicity, considering a Monte 

Carlo fashion, the revised approach can be summarized as:

For each step of the optimization algorithm:

1. An initial nominal state x0 (blue dot in Fig. 3) and initial dispersion (blue ellipse) 

are given;

2. The initial state is propagated up to the final time, in order to generate the nominal 

trajectory (black line) and compute the deterministic cost (i.e., the impulses on 

the nominal trajectory that do not depend on the uncertainties, indicated as blue 

arrows);

Fig. 3  Revised approach for the preliminary mission analysis. Nominal trajectory is indicated with a 

black line, a true possible trajectory with an orange line, estimated trajectory with a purple line. The OD 

process is the gray thick line. Black ellipses represent the instantaneous knowledge; colored ellipses rep-

resent the dispersion (Color figure online)
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3. A number of samples in the initial dispersion xi
0
 (orange dot) are generated, rep-

resenting the initial state of the possible true trajectories;

4. For each sample: 

(a) The initial state xi
0
 and the associated initial knowledge are propagated 

forward (orange line) up to the first OD time;

(b) In a give time span t ∈
[
tOD
0

, tOD
f

]
 , the OD is performed (gray thick line) to 

improve the knowledge (black ellipses);

(c) An estimated state of the true trajectory (purple dot) is retrieved at the end 

of the OD and pushed forward in time (purple line), in order to compute 

the TCM (green arrow) through a guidance law;

(d) The real trajectory is propagated up to the correction maneuver time tTCM , 

when the navigation impulse is applied;

(e) Steps 4a–4d are repeated for each OD and correction maneuver time up to 

the final time tf .

5. From the Monte Carlo-like simulation, statistics for the navigation cost can be 

computed (i.e., the maneuvers needed to control the dispersion) and the final 

dispersion (red ellipse) can be estimated.

6. The total propellant mass, given by deterministic plus stochastic costs is opti-

mized, while imposing a constraint on the final state.

Even though Fig. 3 shows only a nominal maneuver and only an OD window, 

it can be easily extended to consider multiple deterministic impulses or to a dif-

ferent concept of operations.

Moreover, this general approach can be modified by means of some simplify-

ing assumptions to reduce the computational burden, if needed by the given mis-

sion scenario, e.g., by performing the knowledge analysis only on the nominal 

trajectory and use its results on the real trajectories. Additionally, it is impor-

tant to stress a significant difference of this concept with respect to the traditional 

approach. In fact, the final state is no more deterministic, but it can be more 

coherently represented in a stochastic way by evaluating the dispersion at the final 

time. Hence, it is convenient to implement the final constraint as a stochastic con-

straint, i.e., the final points distribution should be relatively close to the target 

point.

In conclusion, the general fuel-optimal problem of a spacecraft flying in a per-

turbed environment under the revised approach can be formalized as:

Problem 1 (Fuel-Optimal General Problem) Find the nominal state x∗(t) , the nomi-

nal control history u∗(t) and, possibly, the initial and final times, t0 and tf  , such that

(1)J = ∫
tf

t0

‖u∗‖ dt + Q(Δvs)
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with Q(Δvs) a measure of the stochastic cost, is minimized, while the state is sub-

jected to a simplified Itô stochastic differential equation [34]

with f being the deterministic part of the dynamics and 𝝎 the process noise associ-

ated to uncertainty in dynamics and in maneuver execution.

Moreover, the state is subjected to initial constraints on dispersion

and on knowledge

and a final constraint

with E indicating a generalized uncertainty ellipsoid and Ê𝛿 the desired ellipsoid.

The navigation costs are estimated through a guidance law, fed by the OD 

scheme. It means

and

with 𝙶𝙻 and 𝙾𝙳 being the guidance law and orbit determination procedures respec-

tively, x̂ is the estimated state, x the real state and x∗ is the nominal state.

Generally speaking, for the integrated approach, three main building blocks can 

be identified and they are: (1) a procedure to propagate uncertainty and to evaluate 

the stochastic measures, (2) a OD scheme, and (3) a guidance law that can vary and 

should be selected properly, depending on the analyzed scenario.

3  Test Case Scenario

A comprehensive method for robust stochastic mission analysis seems to be 

unfeasible: deep-space exploration missions have diverse characteristics and 

mission profiles vary so widely that a single technique will be never able to pro-

duce a good solution for each situation. In fact, Problem  1 provides a general 

(2)ẋ = f(x, u, t) + 𝝎(x, u, t)

(3)

⎧⎪⎨⎪⎩
E
[
x
∗(t

0
)
]
= x

0

E

[(
x
∗(t

0
) − x

0

)(
x
∗(t

0
) − x

0

)T
]
= P

d

0

(4)E
[(

x(t0) − x0

)(
x(t0) − x0

)T
]
= Pk

0

(5)E
(
x
(
tf
)
, tf

)
⊆ Ê𝛿

(
tf
)

(6)Δvs = 𝙶𝙻
(
x∗, x̂, tTCM

)

(7)x̂
(

tOD
f

)
= 𝙾𝙳

(
x, x̂, tOD

0
, tOD

f

)
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framework with its building blocks, that should be adapted to the scenario of 

interest. In this work, the LUMIO transfer phase, from a low lunar orbit (LLO) 

to a halo orbit, is considered. As already presented in Sect. 1, this scenario pro-

vides a relevant environment to test the revised approach and assess its perfor-

mances. Moreover, there is a increasing interest in the community about space-

craft flying towards Lagrange point orbits. Numerous space missions will be 

launched in the time frame 2021-2025, using both traditional spacecraft (e.g., 

James Webb Space Telescope by NASA [35] or ESA’s Euclid [36]) and Cube-

Sats (e.g., EQUULEUS by JAXA [31] or LUMIO [9]). The Lunar Gateway, a 

small station in lunar environment, will orbit a near-rectilinear halo orbit as well 

and, of course, several servicing missions are planned to exploit similar transfers 

[37].

The Lunar Meteoroid Impact Observer (LUMIO) [38] was one of the proposals 

submitted to the ESA’s SysNova Competition LUnar CubeSats for Exploration 
(LUCE). LUMIO was selected as one of the four concurrent studies run under 

ESA contract, and it won ex aequo the challenge. In 2020, ESA considered the 

mission for further implementation. After a successful Preliminary Requirements 

Review (PRR), LUMIO entered the Phase B in September 2022 (Fig. 4).

LUMIO space segment is composed by a 12U form-factor CubeSat, having the 

aim to observe, quantify, and characterize meteoroid impacts on the lunar far-

side by detecting their flashes, to provide global information on the lunar mete-

oroid environment and contribute to lunar situational awareness. LUMIO will be 

Fig. 4  LUMIO mission profile (from [9])
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released by the carrier on a 600 km×20000 km low lunar orbit with free angular 

parameters, and must reach the its designated operative orbit, that is a quasi-peri-

odic halo orbit about Earth–Moon L2 characterized by a Jacobi constant Cj = 3.09 

[9], depicted in Fig. 5.

The transfer phase, where LUMIO is brought from the low lunar orbit to the 

operative orbit, will serve as the main topic of this work and will be analyzed in 

details in the section remainder.

The whole mission profile is summarized in Fig. 4.

During the transfer phase, free transport mechanisms are leveraged to reach the 

target halo. Specifically, intersection in the configuration space has to be sought 

between the halo stable manifolds and a selenocentric transition orbit. Since the 

sought intersection occurs only position-wise, a maneuver is necessary for orbital 

continuity. This maneuver places the spacecraft on the stable manifold of the tar-

get halo and is thus called stable manifold injection maneuver (SMIM) and it will 

be indicated with ΔvSMIM . After the transfer, the halo injection maneuver (HIM), 

ΔvHIM , eventually injects the CubeSat into the final operative orbit. A detailed 

study of the TCM problem for several LPOs, exploiting simple dynamical sys-

tems concepts, has shown that two TCMs provide sufficient degrees of freedom 

[39]. Thus, two TCMs are scheduled to occur during the transfer along the sta-

ble manifold in order to compensate trajectory deviations related to control and 

dynamics uncertainties. In order to correctly estimate their magnitude an OD 

phase is foreseen before each TCM, with the first allocated just after the SMIM 

and the second one scheduled to start after 6 days. Nominally, the first maneu-

ver has to occur at least two days after the SMIM, while the second 8 days after 

ΔvSMIM . The maneuver time is selected in order to give enough time at the ground 

segment to perform orbit determination, compute correction maneuvers and send 

Fig. 5  Projection of the selected operative Earth–Moon L
2
 quasi-halo in the Roto-Pulsating Frame for 

LUMIO

Fig. 6  LUMIO transfer trajectory timeline. The grey bars represents the OD phases, while the green 

arrows mark the TCMs points. Times, indicated above the timeline, are in days after the SMIM (Color 

figure online)
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commands to the spacecraft. Indeed, at least one day for the OD and one day 

cut-off time between the end of the OD phase and the application of the TCM 

should be considered in order to be compliant with ESOC guidelines. A time-

line for the transfer phase is given in Fig. 6. Usually, the nominal trajectory does 

not have impulses when the correction maneuvers are applied. However, a non-

null maneuver can be foreseen at each TCM time in order to broaden the feasible 

transfer trajectories set.

In conclusion, LUMIO transfer phase, as presented in Fig. 6, can be subdivided 

into three sub-phases: 

1. OD phase (between t0
ODi

 and t
f

ODi
 ): during this phase, a visibility window is identi-

fied (see Sect. 4.2), and the OD algorithm is exploited within it. Nominally, OD 

phases are placed between days 0 and 1 and between days 6 and 7 after t0;

2. Cut-off phase (between t
f

ODi
 and tTCMi)): in this phase the Differential Guidance 

(Sect. 4.3) is exploited to compute the correction maneuver, which is applied at 

the end of the phase;

3. Ballistic phase (between tTCM1 and t0
OD2

 , and between tTCM2 and tf  ): in this phase, 

the spacecraft undergoes a ballistic flight.

3.1  Dynamics

The motion of the CubeSat in the transfer phase can be described by using the roto-

pulsating restricted n-body problem (RPRnBP) [8], in order to have a high-fidelity 

dynamics, able to correctly represent the highly non-linear trajectory of LUMIO. 

The use of an adimensional roto-pulsating frame (RPF) eases the motion description 

both for the transfer trajectory and for the operative orbit, since they are the generali-

zation of trajectory existing in the restricted 3-body problem.

Thus, a non-uniformly rotating, barycentric, adimensional reference frame ( ̂𝜉 , 𝜂̂ , 

ĥ ), called synodic frame, is defined in order to write the equation of motion. The 

center of this system is placed at the primaries barycenter (i.e. Earth–Moon bar-

ycenter); the 𝜉 axis is aligned with the two primaries, with ĥ orthogonal to the plane 

of motion. Distances are normalized accordingly to the instantaneous distance 

between the primaries. The unit distance can be defined as

where rE are rM the primaries position in J2000. Therefore, k varies in time accord-

ing to the mutual position of the two primaries, so creating a pulsating reference 

system. Moreover, time is adimensionalized such that mean motion about their com-

mon barycenter 𝜔 =

√
G(mE+mM)

ã3
 is set to unity, with (mE and mM , the Earth and 

Moon mass respective and ã the mean semi-major axis value. By choosing a con-

stant mean motion, the average primaries revolution period is 2𝜋 . In this framework, 

Earth and the Moon are have fixed position, [−𝜇, 0, 0]T and [1 − 𝜇, 0, 0]T respec-

tively, with 𝜇 = mM∕
(
mE + mM

)
 being the mass parameter of the system (Fig. 7).

The equations of motion for the RPRnBP reads [40]

(8)k(t) = ‖
‖rE(t) − rM(t)

‖
‖
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where 𝝆 is the spacecraft position in the RPF, the primes representing the deriva-

tives with respect to the adimensional time 𝜏 , dots indicate the time derivatives and 

∇Ω = 𝜕Ω∕𝜕𝝆 is the gradient of the pseudopotential

where S is the set containing the primaries and characterized by the adimensional 

gravitational parameter 𝜇̂j = mj∕(mE + mM) , second harmonics coefficient J2j
 related 

to the non-spherical gravitational distribution and equatorial radius RBj
 , M = CTIzC , 

while 𝜹j = 𝝆 − 𝝆j , and 𝛿j is its magnitude. The adimensionalized solar radiation 

pressure (SRP) acceleration in Eq.  (9) can be expressed, using the cannon ball 

model, as

where 𝜹S is the Sun position and 𝛾0 is the SRP parameter, defined as

(9)
𝝆′′ +

1

𝜔

(
2k̇

k
I + 2CTĊ

)
𝝆′ +

1

𝜔2

(
k̈

k
I + 2

k̇

k
CTĊ + CTC̈

)
𝝆 +

CT b̈

k𝜔2
= ∇Ω + aSRP

(10)Ω =
∑
j∈S

𝜇̂j

𝛿j

⎡⎢⎢⎣1 +
J2j

R2
Bj

2k2𝛿2
j

(
1 −

3𝜹T
j
M𝜹j

𝛿2
j

)⎤⎥⎥⎦

(11)aSRP =
𝛾0

𝜔2k3

𝜹S

𝛿3
S

(12)𝛾0 = (1 + cr)
A

m

Ψ0d2
0

c

Fig. 7  Rotating, pulsating, non-inertial reference frame (RPF). The inertial reference frame and quanti-

ties making reference to it are drawn in grey. Spacecraft is the red dot (Color figure online)
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with cr the spacecraft reflectivity coefficient, A/m its area-to-mass ratio and c the 

speed of light in the vacuum.

Mixed derivative notation in Eq.  (9) acknowledges that ephemeris data are 

numeric, discrete, and provided for regular dimensional time. Indeed, planets 

position rj in J2000 are retrieved by using SPICE [41, 42] as well as the physical 

constants. The transformations from the solar barycentric inertial frame of refer-

ence (i.e., J2000) and the RPF are

with b the Earth–Moon barycenter position

and C the cosine angle matrix between J2000 and the RPF

with

In Table 1, values for the most useful parameters in the dynamics are presented.

3.1.1  Variational Equations

In order to compute the trajectory correction maneuvers and the derivatives of the 

spacecraft state, useful in the optimization process, the variational equations are 

required. Being 𝝌 the spacecraft state in the RPF, the state-space representation of 

Eq. (9) is

with 𝝂 the spacecraft velocity.

The state transition matrix (STM) can be computed by integrating the variational 

equation

(13)r(t) =b(t) + k(t)C(t)𝝆(t)

(14)v(t) =ḃ + k̇C𝝆 + kC𝜔𝝆′

(15)𝜏 =𝜔(t − t0)

(16)b(t) =
mErE + mMrM

mE + mM

(17)C(t) = [𝜉, 𝜂, h]

(18)𝜉 =
rM − rE

k
, h =

(
vM − vE

)
×
(
rM − rE

)

‖‖‖
(
vM − vE

)
×
(
rM − rE

)‖‖‖
, 𝜂 = h × 𝜉

(19)

𝝌 ′ = f(𝝌 , 𝜏) =

[
𝝆′

𝝂′

]

=

[
𝝂

∇Ω +
𝛾

0

𝜔2k3

𝜹
S

𝛿3

S

−
1

𝜔

(
2k̇

k
I + 2C

T
Ċ

)
𝝂 −

1

𝜔2

(
k̈

k
I + 2

k̇

k
C

T
Ċ + C

T
C̈

)
𝝆 −

C
T

b̈

k𝜔2

]
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with

being the Jacobian of the dynamics right-hand side, where [8]

while

(20)Φ̇
(
𝜏0, 𝜏

)
= A(𝜏)Φ

(
𝜏0, 𝜏

)
, Φ

(
𝜏0, 𝜏0

)
= I6

(21)A(𝜏) =
𝜕f

𝜕𝝌
=

[
03 I3
𝜕f𝝂

𝜕𝝆

𝜕f𝝂

𝜕𝝂

]

(22)

𝜕f𝝂

𝜕𝝆
= −

1

𝜔2

(
k̈

k
I3 + 2

k̇

k
CTĊ + CTC̈

)
−
∑
j∈S

𝜇̂j

⎡⎢⎢⎣
I3

𝛿3
j

−
3𝜹j𝜹

T
j

𝛿5
j

+
3J2j

R2
Bj

2k2

(
I3 + 2M

𝛿5
j

−
5𝜹j𝜹

T
j
+ 10M𝜹j𝜹

T
j
+ 5𝜹T

j
M𝜹j + 10𝜹j𝜹

T
j
M

𝛿7
j

+ 35𝜹T
j
M𝜹j

𝜹j𝜹
T
j

𝛿9
j

)]

+
𝛾0

𝜔2k3

(
I3

𝛿3
S

− 3
𝜹S𝜹

T
S

𝛿5
S

)

(23)
𝜕f𝝂

𝜕𝝂
= −

2

𝜔

(
k̇

k
I3 + CTĊ

)

Table 1  Parameters of restricted n-body problem and the spacecraft

Parameter Symbol Value

Earth–Moon mass ratio 𝜇 0.01215058426994

Earth gravitational parameter 𝜇
E 398 600.435 436 095 9 km3∕s2

Moon gravitational parameter 𝜇
M 4902.800 066 163 796 km3∕s2

Earth mean radius R
B3

6371.008 366 666 666 km

Moon mean radius R
B10

1737.4 km

Earth oblateness coefficient J23
0.001082616

Moon oblateness coefficient J210
0

SRP parameter 𝛾0 2.2106568108 × 106 km3∕s2

Reflectivity coefficient c
r

0.08

Area-to-mass ratio A/m 0.02 m2∕kg
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3.1.2  Coordinates Transformation

The initial LLO is provided using Keplerian elements, i.e., a constant semi-major 

axis a = 12037.1 km and a constant eccentricity e = 0.65848 plus a set of free angu-

lar parameters 𝜶0 =
[
i0,Ω0,𝜔0, 𝜃0

]
 , containing the inclination i0 , the right ascension 

of the ascending node Ω0 , the argument of the pericenter 𝜔0 and the true anom-

aly 𝜃0 . Keplerian parameters are given in Moon-centered Moon-equatorial at date 

(MCME2000) reference frame. In this frame, the z-axis is aligned with the Moon’s 

spin axis on January 01, 2000, the x-axis is aligned with the Earth mean equinox 

(First point of Aries) and y-axis completes the right-handed reference frame. Thus 

an additional transformation is needed to go from the MCME2000 Keplerian ele-

ments to the cartesian coordinates in the J2000 reference frame, before being con-

verted in RPF. Indeed, the Keplerian elements are converted into cartesian coordi-

nates xMCME [43]

with p = a
(
1 + e2

)
 the semi-latus rectum, where the matrix 

T1 = Rz

(
𝜔0

)
Rx

(
i0
)
Rz

(
Ω0

)
 is defined through 3-dimensional rotation matrices. Then, 

the state is rotated in the Moon-Centered J2000

with

where iM = 24 deg is the lunar axial tilt with respect the Earth’s equator [44]. Even-

tually, the position on the LLO is written in the solar barycentric J2000 by transla-

tion of the center from the Moon to the Solar System Baricenter, i.e.

Then, the J2000 initial state x0 is converted in the RPF one 𝝌0 by applying Eqs. (13, 

14). The SMIM is applied on top of this initial state.

3.2  Uncertainty

In this test case, uncertainties are considered to be related only to the naviga-

tion and command errors. Errors generated by uncertainties in the dynamic model 

(24)rMCME = T1

⎡⎢⎢⎢⎣

p cos 𝜃0

1+e cos 𝜃0
p sin 𝜃0

1+e cos 𝜃0

0

⎤⎥⎥⎥⎦
, vMCME = T1

⎡⎢⎢⎢⎣
−
√

𝜇M

p
sin 𝜃0√

𝜇M

p

(
e + cos 𝜃0

)
0

⎤⎥⎥⎥⎦

(25)xJ2000 =

[
rJ2000

vJ2000

]
= T2

[
rMCME

vMCME

]

T2 =

⎡
⎢
⎢
⎣

1 0 0

0 cos(iM) − sin(iM)

0 sin(iM) cos(iM)

⎤
⎥
⎥
⎦

(26)x0 = xJ2000 + xM
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(e.g., solar radiation pressure or residual accelerations) affect the transfer trajec-

tory to a limit extent, due to the short-time propagation, and are dominated by the 

other errors. Thus, they are not considered in the model.

Navigation errors are taken into account as measurement model deviations in 

the OD phase and through an imperfect state knowledge at the initial time. The 

latter leads the initial state to be modeled as a Gaussian random variable with 

mean as the nominal initial state, i.e.

where P𝝌 = diag
([

𝜎2
𝝆
I3, 𝜎2

𝝂
I3

])
 is the 6-dimensional diagonal covariance matrix, 

with 𝜎2
𝝆
 and 𝜎2

𝝂
 , the initial position and velocity covariances, respectively.

Moreover, in order to compensate for differences between physical model and 

real world, command actuation errors in the nominal impulses are considered, 

while TCMs are assumed free from uncertainties. Since uncertainty in the HIM 

does not affect the transfer phase and can be compensated with the station keeping 

algorithm foreseen in the operative orbit, the only significant uncertain maneuver 

is the SMIM. Thrust magnitude and direction are both modeled as Gaussian vari-

ables with a standard deviations 𝜎Δv in magnitude and 𝜎𝛿 in pointing angle. The 

magnitude error is defined as a fraction of the nominal value, i.e. 𝜎Δv = uΔvSMIM , 

with u ≪ 1 . The covariance matrix computation for the uncertainty on the SMIM 

requires retrieving SMIM vector in spherical coordinates, thus 

 where Δv is the magnitude, and 𝛼 and 𝜖 are the Azimuth and Elevation respectively. 

Then, the associated spherical covariance, i.e., Ps
Δv

= diag
(
𝜎2
Δv

, 𝜎2
𝛿
, 𝜎2

𝛿

)
 , is trans-

formed in Cartesian coordinates

with J the Jacobian matrix of the cartesian-to-spherical conversion

The total initial covariance can be computed as a combination of the initial state 

error, plus the maneuver error

(27)𝝌(t0) ∼ N
(
𝝌0, P𝝌

)

(28a)Δv =
√

Δv2
x
+ Δv2

y
+ Δv2

z

(28b)𝛼 = atan2
(
Δvy,Δvx

)

(28c)𝜖 = atan2
(
Δvz,

√
Δv2

x
+ Δv2

y

)

(29)PΔv = JPs
Δv

JT

(30)J =

⎡
⎢
⎢
⎣

cos 𝜖 cos 𝛼 − Δv cos 𝜖 sin 𝛼 − Δv sin 𝜖 cos 𝛼

cos 𝜖 sin 𝛼 Δv cos 𝜖 cos 𝛼 − Δv sin 𝜖 sin 𝛼

sin 𝜖 0 Δv cos 𝜖

⎤
⎥
⎥
⎦
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In doing so, the number of random variables can be reduced from 9, i.e. the 6-dimen-

sional initial state plus the 3 SMIM components, to only 6 stochastic states, reduc-

ing the probabilistic space. Characteristics of the random variables are reported in 

Table 2.

4  Methodology

In order to deal with the revised approach for the LUMIO transfer phase case, a 

proper methodology should be devised, taking into account its peculiarities. It is of 

paramount importance to clarify: (i) which is the method used for the uncertainty 

propagation and how stcohastic variables are estimated, (ii) how the trajectory cor-

rection maneuver are computed, (iii) and how the orbit determination is performed. 

Moreover, the simplifying assumptions are presented as a preliminary for the opti-

mization problem statement.

4.1  Uncertainty Propagation

In order to select an appropriate uncertainty quantification (UQ) scheme, four quali-

tative criteria are considered: (i) Accuracy: it considers how accurate is the method 

in estimating the propagated uncertainty; (ii) Feasibility: it assesses if the hypoth-

eses are compatible with our problem; (iii) Computational time: it gives a qualitative 

measure of computational burden requested by the method; (iv) Suitability: it meas-

ures the suitability inside an optimization algorithm. The test case scenario is char-

acterized by a limited number of thrust impulses, corresponding to few uncertain-

ties, but the spacecraft is flying in a highly perturbed environment. Indeed, a high 

nonlinear solution is expected; however, the number of random variables is low. 

For this reason, a nonlinear uncertainty quantification method is needed [45] and, 

since the uncertainty vector is small, the curse of dimensionality does have a limited 

impact. Starting from this assumption, Polynomial Chaos Expansion, specifically in 

a non-intrusive method fashion, seems to feature the best balance of criteria.

Polynomial Chaos Expansion (PCE) is a nonlinear UQ technique, in which he 

input uncertainties and the solution are approximated using a series expansion based 

on some orthogonal polynomials, thus the approximated solution can be written as 

[46]

(31)P0 = P𝝌 +

[
03 03

03 PΔv

]

Table 2  Stochastic 

characteristics of system 

uncertainty

𝜎𝜌 [km] 𝜎𝜈 [m/s] 𝜎Δv
 [%] 𝜎𝛿 [deg]

1 0.01 1 1
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where Λp,d is a set of the multi-index of size d and order p defined on nonnegative 

integers, 𝝃 =
[
𝜉1,… , 𝜉d

]
 is the set of input random variables, in which each element 

𝜉i is an independent identically distributed variable. The basis functions 
{
𝜓𝜶(𝝃)

}
 are 

multidimensional spectral polynomials, orthonormal with respect to the joint prob-

ability measure 𝜌(𝝃) of the vector 𝝃

with Γd representing the d-dimensional hypercube where the random variable 𝝃 are 

defined and 𝛿𝜶𝜷 is the Kronecker delta function. Thus, the basis functions choice 

depends only on 𝜌(𝝃) . For instance, Hermite polynomials are the basis for normal 

random variables, while Legendre orthogonal polynomials are bases for the uniform 

distribution [47].

Generation of a PCE means computing the generalized Fourier coefficients c𝜶(t) by 

projection of the exact solution x(t, 𝝃) onto each basis function 𝜓𝜶(𝝃) , truncated at the 

total order p

The statistics of x(t, 𝝃) can be approximated by those of x̂(t, 𝝃) from the coefficients 

c𝜶(t) [48]. In fact, the mean is given by

because 𝜓0 = 1 and E[𝜓𝜶] = 0 for 𝜶 ≠ 0 . The covariance can be computed as

where the orthonormality of the polynomial basis is exploited.

PCE coefficients can be estimated by performing a Galerkin projection of the 

governing stochastic equations onto the 
{
𝜓𝜶(𝝃)

}
 subspace (the so-called, intrusive 

method), or solving a least-square regression or pseduospectral collocation (in the so-

called, intrusive methods) [48].

In the selected scenario pseudospectral collocation will be exploited due to its flex-

ibility and reduced computational burden. Pseudospectral collocation is based on the 

numerical integration of Eq.  (34) by collocating x(t, 𝝃) on certain quadrature nodes 

defined on Γd in order to find c𝜶(t) . This means

(32)
x̂(t, 𝝃) =

∑

𝜶∈Λp,d

c𝜶(t)𝜓𝜶(𝝃)

(33)∫Γd

𝜓𝜶(𝝃)𝜓𝜷(𝝃)𝜌(𝝃)d𝝃 = 𝛿𝜶𝜷

(34)c𝜶(t) = E
[
x(t, ⋅)𝜓𝜶(⋅)

]
= ∫Γd

x(t, 𝝃)𝜓𝜶(𝝃)𝜌(𝝃)d𝝃

(35)x̄(t) = E[x(t, ⋅)] = c0(t)

(36)

P(t) = E
[(
𝐱(t, ⋅) − 𝐱(t, ⋅)

)(
𝐱(t, ⋅) − 𝐱(t, ⋅)

)T
]
=

∑

𝛼∈Λp,d

𝛼≠𝟎

𝐜𝛼(t)𝐜
T
𝛼
(t)
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where 𝝃q is the set of quadrature nodes, 𝜔q are the quadrature weights, and Q is the 

quadrature scheme. Generally speaking, for a d-dimensional multivariate case, the 

quadrature formula can be written as

A total of M =
∏d

i=1
mi points for the function evaluation is needed. If the same 

number m of points along all the dimensions of 𝜉i are taken, i.e., m1 = ⋯ = md = m , 

the approximation error for the quadrature formula in Eq.  (38) is in the order of 

O(M−(2s−1)∕d) for a Cs function f(𝝃) [48]. Keeping the error constant, the number of 

function evaluations M grows exponentially fast with respect the dimensionality d 

of the random inputs. This issue is the so-called curse of dimensionality. In order to 

relieve the computational burden, higher-order interactions can be neglected, so to 

reduce the number of grid points. Sparse grid, like Smolyak’s grid, are designed to 

serve this purpose.

The number of points can be further reduced using the so-called conjugate 
unscented transformation (CUT) [49]. CUT is the natural extension of unscented 

transformation, but, instead of employing only sigma-points on the principal axes of 

the initial distribution function, it propagates sigma-points chosen on some peculiar 

non-principal axes, giving the possibility to correctly estimate higher order moments 

of stochastic integrals [50]. Thus, it can be used to efficiently compute the gener-

alized Fourier PCE coefficients exploiting Eq.  (34). So, CUT can be seen as just 

another way to compute the stochastic integral given in Eq. (37). This hybrid tech-

nique, using CUT to estimate PCE coefficient, is unimaginatively labeled PCE-CUT. 

This approach exhibits several advantages over the standard sparse grid interpola-

tion techniques, such as positive quadrature weights and fewer quadrature points.

Conjugate unscented transformation achieve to provide high-order quadrature 

rules satisfying the so-called momentum constraints equations (MCE). They are a 

set of equations that can be found by comparing the definition of a stochastic inte-

gral [Eq. (34)] with its quadrature approximation [Eq. (37)]. For the LUMIO trans-

fer, quantities of interest are considered to be correctly represented using quadrature 

points that can completely satisfy the MCE up to the 4th order. In this case, CUT 

solution can be found by selecting the axes listed in Table  3, with the numerical 

value for the parameters shown in Table 4 [50].

The use of PCE-CUT4 requires the propagation of 77 samples in order to com-

pute the quantity of interest. The equivalent full grid tensor product would require 

36 = 729 samples, while Smolyak’s grid needs 85 points. Thus a 10% saving is 

expected in the computational times. Moreover, the positive quadrature weights 

improve the numerical stability, giving more accurate and fast results [51].

CUT4 results are computed by considering normalized Gaussian variables. If the 

random variables are represented by a generic multivariate Gaussian distribution 

(37)c𝜶(t) ≃ Q
[
x(t, ⋅)𝜓𝜶(⋅)

]
=

M∑

q=1

x(t, 𝝃q)𝜓𝜶(𝝃q)𝜔q

(38)Q[f] =

m1∑

q1=1

⋯

md∑

qd=1

f(𝜉
q1

1
,… , 𝜉

qd

d
)𝜔q1

…𝜔qd
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with mean 𝝌̄ and covariance matrix P, the generic quadrature point 𝜻q can be 

retrieved by exploiting the affine transformation

with S being the Cholesky decomposition of P, i.e., P = STS.

In order to assess the converge accuracy of PCE-CUT4 in the LUMIO trans-

fer phase case, the ratio between the i-th and the first PCE coefficient c0 is evalu-

ated. Indeed, the fastest is its reduction, the most accurate is the expansion result. 

Moreover, there is a direct connection between this value and the digit precision 

[48]. Figure  8 illustrates the convergence accuracy for two representative compo-

nents of position and velocity, showing that the PCE expansion converges quickly, 

with 5-precision digit in (adimensionalized) position and 4-precision digit in (adi-

mensionalized) velocity. An alternative assessment can be given by comparing the 

standard deviation for a Monte Carlo (MC) simulation and the proposed technique. 

Figure  9 shows that final values are similar both for MC and PCE. However, the 

PCE-CUT4 converge rate overcomes the MC one, i.e., more Monte Carlo samples 

are needed to achieve the accuracy given by the PCE.

4.1.1  Stochastic Variables Estimation

Once the PCE coefficients c𝜶 at a given time 𝜏 are retrieved by means of the 4th-

order CUT, the stochastic state at a given time can be estimated as [Eq. (32)]

(39)𝝌q = S𝝃q + 𝝌̄

(40)
𝝌(𝜏, 𝝃) =

∑

𝜶∈Λp,d

c𝜶(𝜏)𝜓𝜶(𝝃)

Table 3  Quadrature points for CUT4

Name Symbol Sample axis Node position Node weight

Center point 𝝃0 [0, 0,… , 0] 0
d

𝜔0

Principal axes 𝝈 [1, 0,… , 0] r1𝝈i
𝜔1

Conjugated axes c
l [1, 1… , 1,

⏟⏞⏞⏟⏞⏞⏟
l

0, 0… , 0
⏟⏞⏟⏞⏟

d−l

] r2c
l

i
𝜔2

Table 4  CUT4 parameters 

solution
Parameter Value

r1 2.606009947366509

r2 1.190556303640186

𝜔1 0.021681819437030

𝜔2 0.007777146339805

𝜔0 0.242080802685967
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This solution is expected to be strongly non-Gaussian. For this reason, the final 

stochastic state and the functions depending on it cannot be described employ-

ing only mean and covariance, but the full probability density function (PDF) has 

to be estimated and then used to evaluate probabilities. In order to do that, kernel 

density estimation (KDE) [52] is used. In this technique, the surrogate model is 

exploited to inexpensively produce a number n of samples of the quantity of interest 

qj = q
(
𝝌(𝜏, 𝝃j)

)
 , depending on n random variables 𝝃j , with j = {1,… , n} . Then they 

are used to estimate the PDF as

(41)𝜌̂(q) =
1

nh

n∑
j=1

K

(
q − qj

h

)

Fig. 8  Normalized PCE coefficients for the PCE-CUT4 for the LUMIO transfer phase final state: a 𝜉 

component of the position, b h component of the velocity

Fig. 9  Standard deviation for the LUMIO transfer phase final state as function of the random sample size 

of a Monte Carlo simulation: a 𝜉 component of the position, b h component of the velocity. Dashed line 

is the PCE-CUT4 solution
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where h is the bandwidth, and K is the kernel function. The kernel function is 

selected as the Gaussian PDF, i.e., K(z) =
1√
2𝜋

exp
[
−

z2

2

]
 . The cumulative distribu-

tion function (CDF) can be computed as

where G(q) = ∫ q

−∞
G(q) dq . In the case of Gaussian kernel, G(q) =

1

2

[
1 + erf

(
q√
2

)]

.

The selection of the bandwidth is tricky and different algorithms exist. In this work, 

the Silverman’s rule of thumb [53] is considered: the value of h is selected as the band-

width minimizing the mean integrated squared error for a Gaussian distribution. In this 

case,

where 𝜎̂ is the standard deviation of the n samples. Using KDE is preferred with 

respect to a simple counting method, since a smooth C∞-class CDF is obtained and 

this is helpful in the optimization procedure.

In order to estimate the population quantiles, a similar technique called kernel quan-

tile estimation (KQE) is employed. The quantile function is the left-continuous inverse 

of the CDF

i.e., the function returning the threshold value of q, such that the probability variable 

being less than or equal to that value equals the given probability p. Using the KQE, 

the quantile function can be computed as [54]

where q̃j, j = {1,… n} is the sorted set of qj and K is the kernel function. The use 

of this linear KQE formula give the possibility to obtain reliable estimation for the 

desired quantile value, while having a C∞-class function.

4.2  Orbit Determination Process

In order to determine the spacecraft state knowledge along the transfer phase, a covari-

ance analysis is performed and the knowledge is estimated by means of an orbit deter-

mination algorithm.

In this scenario, radiometric tracking is selected as navigation technique. Thus, 

the spacecraft state is estimated by means of radiometric data processed by a ground 

(42)F̂(q) = ∫
q

−∞

𝜌̂(q) dq =
1

n

n∑
j=1

G

(
q − qj

h

)

(43)h =

(
4𝜎̂5

3n

) 1

5

(44)Q(p) = inf{q ∶ F(q) ≤ p} with 0 ≤ p ≤ 1

(45)Q(p, q) =

n∑
j=1

1

nh
K

[
1

h

(
j

n
− p

)]
q̃j
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station. Radiometric data for range and range-rate are simulated, generating pseudo-

measurements as

where 𝛾 is the range, 𝛾̇ is the range rate, 𝜸 = r − rGS is the relative distance between 

LUMIO and the ground station, while 𝜼 = v − vGS is the relative velocity. Pseudo-

measurements can be performed only if a link between the spacecraft and the 

selected ground station can be established. Thus, for each OD phase, a visibility 

window is identified. Visibility windows are portion of the trajectory inside the OD 

phases, where some geometric conditions are verified. With reference to Fig. 10, the 

requirements are:

• The Sun exclusion angle 𝜙 should be greater than 0.5 deg in order to avoid deg-

radation in the radiometric observable and, in turn, in the trajectory knowledge 

[55];
• The Spacecraft elevation above the ground El in ground station location should 

be higher than a minimum value Elmin in order to avoid low-quality data related 

to the atmospheric extinction of the radiometric signal and to cope with the 

mounting constraints of the ground station sensor.

For the LUMIO case, the Sardinia deep space antenna (SDSA) scientific unit 

(64 ms) located in San Basilio, Cagliari, is assumed as reception baseline option for 

the ground communications. Currently, SDSA has X-band reception capability. In 

the future, reception in the Ka-band and transmission in the X- and Ka-bands will be 

made available.2 SDSA performances are summarized in Table 5.

In order to estimate the state, a navigation filter exploiting the pseudo-meas-

urements is needed. The filter embedded in the orbit determination process is an 

Ensemble square root filter (EnSRF) [56, 57]. This method exploits the capability of 

(46)𝛾 =
√
𝜸T𝜸, 𝛾̇ =

𝜸T𝜼

𝛾

Fig. 10  Tracking problem geometry

2 https:// www. asi. it/ en/ the- agency/ the- space- cente rs/ sardi na- deep- space- anten na- sdsa/ (Last accessed on 

January 13, 2022)



 The Journal of the Astronautical Sciences           (2023) 70:53 

1 3

   53  Page 26 of 56

PCE to generate inexpensively huge ensembles of samples. Moreover, EnSRF does 

not require perturbed observations; thus, no sampling error is introduced in Kalman 

gain matrix, improving the accuracy of the filter.

Inside the visibility window of each OD phase, the time is discretized in evenly 

spaced intervals following the measurements frequency imposed by the ground 

station. In these points, the pseudo-measurements are generated based on the 

current state and then used to feed the EnSRF. Between two consecutive meas-

urements time, the estimated and the real state are propagated forward, together 

with the associated CUT samples, useful to compute the needed PCE coefficients. 

Hence,

where subscript k and k + 1 are referred to the measurement times 𝜏k and 𝜏k+1 respec-

tively, 𝝌 is the real trajectory, 𝝌̂ is the estimated trajectory, while 𝝌q are the CUT 

samples. A generic perturbed nonlinear measurement model is considered

with z the measurement and 𝜺 is the measurement error. A linear measurement oper-

ator is therefore defined as H =
𝜕h(𝝌)

𝜕𝝌

|
|
|
|𝝌=𝝌̂

.

At each 𝜏k the EnSRF embedded in the OD, the PCE coefficients for the real 

and estimated state are retrieved

(47)

𝝌 k+1 = 𝝋
(
𝝌 k, 𝜏k;𝜏k+1

)

𝝌̂ k+1 = 𝝋
(
𝝌̂ k, 𝜏k;𝜏k+1

)

𝝌
q

k+1
= 𝝋

(
𝝌

q

k
, 𝜏k;𝜏k+1

)
, q ∈ {0, 1,… , M}

(48)z = h(𝝌) + 𝜺

(49)ck,−
𝜶

=

M∑

q=1

𝝌
q

k,−
𝜓q
𝜶
𝜔q

Table 5  Assumed characteristics 

for SDSA ground station
Parameter Value

Coordinates 39.493 028◦ N

9.245 111◦ E

Altitude 0.2064 km

Range measurements frequency Once every hour

Doppler measurements frequency Once every 20 

min

Range measurements random error ( 1𝜎) 130 m

Range measurements systematic error 130 m

Doppler measurements random error ( 1𝜎) 0.2 mm/s

Doppler measurements systematic error 0 mm/s

Minimum ground station elevation Elmin 15◦
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with − indicating the variables before the filter correction. The mean and covariance 

are estimated exploiting the PCE properties [Eqs. (35, 36)]

together with the real state mean

Measurements are obtained for both the forecast (estimated) mean and propagated 

(real) mean as

Then, n realizations of 𝝃i are generated and associated basis functions are evaluated 

leading to 𝜓 i
𝜶
= 𝜓𝜶(𝝃i) . An ensemble of n forecast state is then computed

The EnSRF Kalman gains are computed

with R = E
[
𝜺𝜺T

]
 the measurement error covariance matrix.

In the EnSRF, mean and deviations are updated separately. Thus, firstly the devia-

tion of forecast states with respect to the mean is computed

and secondly, mean and deviations are updated as

(50)ĉ
k,−
𝜶

=

M∑

q=1

𝝌̂
q

k,−
𝜓q
𝜶
𝜔q

(51)

⎧⎪⎪⎨⎪⎪⎩

̄̂𝝌 k,− = ĉ
k,−

0

P̂−
k
=

∑
𝛼∈Λp,d

𝛼≠𝟎

(
ĉ

k,−
𝜶

)(
ĉ

k,−
𝜶

)T

(52)𝝌̄ k,− = c
k,−

0

(53)zk = h
(
𝝌̄ k,−

)
, ẑk = h

(
̄̂𝝌 k,−

)

(54)
𝝌̂ i

k,−
=

∑

𝜶∈Λp,d

ĉ
k,−
𝜶

𝜓 i
𝜶

(55)Sk =HkP̂−
k

HT
k
+ R

(56)Kk =P̂−
k

HT
k

S−1
k

(57)K̃k =P̂−
k

HT
k

√
Sk

−T
(√

Sk +
√

R
)−1

(58)𝛿𝝌 i
k,−

= 𝝌̂ i

k,−
− 𝝌̄ k,−

(59)̄̂𝝌 k,+ = ̄̂𝝌 k,− + Kk

(
zk − ẑk

)
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Eventually, a n-dimensional ensemble of corrected states is computed from the 

mean and the deviations

and then they are used to update the PCE coefficients by using an inexpensive least-

square regression [48]

with X+
k
 is the corrected state matrix, containing 𝝌̂ i

k,+
 , and 𝚿 is the measurement 

matrix.

As last point, the new cubature points for the CUT are retrieved, by computing the 

corrected state statistics

and then projecting it on the generalized conjugated axes space (Eq. (39))

with S being the Cholesky decomposition of P̂+
k
 , i.e. P̂+

k
= STS.

4.3  Guidance Law

An algorithm, able to compute tailored impulses in order to let the spacecraft fly the 

nominal path, is needed. Control maneuvers reduce the dispersion with little propel-

lant effort. In order to estimate the trajectory control maneuvers, a dedicated strategy 

is implemented. In literature, these techniques are usually subdivided into two main 

groups: (a) Closed-loop control, if control impulses are given to track the reference 

guidance, or (b) Closed-loop guidance, if control impulses are given to update the 

whole spacecraft trajectory in order to satisfy the mission objectives. Several differ-

ent guidance and control laws exist, and the choice of the most suitable method is 

based essentially on the mission profile, spacecraft characteristics and the general 

scenario. In this work, only closed-loop control, i.e. the nominal trajectory tracking 

is used as control strategy. However, the algorithm computing navigation maneu-

vers will be always tagged as guidance algorithm. Maneuvers are computed at a 

prescribed time, in order to comply with on-ground segment requirements. The dif-

ferential guidance (DG) is a commonly used guidance method for deep-space mis-

sions [58]. DG aims at canceling the final state deviation using two maneuvers, one 

(60)𝛿𝝌 i
k,+

=𝛿𝝌 i
k,−

− K̃kH𝛿𝝌 i
k,−

(61)𝝌̂ i

k,+
= ̄̂𝝌 k,+ + 𝛿𝝌 i

k,+

(62)ĉ
k,+
𝜶

=
(
𝚿

T
𝚿
)−1

𝚿X+
k

(63)

⎧⎪⎪⎨⎪⎪⎩

̄̂𝝌 k,+ = ĉ
k,+

0

P̂+
k
=

∑
𝛼∈Λp,d

𝛼≠𝟎

(
ĉ

k,+
𝜶

)(
ĉ

k,+
𝜶

)T

(64)𝝌̂
q

k,+
= S𝝃q +

̄̂𝝌 k,+
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at beginning and the other at the end of the considered leg, even though usually the 

second control maneuver is not applied, since at the final leg time a new maneuver 

can be computed and the whole algorithm can be repeated in a receding horizon 

approach. Since the time interval between navigation maneuvers is relatively short, 

first-order approximation can be used to relate the initial and final deviations, and 

the TCM can be computed as [5]

where Φrr , Φrv , Φvr , and Φvv are the 3-by-3 blocks of Φ(tj, tj+1) , i.e., the STM associ-

ated to the nominal trajectory between two consecutive TCM times tj and tj+1 , while 

𝛿r and 𝛿v are the deviations with respect to the nominal trajectory. If the OD is con-

sidered in the loop, deviations are taken from the estimated trajectory

The parameter q is used either to adjust dimensions or the change the guidance 

algorithm behavior, favoring position deviation at the expense of velocity devia-

tion and vice versa. In this work, q = 0.01 has been selected after some numerical 

experiments.

In this work, the control impulse in Eq. (65) is applied at each TCM time.

4.3.1  Simplifying Assumptions

Once the foundational blocks are modeled, combining the timeline (Fig. 6) with 

the methodology illustrated in this Section, a comprehensive method able to 

retrace the revised approach and to provide knowledge analysis, final dispersion 

and an estimation of the navigation costs in a single shot can be devised. How-

ever, an algorithm using PCE-CUT on each real orbit to estimate both knowl-

edge and dispersion, and using the OD results to perturb randomly the real state 

at the TCM location, requires an excessively large amount of computational 

effort. The number of stochastic variables (being 18, 6 from the uncertain states 

and 12 from the estimated state errors) leads to a huge number of samples to be 

propagated to obtain the sought results, and thus to the curse of dimensionality. 

In order to reduce the computational burden, some simplifying assumptions can 

be made.

First of all, the knowledge analysis is performed only on the nominal tra-

jectory and its results are used also on the real orbits stemming from the ini-

tial dispersion. This assumption is valid whenever the real trajectory does not 

deviate too much from the nominal one, relatively to the Spacecraft-to-Ground 

Station distance. In this case, the pseudo-measurements on the nominal trajec-

tory are similar to the real trajectory ones and the outputs from the EnSRF are 

comparable.

(65)Δvs
j
= −

(
ΦT

rv
Φrv + qΦT

vv
Φvv

)−1(
ΦT

rv
Φrr + qΦT

vv
Φvr

)
𝛿rj − 𝛿vj

(66)

{
𝛿r = r̂ − r∗

𝛿v = v̂ − v∗
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Secondly, the estimated state error at the end of the OD phase is not picked 

randomly from the knowledge distribution at the time, but only the average error 

is considered to assess the estimated state for all the real trajectories. This strong 

assumption is able to reduce the number of random variables and, thus, lessen 

the problem dimensionality. Figure 11 shows stochastic costs for LUMIO trajec-

tory both (a) if the navigation error at the orbit determination time is a Gaussian 

random variable with mean and covariance given by the filter output and (b) if the 

navigation error is taken as a deterministic value equal only to the mean. The nav-

igation costs and final dispersion have similar distribution in both cases. Hence, 

for this scenario, this last assumption is valid.

5  Statement of the Problem

Once the building blocks are established, Problem 1 has to be adapted to cope with 

the test case scenario, represented by LUMIO transfer phase and the general optimal 

control problem is converted into a non-linear programming problem. The optimiza-

tion problem for the test case scenario under the revised approach can be stated as

Problem  2 (Fuel-Optimal Problem) Find the initial and final time, 𝜏0 and 𝜏f  , the 

two TCM times, 𝜏TCM1
 and 𝜏TCM2

 , the angular parameter vector 𝜶0 , the SMIM vector 

ΔvSMIM , and the nominal trajectory impulse at TCM times, ΔvTCM1
 and ΔvTCM2

 , such 

that

(67)J =
∑

i

‖‖Δvi
‖‖ = ‖‖ΔvSMIM

‖‖ + ‖‖‖ΔvTCM1

‖‖‖ +
‖‖‖ΔvTCM2

‖‖‖ + ‖‖ΔvHIM
‖‖ +

2∑
j=1

Q(.99, Δvs
j
)

Fig. 11  Comparison of stochastic costs if navigation error is a picked randomly, or b equal to the error 

mean in LUMIO case
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with Q(0.99, Δvs
j
) representing the 99-percentile of the stochastic cost computed 

through Eq.  (45), is minimized, while the state is subjected to the dynamics illus-

trated in Eq. (19)

The HIM is computed as

with 𝝂∗ the nominal velocity and 𝝆𝛿 is the target halo velocity.

The state is subjected to initial constraints

and

and a final constraint

with d =
‖‖‖𝝆

(
𝜏f

)
− 𝝆𝛿

(
𝜏f

)‖‖‖ , being a measure of the distance of the real trajectories 

from the halo at 𝜏f  , where 𝝆𝛿 is the target halo.

In order to be compliant with on-ground operation requirements, some linear 

constraints are added

The navigation costs and the final dispersion are estimated through the comprehen-

sive navigation assessment. It means

and

(68)

𝝌 ′ =

[
𝝂

∇Ω +
𝛾0

𝜔2k3

𝜹S

𝛿3
S

−
1

𝜔

(
2k̇

k
I + 2CTĊ

)
𝝂 −

1

𝜔2

(
k̈

k
I + 2

k̇

k
CTĊ + CTC̈

)
𝝆 −

CT b̈

k𝜔2

]

(69)ΔvHIM = 𝝂∗
(
𝜏f

)
− 𝝂𝛿

(
𝜏f

)

(70)

{
E
[
𝝌∗(𝜏0)

]
= ̂[𝝌

∗
(𝜏0) = 𝝌0

(
𝜏0,𝜶0

)
+ ΔvSMIM

E
[(
𝝌∗(𝜏0) − 𝝌0

)(
𝝌∗(𝜏0) − 𝝌0

)T
]
= P0

(71)E
[(
𝝌(𝜏0) − 𝝌0

)(
𝝌(𝜏0) − 𝝌0

)T
]
= P0

(72)c = F̂d(30 km) > 0.99

(73)2 d ≤(𝜏TCM1
− 𝜏0

) ≤ 8 d

(74)5.5 d ≤(𝜏TCM2
− 𝜏0

) ≤ 𝜏f − 3 d

(75)Δvs = 𝙶𝙻
(
𝝌∗, 𝝌̂ , 𝜏TCM

)

(76)𝝌̂
(
𝜏OD

f

)
= 𝙾𝙳

(
𝝌∗, 𝝌̂ , 𝜏OD

0
, 𝜏OD

f

)
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with 𝙶𝙻 and 𝙾𝙳 being the Differential Guidance Law (Eq. (65)) and orbit determina-

tion processes (Sect. 4.2) on the nominal trajectory respectively, 𝝌̂ is the estimated 

state, 𝝌 the real state and 𝝌∗ is the nominal state.

The quantile value for the j-th TCM exploiting the KQE (Eq. (45)) is

where Δ̃v
s,i

j
 are the sorted value of 

‖
‖
‖
Δv

s,i

j

‖
‖
‖
 . The 100, 000 samples Δv

s,i

j
 are obtained 

through an inexpensive Monte Carlo exploiting PCE-CUT technique. The CUT 

samples Δv
s,q

j
 for each TCM are obtained by exploiting the DG algorithm (Eq. (65))

with

being the estimated error at k-th TCM time, and where

is the flow of the estimated state, for each CUT sample, propagated from the end of 

the OD phase up to the next TCM time. As per Sect. 4.3.1,

with the mean final error obtain through Eq. (63).

The PCE coefficients can be retrieved as

and then used to obtain the samples

where 𝜓 i
𝜶
 are the basis functions evaluated at a random picked value 𝝃i . In order to 

simplify the problem, the bandwidth is considered constant with h = 0.001.

The value in Eq.  (72) is obtained in the same way, exploiting the KDE as in 

Eq. (42) with a constant bandwidth h = 0.0622.

In summary, the decision variable vector is defined as 

y =
[
𝜏0, 𝜏f , 𝜏TCM1

, 𝜏TCM2
,𝜶0,ΔvSMIM,ΔvTCM1

,ΔvTCM2

]T
 and its bounds are summa-

rized in Table 6. No bounds are placed on LLO angular parameters.

(77)Q
(
0.99, Δvs

i

)
=

n∑
q=1

1

nh

1√
2𝜋

exp

[
−

1

2

(
1

h

(
i

n
− 0.99

))2
]
Δ̃v

s,i

j

(78)Δv
s,q

j
= −

(
ΦT

rv
Φrv + qΦT

vv
Φvv

)−1(
ΦT

rv
Φrr + qΦT

vv
Φvr

)
𝛿𝝆j − 𝛿𝝂j

(79)𝛿𝝌 j = 𝝌̃ j − 𝝌∗

(80)𝝌̃ j = 𝜑
(
𝝌̂
(
𝜏OD

f

)
, 𝜏OD

f
;𝜏j

)

(81)𝝌̂
(
𝜏OD

f

)
= 𝝌

(
𝜏OD

f

)
+
(
̄̂𝝌OD

f
− 𝝌

(
𝜏∗,OD

f

))

(82)c𝜶 =

M∑

q=1

Δv
s,q

j
𝜓q
𝜶
𝜔q

(83)
Δv

j

s,i
=

∑

𝜶∈Λp,d

c𝜶𝜓
i
𝜶
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The procedure used to estimate the cost function in Eq. (67) and the nonlinear 

constraint in Eq. (72) is summarized in Algorithm 1.

Problem  2 is solved by exploiting a simple shooting technique [59]. This 

method is selected as the most suitable to solve the optimization problem, since 

(i) the trajectory lasts only few days and nominally no middle correction is 

enforced, so low numerical noise is expected in the derivatives, (ii) number of 

variables is strongly reduced, (iii) and Algorithm 1 can be implemented straight-

forwardly. In order to speed up the NLP solution, the Jacobian, both for the objec-

tive function and the nonlinear constraint, can be provided. Details on the Jaco-

bian construction are given in Appendix A.

5.1  First Guess

An educated guess is required to solve the optimization problem, in order to reduce 

the wide search space represented by all the possible parking low lunar orbits, the 

stable manifold insertion time, and the arrival state on the halo as well as to cope 

with the use of a local optimization scheme. In order to compute these first guesses, 

a generation mechanism exploiting a patching process is devised: (1) the state is 

propagated backward from the operative orbit to the first lunar pericenter; (2) a grid 
generation is used to create all the possible LLO pericenters at a given time; (3) a 

patching process selects the solutions fulfilling some tolerances in time and space 

at their pericenter; (4) eventually, solutions of the patching process are then used 

to feed an optimization algorithm, able to close the gap between the LLO and the 

stable manifold, while minimizing the needed propellant. Least expensive trajectory 

coming from the optimization algorithm are then used as first guess for the optimi-

zation problem stated in Problem 2. The algorithm is summarized in Fig 12.

5.1.1  Backward Propagation

In the backward leg, the spacecraft trajectory is propagated backward in time from 

the halo target orbit for 30 days in the high-fidelity restricted roto-pulsating n-body 

problem. The epoch and the states of the first lunar pericenter pass are saved to be 

used for patching purposes. Initial points on the halo are drawn from an equally 

spaced grid of 6 h, starting form the February 1, 2024 and ending on March 1, 2024. 

This choice reflects the requirement to start the science operation at latest on March 

21, 2024 and to have at least 1 week of commissioning and calibration in the opera-

tive orbit. In order to escape the fastest way, a 1m∕sΔv is applied along the mini-

mum stretching direction. Because in the high-fidelity model the operative orbit is 

Table 6  Decision vector bounds

𝜏
0
 is the first guess departure date

Dep. date 𝜏
f
 [d] 𝜏

TCM1
 [d] 𝜏

TCM2
 [d] ΔvTCMj

 [m/s]

Upper bound 𝜏0 + 7 d 28 8 𝜏
f
− 3 d 10

Lower bound 𝜏0 − 7 d 15 2 5.5 − 10
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Algorithm 1  Integrated approach algorithm for test cast scenario



1 3

The Journal of the Astronautical Sciences           (2023) 70:53  Page 35 of 56    53 

no longer periodic, the minimum stretching direction 𝜹 is defined as the direction 

along which for a given perturbation 𝛿𝝌0 the Euclidian norm of the final perturba-

tion is minimized, i.e.,

where C = ΦT
𝜏0,𝜏f

Φ𝜏0,𝜏f
 is the Cauchy–Green tensor, defined by exploiting the STM 

from 𝜏0 to 𝜏f  . Starting from Eq. (84), the minimum stretching direction corresponds 

to the (unit) eigenvector associated to minimum eigenvalues of the Cauchy–Green 

tensor. The trajectories computed in this way can be seen as an extension of the 

CRTBP stable manifolds. Figure 13 shows some trajectories propagated backward 

from the halo orbit.

(84)𝜹 = arg min
𝛿𝝌0

‖‖‖𝛿𝝌 f
‖‖‖ = arg min

𝛿𝝌0

√
𝛿𝝌T

0
C𝛿𝝌0

Fig. 12  First guesses generation algorithm

Fig. 13  Sample trajectories propagated backward in time from the target quasi-halo orbit in Earth–Moon 

synodic frame. Black dot is the Moon. Distances are in Earth–Moon mean distance (Color figure online)
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5.1.2  Grid Generation

At each of the pericenter epochs computed in the backward propagation, a grid of 

LLO pericenter points is computed, converted to the RPF and then saved. The Kep-

lerian parameters used to build the grid are presented in Table 7.

5.1.3  Patching Process

The patching process patches backward orbits and the LLO grid points at the perise-

lenium. Since by design the pericenter epoch is exactly the same, only the distance 

between the LLO points and the stable manifold pericenter is used as patching cri-

terion. Figure 14 shows results of the patching process. Starting from the 321 initial 

guesses, only 9 have a pericenter distance lower than 250 km.

Table 7  Keplerian elements 

bounds in MCME2000 for grid 

search

i [deg] Ω [deg] 𝜔 [deg]

Lower bound 0 0 0

Upper bound 180 360 360

Step 20 45 45

Fig. 14  Pericenter patching process and optimization results. Red asterisks show solutions with 

d < 250 km . Black diamonds are optimized solutions with Δv
SMIM

< 120 m/s . Numbers refer to solutions 

from Table 8 (Color figure online)
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5.1.4  Optimization

Most promising solutions coming from the patching process (i.e. with pericenter dis-

tance d < 250 km ) are used to feed an optimization algorithm, whose aim is to find the 

intersection between the LLO and the operative orbit stable manifold, while minimiz-

ing the propellant mass. Thus the objective is to determine the initial and final times, 𝜏0 

and 𝜏f  , the LLO Keplerian parameters 𝜶0 and the ΔvHIM such that

is minimized. Moreover, the state is subjected to the constraint

where 𝝆SM is position of the stable manifold at 𝜏0 , i.e. the first three components  

of backward-integrated flow 𝝋
(
𝝌 f , 𝜏f ;𝜏0

)
 , having as initial state 

𝝌 f =
(
𝝌H

(
𝜏f

)
−
[
03 ΔvHIM

]T
)
 , that is the halo position at 𝜏f  perturbed by the HIM. 

The stable manifold injection maneuver is computed as

with the state on the LLO computed through Eq. (26).

Figure 14 shows the results after the optimization. From the 9 solutions that sur-

vived the patching filter, only 4 solutions have a Δv < 120m∕s , which is compat-

ible with LUMIO requirements. The characteristic of these trajectories are listed 

in Table 8. Althogh the time of flight is similar for the four optimal solutions, the 

required propellant amount varied widely, going from only 67.33 to 83.11m∕s , 

being one third higher than the minimum.

6  Results

The trajectories listed in Table 8 are used as first guesses for Problem 2. The NLP is 

solved for each of them. The average computational time for the optimization algo-

rithm on a quad-core Intel i7 2.80 GHz processor is about 20 min. Since CUT sam-

ples can be propagated forward independently, the runtime can be easily reduced by 

exploiting parallelization on a multi-core workstation.

(85)J =
1

2
‖
‖ΔvSMIM

‖
‖

2
+

1

2
‖
‖ΔvHIM

‖
‖

2

(86)𝝆SM

(
𝜏0

)
− 𝝆0

(
𝜏0,𝜶0

)
= 0

(87)ΔvSMIM = 𝝂SM

(
𝜏0

)
− 𝝂0

(
𝜏0,𝜶0

)

Table 8  First guess optimal 

solutions whit Δv ≤ 120 m/s
# Departure date ToF [d] Δv

TOT
 [m/s]

53 28 JAN 2024 16.62 74.00

64 30 JAN 2024 15.56 67.33

164 11 FEB 2024 16.71 83.11

289 27 FEB 2024 15.92 68.65
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Results are summarized in Table 9. Surprisingly, the solution having the best 

deterministic value (i.e., #64) is not the one having the best performances when 

stochastic costs are considered, neither in the non-optimized or in the optimized 

case, and this can lead to an unnecessary waste of propellant mass. However, 

this choice will be sub-optimal when the stochastic costs are considered. Indeed, 

Solution #53 needs less propellant in the first guess comprehensive approach, 

allowing to save about 6% of fuel. This figure increases to 8% in the optimized 

solution under the integrated approach.

This feature is mainly related to have to possibility to fly a lower dispersion tra-

jectory. Indeed, although the position dispersion (Fig. 15) shows a similar trend 

for both Solution #53 and #64, the velocity dispersion (Fig.  16) is lower when 

Solution #53 is considered and this helps the trajectory to have smaller navigation 

costs. Moreover, a final lower dispersion is beneficial since it allows to satisfy the 

final constraint with less effort.

The solution #53 has the minimum overall Δv both considering the first guess 

and the optimized trajectory. Thus, solution #53 would have been selected as the 

best-performing solution even in the sequential approach. However, solution #289 

results show that a great improvement (about the 25%) can be obtained under the 

stochastic optimization. This feature indicates that, considering a different time-

frame or a different operational orbit, it could be possible that the sequential and 

Table 9  Integrated approach 

optimal solutions

Subscript D stay for deterministic, while S is stochastic. The super-

script 0 indicates the cost function evaluated at the first guess, while 

the asterisk is used for the value after the optimization

# Δv
D
 [m/s] Δv

0
D+S

 [m/s] Δv
∗
D+S

 [m/s]

53 74.00 102.60 100.14

64 67.33 108.80 108.75

164 83.11 111.88 111.75

289 68.65 125.47 101.91

Fig. 15  Position 1𝜎 dispersion evolution for the optimized cases: a Trajectory #53, b Trajectory #64
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the integrated approach give different results, leading to a wrong choice of the 

nominal orbit if the stochastic optimization is not performed.

The decision variables of Problem 2 for Solution #53 are listed in Table 10, 

while the maneuvers magnitude is provided in Table 11. It can be noted that some 

propellant is saved also if only the deterministic costs are considered. This behav-

ior relates with the different implementation of final constraint. In fact, in Prob-

lem 2 it is enforced with a stochastic formulation. This change modifies the struc-

ture of the optimization problem, allowing also a different deterministic solution. 

Figure 17 shows its trajectory from the LLO to the halo target orbit, with a close-

up on the final dispersion. The final dispersion is fully enclosed in the desired 

30  km sphere. An analysis of the cumulative distribution function for the two 

TCMs is given in Fig. 18.

Table 10  Solution #53 decision vector

Departure date 𝜏
f
 [d] 𝜏

TCM1
 [d] 𝜏

TCM2
 [d]

First guess 28 JAN 2024 21:25 16.62 2.00 8.00

Optimized 28 JAN 2024 21:40 16.63 2.05 8.10

i0 [deg] Ω0 [deg] 𝜔0 [d] 𝜃0 [d]

First guess 98.15 34.67 63.96 319.75

Optimized 99.79 38.29 64.20 321.75

Table 11  Solution #53 maneuvers magnitude

ΔvSMIM [m/s] ΔvHIM [m/s] Q(.99, Δv
s

1
) Q(.99, Δv

s

2
) Total [m/s]

First guess 70.12 3.88 26.12 2.48 102.60

Optimized 68.73 3.50 25.24 2.66 100.14

Fig. 16  Velocity 1𝜎 dispersion evolution for the optimized cases: a Trajectory #53, b Trajectory #64
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For the sake of completeness, the decision variables for Solution #64 are listed 

in Table 12, while the associated maneuvers are given in Table 13.

7  Conclusions

In this work, an integrated approach for preliminary mission analysis is devised. 

This technique has the aim to reduce the propellant mass needed to fly a trajectory 

by embedding in the trajectory design and optimization the navigation assessment 

and the associated stochastic costs directly in the preliminary mission analysis. This 

method can be fundamental in future space mission exploiting limited-capability 

small spacecraft, where high navigation costs may jeopardize the mission feasibil-

ity. In order to assess the performances against the traditional technique, the revised 

approach has been applied in a test case scenario, representing the transfer from 

a low lunar orbit to the operational halo orbit of the CubeSat LUMIO. For this 

Fig. 17  Transfer phase trajectory for Solution #53. In the close-up, the final dispersion is showed. The 

red circle represents the final constraint 30 km sphere (Color figure online)

Fig. 18  TCMs cumulative distribution function in Solution #53
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scenario, a new technique, using conjugate unscented transformation to compute the 

polynomial chaos expansion coefficients, labeled PCE-CUT, is devised and used to 

propagate the uncertainties and estimate both the dispersion and the stochastic costs, 

while the knowledge analysis is performed by a combination of this technique with 

an ensemble square-root filter. This method is inserted in the optimization scheme. 

Four trajectories, coming from a grid search algorithm, are used as educated initial 

guesses.  After the optimization is found that the solution with the best determinis-

tic value is not the one with the minimum overall cost and the 8% of the propellant 

mass is saved by the integrated approach optimal solution (Fig. 19).

Table 12  Solution #64 decision vector

Departure date 𝜏
f
 [d] 𝜏

TCM1
 [d] 𝜏

TCM2
 [d]

First guess 30 JAN 2024 19:25 15.56 2.00 8.00

Optimized 30 JAN 2024 19:28 15.47 2.03 8.05

i0 [deg] Ω0 [deg] 𝜔0 [d] 𝜃0 [d]

First guess 130.06 225.08 60.15 22.58

Optimized 130.05 225.17 60.14 22.72

Table 13  Solution #64 maneuvers magnitude

ΔvSMIM [m/s] ΔvHIM [m/s] Q(.99, Δv
s

1
) Q(.99, Δv

s

2
) Total [m/s]

First guess 65.18 2.15 27.26 14.21 108.80

Optimized 65.17 2.13 27.23 14.22 108.75

Fig. 19  Knowledge analysis for Solution #53
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Appendix A: Derivatives for the Optimization Problem

The decision variable vector is defined as y =
[
𝜏0, 𝜏f , 𝜏TCM1

, 𝜏TCM2
,𝜶0,ΔvSMIM,ΔvTCM1

,ΔvTCM2

]T
 . 

The chain rule is intensely exploited to simplify both the notation and the compu-

tational times. For this reason, some building blocks for the derivatives are firstly 

introduced.

A.1 Initial State Derivatives

The initial state 𝝌0 depends only on the initial time 𝜏0 , and 𝜶0 . However, the numeri-

cal computation of these derivatives is cumbersome, since transformation through 

the SPICE routines is required. For this reason, finite difference is used. Thus

with 𝜀 = 10−6 max{1, x} , with x a generic variable. Starting from Eq. (39), the ini-

tial CUT samples derivative can be evaluated as

with S the Cholesky decomposition of P0 . This derivative has the following non-null 

components

with Iv =

[
03 03

03 I3

]
 . Recalling that the initial covariance is function only of ΔvSMIM 

(Eq. (31)), in the remainder of the Section the symbol d will indicate the derivative 

with respect to ΔvSMIM . So

(A1)
d𝝌0

d𝜏0

=
𝝌0

(
𝜏0 + 𝜀,𝜶0

)
− 𝝌0

(
𝜏0 − 𝜀,𝜶0

)

2𝜀

(A2)
d𝝌0

d𝜶0

=
𝝌0

(
𝜏0,𝜶0 + 𝜀

)
− 𝝌0

(
𝜏0,𝜶0 − 𝜀

)

2𝜀

(A3)
d𝝌q

(
𝜏0

)

dy
=

dS

dy
𝝃q +

d𝝌̄0

dy

(A4)
d𝝌q

(
𝜏0

)

d𝜏0

=
d𝝌0

d𝜏0

(A5)
d𝝌q

(
𝜶0

)

d𝜏0

=
d𝝌0

d𝜶0

(A6)
d𝝌q

(
𝜏0

)

dΔvSMIM

=dS𝝃q + Iv
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with T  being a function that takes the triangular upper part of a matrix and halves 

the diagonal, i.e.,

A proof of the Cholesky decomposition derivative can be found in Appendix C. 

Then,

Starting from Eq. (29), it is possible to get

where

and

In the matrix in Eq. (A11), the missing derivatives can be computed starting from 

Eqs. (28) 

(A7)dS = T
(
S−TdP0S−1

)
S

(A8)Tij(A) =

⎧
⎪
⎨
⎪
⎩

Aij j > i
1

2
Aij i = j

0 j < i

(A9)dP0 =
dP0

dΔvSMIM

=

[
03 03

03
dPΔv

dΔvSMIM

]

(A10)
dPΔv

dΔvSMIM

= dJPs
Δv

JT + JdPs
Δv

JT + JPs
Δv

dJT

(A11)

dJ =

⎡
⎢
⎢
⎣

− sin 𝜖 cos 𝛼dE − cos 𝜖 sin 𝛼dA

− sin 𝜖 sin 𝛼dE + cos 𝜖 cos 𝛼dA

cos 𝜖dE

−dΔv cos 𝜖 sin 𝛼 + Δv sin 𝜖 sin 𝛼dE − Δv cos 𝜖 cos 𝛼dA

dΔv cos 𝜖 sin 𝛼 − Δv sin 𝜖 cos 𝛼dE − Δv cos 𝜖 sin 𝛼dA

0

−dΔv sin 𝜖 cos 𝛼 − Δv cos 𝜖 cos 𝛼dE + Δv sin 𝜖 sin 𝛼dA

−dΔv sin 𝜖 sin 𝛼 − Δv cos 𝜖 cos 𝛼dE − Δv sin 𝜖 cos 𝛼dA

dΔv cos 𝜖 − Δv sin 𝜖dE

⎤
⎥
⎥
⎦

(A12)dPs
Δv

=

⎡
⎢
⎢
⎣

2uΔv 0 0

0 0 0

0 0 0

⎤
⎥
⎥
⎦

(A13a)dΔv =

[
Δvx, Δvy, Δvz

]T

Δv
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A.2 OD Phase Derivatives

Then, the derivatives inside the OD process should be constructed. The deriva-

tives with respect to 𝜏0 , 𝜏TCM1
 and ΔvTCM1

 are null, while the one in 𝜏TCM2
 and 

ΔvTCM2
 are different from zero only for the second OD phase. The derivative pro-

cedure is invariant to the considered variable, thus a simplified notation with the 

symbol d , indicating the differentiation with respect to one of the y elements, is 

used. Given the state derivative at a given measurement time d𝝌 k , the derivative 

at the following time can be computed as

where the subscript k and k + 1 refers to 𝜏k and 𝜏k+1 are two consecutive measure-

ment times and Φ is the STM. The only exception is done by the derivative with 

respect to 𝜏0 . In fact, in this case, 𝜏OD
0

 and 𝜏OD
f

 will vary linearly with 𝜏0 and thus [8]

with 𝜏M the last measurement time.

The estimated state PCE coefficients derivatives are

and its statistics derivatives

(A13b)dE =

⎡⎢⎢⎢⎣
−
Δvz

Δv2

Δvx√
Δv2

x
+ Δv2

y

, −
Δvz

Δv2

Δvy√
Δv2

x
+ Δv2

y

,

√
Δv2

x
+ Δv2

y

Δv2

⎤⎥⎥⎥⎦

T

(A13c)dA =

⎡⎢⎢⎢⎣
−

Δvy√
Δv2

x
+ Δv2

y

,
Δvx√

Δv2
x
+ Δv2

y

, 0

⎤⎥⎥⎥⎦

T

(A14)d𝝌 k+1 = Φ
(
𝜏k, 𝜏k+1

)
d𝝌 k

(A15)

⎧⎪⎪⎨⎪⎪⎩

𝜕𝝌1

𝜕𝜏0

= Φ
(
𝜏OD

0
, 𝜏1

)(
−f

(
𝝌OD

0
, 𝜏OD

0

)
+ d𝝌0

)
𝜕𝝌 k+1

𝜕𝜏0

= Φ
(
𝜏k, 𝜏k+1

)
d𝝌 k

𝜕𝝌OD
f

𝜕𝜏0

= Φ
(
𝜏M , 𝜏OD

f

)
d𝝌M + f

(
𝝌OD

k
, 𝜏OD

f

)

(A16)dĉ
k,−
𝜶

=

M∑

q=1

d𝝌̂
q

k,−
𝜓q
𝜶
𝜔q
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They are used to compute the derivatives through the EnSRF. Kalman gain can be 

differentiated as

where

with

Moreover,

where [60]

The Kalman gain for the deviations can be retrieved by using

where

and

(A17)

⎧⎪⎪⎨⎪⎪⎩

d ̄̂𝝌 k,− = dĉ
k,−

0

dP̂−
k
=

∑
𝛼∈Λp,d

𝛼≠𝟎

(
dĉ

k,−
𝜶

)(
ĉ

k,−
𝜶

)T
+
(
ĉ

k,−
𝜶

)(
dĉ

k,−
𝜶

)T

(A18)dSk = dHkP̂−
k

HT
k
+ HkdP̂−

k
HT

k
+ HkP̂−

k
dHT

k

(A19)dHk =

⎡⎢⎢⎣
d𝝆k

𝛾
−

𝜸

𝛾2
d𝛾 03

d𝝂k

𝛾
−

𝜼

𝛾2
d𝛾 −

(
d𝝆k

𝛾̇

𝛾2
+ 𝜸

d𝛾̇

𝛾2
− 2𝜸

𝛾̇d𝛾

𝛾3

)
d𝝆k

𝛾
−

𝜸

𝛾2
d𝛾

⎤⎥⎥⎦

(A20)dz ∶=

⎧⎪⎨⎪⎩
d𝛾 =

𝜸T d𝝆k

𝛾

d𝛾̇ =
(

𝜼

𝛾
− 𝜸

𝛾̇

𝛾2

)T

d𝝆k +
𝜸T d𝝂k

𝛾

(A21)dKk = dP̂−
k

HT
k

S−1
k

+ P̂−
k

dHT
k

S−1
k
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k

HT
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The matrix square-root derivative can be computed by following the proof contained 

in Appendix C

where mat is the matricization function (similar to the  MATLAB® 𝚛𝚎𝚜𝚑𝚊𝚙𝚎 ) and 

vec the vectorization. The symbol ⊕ indicates the Kronecker sum.

The mean and deviation correction derivatives can be computed as

where

and

The n realizations of 𝝃i , in practice, are generated at the beginning of the optimiza-

tion algorithm and keep fixed for all the optimization method steps. Thus 𝜓 i
𝜶
 is a 

constant. Finally, the derivative of the corrected realizations is

While the updated PCE coefficients have derivative

where dX+
k
 is the collection matrix of d𝝌̂ i

k,+
.

As last point, the new cubature points derivative is computed

and eventually

with the derivative of Cholesky decomposition of P̂+
k
 computed as in Eq. (A7)

(A26)d
√

Sk = mat

((√
Sk

T
⊕

√
Sk

)−1

vec
(
dSk

))

(A27)d ̄̂𝝌 k,+ =d ̄̂𝝌 k,− + dKk

(
zk − ẑk

)
+ Kk

(
dzk − dẑk

)

(A28)d𝛿𝝌 i
k,+

=d𝛿𝝌 i
k,−

− dK̃kH𝛿𝝌 i
k,−

+ K̃kdH𝛿𝝌 i
k,−

+ K̃kH𝛿d𝝌 i
k,−

(A29)d𝛿𝝌 i
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= d𝝌̂ i
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− d𝝌̄ k,−
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k,+

(A32)dĉ
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The last step is to compute the derivative of the CUT samples for stochastic cost 

estimation, i.e.

where 𝝌∗,OD

f
 is the nominal trajectory derivative at the end of the OD phase.

A.3 Cut-Off Phase Derivatives

The next step is to evaluate derivatives for the cut-off phase. In order to simplify 

the notation, a guidance matrix is defined starting from Eq. (65)

Then, for both the phases, the derivative of each sample at the final cut-off time (i.e., 

the TCM time) with respect to ΔvSMIM and 𝜶0 , can be computed as

where d represents the generic partial derivative, and

The derivative of the state deviation at the maneuver time can be retrieved by

where Φ∗ and Φ̃ are the TCM of the nominal and the estimated trajectory respec-

tively, while d𝝌̃
(
𝜏OD

f

)
 is computed in Eq. (A36).

The derivative of the Guidance Matrix is

where Q = −
(
ΦT

rv
Φrv + qΦT

vv
Φvv

)
 . Its derivative can be evaluated as

which is used to compute

(A35)dS = T
(
S−TdP̂+

k
S−1

)
S

(A36)d𝝌̃q
(
𝜏OD

f

)
= d𝝌q

(
𝜏OD

f

)
+
(

d ̄̂𝝌OD
f

− d𝝌
∗,OD

f

)

(A37)D = −
(
ΦT

rv
Φrv + qΦT

vv
Φvv

)−1(
ΦT

rv
Φrr + qΦT

vv
Φvr

)

(A38)d𝝌
q

TCM
= Φ

(
𝜏OD

f
, 𝜏TCM

)
d𝝌q

(
𝜏OD

f

)
+

[
03

dΔvs,q

]

(A39)dΔvs,q = dD𝛿𝝆TCM + Dd𝛿𝝆TCM − d𝛿𝝂TCM

(A40)

[
d𝛿𝝆TCM

d𝛿𝝂TCM

]
=

[
d𝝆̃TCM − d𝝆∗

TCM

d𝝂̃TCM − d𝝂∗
TCM

]

= Φ̃
(
𝜏OD

f
, 𝜏TCM

)
d𝝌̃q

(
𝜏OD

f

)
− Φ∗

(
𝜏OD

f
, 𝜏TCM

)
d𝝌∗

(
𝜏OD

f

)

(A41)
dD =d

(
Q−1

)(
ΦT

rv
Φrr + qΦT

vv
Φvr

)
+ Q−1

(
dΦT

rv
Φrr + ΦT

rv
dΦrr + q

(
dΦT

vv
Φvr + ΦT

vv
dΦvr
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(A42)dQ = −
(
dΦT

rv
Φrv + ΦT

rv
dΦrv + q

(
dΦT
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Φvv + dΦT

vv
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The derivative of the STM needs the evaluation of the second-order state-transition 

tensor 𝚽 . Its computation is cumbersome, since it requires to integrate 258 (i.e., 

6 + 62 + 63 ) ODEs. For this reason, a finite difference approach is preferred. Thus

where 𝜀 = max{𝜖m, 10−6𝝌0} , with 𝜖m is the machine epsilon, and 𝝌 = 𝝌∗
(
𝜏OD

f

)
 . A 

fourth-order accuracy central finite difference scheme is exploited, because it 

showed the best balance between precision and computational time.

Finally, the STM derivative expression can be retrieved as

The derivative with respect to 𝜏0 can be computed by following the same steps in 

Eqs. (A39)–(A45). However, since all the times times are linearly dependent from 

𝜏0 , the derivative of the estimated and nominal state (in Eq. (A40)) are

and

The STM derivative inside the differential guidance formula is in turn

where A is the dynamics Jacobian as in Eq. (21). The subscript j and j + 1 indicates 

two consecutive maneuver times.

The derivatives with respect to the maneuver time can be computed by following 

Eqs. (A39)–(A45) again. However,

(A43)d
(
Q−1

)
= −Q−1dQQ−1

(A44)𝚽 =
1

𝜀

[
1

12
Φ(𝝌 − 2𝜀) −

2

3
Φ(𝝌 − 𝜀) +

2

3
Φ(𝝌 + 𝜀) −

1

12
Φ(𝝌 + 2𝜀)

]

(A45)dΦ = 𝚽d𝝌∗
(
𝜏OD

f

)

(A46)
𝜕𝝌̃

q

TCM
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= −Φ̃
(
𝜏OD

f
, 𝜏TCM

)⎛⎜⎜⎜⎝
f
(
𝝌̃q, 𝜏OD

f

)
−

𝜕𝝌̃q
(
𝜏OD

f

)
𝜕𝜏0

⎞⎟⎟⎟⎠
+ f

(
𝝌̃q, 𝜏TCM

)

(A47)
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(A48)
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+ A

(
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Φ −𝚽
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(
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and

while the STM derivative is

The derivative of the state at the end of the cut-off phase with respect to the next 

TCM time (i.e., 𝜏TCM2
 and 𝜏f  for the first and second phase respectively) can be 

retrieved from Eqs. (A39–A45), considering that

and

with the subscript j + 1 indicating the next maneuver instant.

A.4 Ballistic Phase Derivatives

Eventually, the derivatives of the ballistic phase final state with respect to y have to 

be retrieved. The derivative respect to one of the elements in y can be computed as

with 𝜏BP
f

 being the final time of the ballistic state. Equation (A55) is valid for every y 

element, but 𝜏0

and 𝜏BP
f

 (i.e. 𝜏OD
0

 for the first ballistic phase and 𝜏f  for the second one)

(A50)
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= f
(
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)
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(
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(A52)
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q
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=06

(A53)
𝜕𝝌∗
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=06

(A54)
𝜕Φ
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= A
(
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)
Φ
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f
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)
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− f
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A.5 Cost Function Gradient

The cost function gradient is defined as

An analysis of this definition component by component eases the computations.

The only non-null derivative of the SMIM norm with respect to vector y is [60]

In the same way, the derivative of the TCM impulses can be retrieved generically as

Moreover, starting from Eq. (69), it can be found that

with the halo velocity derivative computed numerically, while for the other vari-

ables, the derivative is

where the value of d𝝂
(
𝜏f

)
 can be retrieved from Eq. (A57).

Finally, the generic derivative for the stochastic cost should be estimated. 

Starting from Eq. (77), the generic derivative can be computed as

Assuming that the sorting algorithm is invariant with respect to the derivative, we 

have that

where S is the sorting matrix and

(A58)
∇J =

𝜕

𝜕y

(‖‖ΔvSMIM
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‖‖ + 2∑

j=1

Q
(

0.99, Δvs
j
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‖
‖
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=
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𝜕
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1
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Recalling the definition of the Monte Carlo samples produced through PCE-CUT, 

the derivative can be estimated

with

The derivative of the trajectory correction maneuvers CUT samples is evaluated 

through Eq. (A39).

A.6 Inequality Constraint Jacobian

The inequality constraint in Eq. (72) should be reformulated as

in order to have the definition usually used in optimization problems. Its Jacobian 

can be defined as

Starting from the definition of CDF given by the KDE

where d𝛿 = 30 km . Its derivative can be evaluated as

The derivative of the distance at the final point is

The derivative of the halo distance is always null, except

(A66)
dΔv
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j
=

∑
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dc𝜶𝜓
i
𝜶
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s,q

j
𝜓q
𝜶
𝜔q

(A68)c = 0.99 − F̂(d − 30 km) < 0

(A69)Gc(y) =
𝜕c

𝜕y
= −

𝜕F̂d(30 km)

𝜕y
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1

n
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[
1

2

(
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h

))]

(A71)dF̂d(d𝛿) =
1

nh

n∑
i=1

1√
2𝜋

exp

(
−

1

2

(
d𝛿 − di

h

)2
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(
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)
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)
− 𝝆𝛿

(
𝜏f
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while

with

where d𝝆
(
𝜏f

)
 is evaluated through Eq. (A55).

Appendix B Cholesky Decomposition Derivative

Starting from the approach followed in [61], a proof for the derivative of the 

Cholesky decomposition is sought.

Considering a symmetric positive-definite matrix A, the Cholesky decomposition 

is a factorization such that

Taking an infinitesimal perturbation to this expression, we got

Now, left-multiplying for S−T and right-multiplying for S−1 , it is found that

The right-hand side of this equation is made by two terms, one the transpose of the 

other. Moreover, the first term is upper triangular, while the second one is lower 

triangular and they share the same diagonal. For this reason, a function T  , appro-

priately defined, can be used to simplify the Eq. (B78). Building T  in order to be a 

function that takes the triangular upper part of a matrix and halves the diagonal, i.e.

and applying to Eq. (B78), we got

Finally, multiplying by S, the Cholesky decomposition derivative is found as

(A74)
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=

∑

𝜶∈Λp,d

dc𝜶𝜓
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𝜓q
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(B76)A = STS

(B77)dA = dSTS + STdS
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⎧
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2
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(B81)dS = T
(
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  ◻

Appendix C: Matrix Square-Root Derivative

The aim of this section is to compute the derivative of the square root of a matrix, 

defined as

By differentiating both the sides, it is possible to find that

Eq. (C83) is a special case of the Sylvester equation. For the Sylvester equation in 

the form

with P a (n × n) matrix and Q a m-dimensional square matrix, an analytic solution 

exists and it can be written as function of the vectorization function vec and the Kro-

necker product ⊗ [62]

In Eq. (C83), P = Q =
√

A and C = dA , thus its solution is

where the properties of the Kronecker sum ⊕ are exploited.   ◻
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