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#### Abstract

This paper focuses on the mission analysis of the return trajectory of a Vertical Landing Reusable Launch Vehicle, both for Return-to-Launch-Site (RTLS) and DownRange Landing (DRL) recovery strategies. The main objective is to assess the mission performance of propellant-optimal re-entry and landing trajectories from the Main Engine Cut-Off (MECO) while considering propellant budget and peak entry conditions constraints. As a result, performance envelopes and feasibility regions are built to comprehensively assess the required propellant and compare recovery strategies across a broad spectrum of MECO conditions. The results show that the DRL strategy achieves higher efficiency concerning the propellant consumption and a larger robustness regarding the dispersed MECO conditions.
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## 1. Introduction

The work presented in this paper is part of the European H2020 ASCenSIon project. In recent years, reusable space system technologies have been demonstrated to be one of the most effective solution to reduce the costs of access to space [1]. The re-flight capability and the wide range of missions demanded by a reusable space vehicle drive the necessity of a dedicated missionisation tool to minimise the tailoring effort among each flight. In this context, missionisation aims at evaluating the mission performance to achieve the optimal adaptation of the mission analysis and GNC solution accounting for the mission and system requirements of a specific mission.

This paper focuses on the mission analysis of the propellant-optimal return trajectory of a Vertical Landing Reusable Launch Vehicle (VL-RLV) [2,3]. In particular, the goal is to obtain performance envelopes and the mission feasibility region by considering a wide range of conditions at MECO without violating propellant budget, aerothermal-mechanical loads, and path constraints. The analysis aims at estimating the propellant needed to perform RTLS and DRL recoveries for a representative variability of the MECO conditions. The objective of these maps is to assess the launcher flexibility and capabilities, as well as estimating the propellant consumption concerning different mission scenarios. This analysis represents a crucial tool for an efficient missionisation of the mission analysis solution for a specific mission. Characteristics conditions for LEO and GTO missions, indeed, can be mapped in terms of velocity and Flight-Path-Angle (FPA) at MECO [4,5].

The launch vehicle considered in this study is a small-lift launcher with similar features to Electron by Rocket Lab [6], even if the methodology can be applied to a launch vehicle of any size. The analysis considers a propulsive descent and landing without additional drag devices such as parachutes and parafoil. The choice of employing such a category of launch vehicle is dictated by three reasons. The first one is because diverse programs are carrying out analysis with small-lift launchers such as Ariane Next and Callisto [1,7,8]. The
second reason is that a large number of small-lift launch vehicle startups are rising, that are considering the reusability an option to lower the costs [9]. The third reason is due to the fact that the literature is plenty of analysis regarding reusable heavy and medium-lift rockets, while it is relatively poor regarding small-lift vehicles [4].

A dedicated missionisation tool developed within ASCenSIon is exploited to perform the analysis and to build the maps [10]. A direct collocation method and a gradientbased optimiser are used to solve a set of multi-phase trajectory optimisation problems characterised by different MECO conditions. One bottleneck faced with this analysis is the high computational effort in solving the family of optimal control problem. In the literature there are different solutions to cope with this aspect. One option foresees the employment of convexification techniques to solve the problem in real-time as presented in $[2,3,11]$. These sophisticated algorithms are largely used and studied in the context of the on-board guidance of reusable launchers. However, an unique multiphase end-to-end formulation of the minimum-propellant problem with these methods is not trivial, since the formulation of the original problem must be modified. In this context, S. You proposed alearning-based and theory-supported optimal control method in [12], but also in this case, it only applies to the landing phase. Alternatively, interesting options are given by the database-driven [13] and metamodeling techniques [14], which estimates the output of a generic problem by using a surrogate model that can be evaluated instantaneously.

In this work, in particular, a Gaussian Radial Basis Functions (RBFs) metamodel is used. A predefined number of optimal control problems are solved, and RBFs are employed to create the surrogate of the original problem and estimates the output [14]. Consequently, the missionisation tool evaluates the metamodel in the domain of interest to build the performance maps. The initial population used to solve the optimal control problem has been randomly generated with a Latin Hypercube Sampling method.

The structure of this paper is organised as follows: Section 2 gives an overview of the Mission Analysis and GNC missionisation tool. Section 3 reports the RTLS and DRL mission scenarios and the mathematical models used to simulate the problem. Moreover, it gives an insight into the Flying Qualities Analysis (FQA). Section 4 describes the optimisation problem for RTLS and DRL. Section 5 outlines the test cases and shows the results, while Section 6 underlines the conclusion.

## 2. Missionisation Tool Overview

The tool has been developed using MATLAB (https:/ /www.mathworks.com/products/ matlab.html), following a modular and structured approach. The primary goal was to create software that is user-friendly for setup, maintenance, and continuous improvement. This software is designed to be versatile, accommodating a wide range of applications. The underlying concept is to provide a multidisciplinary tool that can be utilised at various stages of the design process, allowing the user to tailor the level of accuracy and complexity to their specific needs.

In Figure 1, it can be observed the high-level architecture of the missionisation tool. This tool comprises three primary modules and two submodules. The three main modules consist of the User Interface, the MDA core, and the Missionisation Layer. Additionally, there are two submodules, namely the Post-Process unit and the auxiliary functions.

The main module of the software is the MDA core. It comprehends a minimum set of disciplines to evaluate the necessary performance in re-entry mission design:

- Geometry and Mass Estimation Tool (GEOM): This tool estimates the reference surface and dry mass of the vehicle using a minimal set of geometric parameters [15].
- Aerodynamic Database Tool (AEDB): It provides a representative aerodynamic database (AEDB) for the vehicle, if needed.
- Flying Qualities Analysis Tool (FQA): FQA calculates the domain within which the vehicle can maintain a stable, trimmed configuration during flight.
- Entry Corridor Analysis Tool (EC): EC assesses the flight domain in which the vehicle can operate without exceeding aerothermal and mechanical load limits.
- Footprint Evaluation Tool (FE): FE computes the vehicle's feasible range capability [16].
- Trajectory Optimisation Tool (TO): TO solves single or multi-phase optimal control problems and generates an end-to-end mission profile.
- Guidance, Navigation, and Control Tool (GNC): GNC facilitates the automatic translation of TO tool outputs into a format required by external GNC models.

As shown in Figure 1, these disciplines are intricately interconnected, particularly in terms of their input/output relationships. The input parameters of each discipline are derived from the outputs of previous ones. The MDA core enables the execution of the intricate multidisciplinary analyses needed for missionisation in both MA and GNC. It accomplishes this by considering the interdependencies among variables and disciplines within a single, integrated tool. For a more detailed overview, the reader is reffered to [10].


Figure 1. High-Level architecture of the MA and GNC missionisation tool.
The external layer of the tool is constituted by the Missionisation Layer, which exploits the capabilities of the MDA core for various objectives. These analyses span from conducting a single MDA cycle to carrying out parametric and preliminary sensitivity analyses. Furthermore, it supports the parametric optimisation of mission and system parameters, as defined by the user. This last application makes use of Multidisciplinary Design Optimisation and metamodeling techniques, as reported in Section 4.2.

For the case analysed in this paper, the disciplines used are only the FQA and the TO building blocks. The geometry and the aerodynamic database of the vehicle are fixed and are provided as input. Moreover, the aerothermal mechanical constraints are imposed directly in the optimisation problem (Section 4.1). The FQA is used only one time to obtain the trimmed AEDB, while the TO is called multiple time with different MECO conditions. In this case, the GNC is not considered, however the output of the TO tool can be easily used to initialise a GNC strategy, such as the one reported in [11]. Furthermore, the Missionisation Layer is employed for the creation of the performance maps. Figure 2 shows the high-level architecture of the tool with the active disciplines for study considered in this paper.


Figure 2. High-Level architecture of the tool with the active disciplines for the case considered in this research.

## 3. Mission Scenarios and System Models

This section briefly describes the RTLS and DRL mission phases. Then, it provides the equations of motion, the environment, and the vehicle models used to simulate the problem. Moreover, the section reports the longitudinal FQA analysis performed to trim the vehicle.

### 3.1. Mission Scenarios

This paper considers two recovery scenarios characterized by vertical landing. The first one is the RTLS. In this case, the first stage of the space launcher returns towards the launch site or in its proximity, where it does a precise landing. It consists of five mission phases:

1. Boost-back: phase to achieve the inversion of the velocity and the targeting landing site;
2. Ballistic: phase in high-atmosphere in which the vehicle performs a ballistic flight;
3. Entry Burn: phase where the vehicle performs the entry burn to reduce the velocity while entering the denser atmosphere. This phase might not be necessary;
4. Aerodynamic phase: phase where the vehicle is controlled through aerodynamic control;
5. Landing Burn: phase in which the landing burn is performed to reduce the velocity till the pinpoint touchdown;

The DRL foresees the landing of the rocket first stage on a floating barge in the sea. It consists of four mission phases equal to the RTLS ones except for the boost-back [4,17]. Figure 3 shows the mission profiles for RTLS and DRL.

### 3.2. Dynamic Equations of Motion and Control

In this paper, the dynamics of the problem are formulated with point-mass 3DoF equations of motion expressed with Cartesian coordinates in Earth-Centered Earth-Fixed (ECEF) reference frame [18]. The equations are described by Equation (1):

$$
\begin{align*}
\dot{\boldsymbol{r}} & =\boldsymbol{v} \\
\dot{\boldsymbol{v}} & =-\boldsymbol{g}-\frac{D}{m} \frac{\boldsymbol{v}}{\|\boldsymbol{v}\|}+\frac{L}{m} \frac{\boldsymbol{k}}{\|\boldsymbol{k}\|}+\frac{T}{m} \boldsymbol{u}+\boldsymbol{a}_{r o t}  \tag{1}\\
\dot{m} & =-\frac{T}{I_{s p} g_{0}}
\end{align*}
$$

where $T$ is the thrust accounting the ambient pressure penalty term when the nozzle is not adapted. $D$ and $L$ are the aerodynamic drag and lift forces, while the side force is not
considered since a null side-slip angle is assumed along the trajectory. $\boldsymbol{u}$ is the control variable, and it defines the thrust orientation during the powered phases and the vehicle attitude during the unpowered phases. The model, indeed, assumes the thrust aligned with the main axis of the main axis of the rocket. The attitude is linked to the Angle-of-Attack (AoA) by $\alpha=\arccos \left(-u \cdot \frac{v}{\|v\|}\right)$. It worth noting that the formulation of $u$ has a minus sign such that during the descent the AoA is defined around $0^{\circ}$, and not $180^{\circ}$. The vector $k$ is given by $\boldsymbol{k}=\left(\frac{v}{\|v\|} \times u\right) \times \frac{v}{\|v\|}$, and it gives the direction of the lift. $I_{s p}$ is the specific impulse. $\boldsymbol{a}_{r o t}$ is the term relative to the acceleration due to the Earth rotation, and it is given by $\boldsymbol{a}_{r o t}=-2 \boldsymbol{\Omega}_{E} \times \boldsymbol{v}-\boldsymbol{\Omega}_{E} \times\left(\boldsymbol{\Omega}_{E} \times \boldsymbol{r}\right)$, where $\Omega_{E}=\left[0,0, \omega_{E}\right]^{T}$.

(a)

(b)

Figure 3. Mission recovery scenarios for a first stage rocket: RTLS left and DRL right. (a) RTLS; (b) DRL.

### 3.3. Environmental Models

The gravity assumes a spherical Earth with a standard gravitational parameter $\mu=3.986 \times 10^{14} \mathrm{~m}^{3} / \mathrm{s}^{2}$ and a mean radius $r_{E}$ of 6378 km , i.e., $g=\mu /\|\boldsymbol{r}\|^{3} r$. The rotation of the Earth is $\omega_{E}=7.2921150 \times 10^{-5} \mathrm{rad} / \mathrm{s}$.

The atmosphere is modelled by using the US76 model without considering the winds [19].

### 3.4. Vehicle Model: First Stage Features

The vehicle is a small-lift space launcher with similar size and performance to the Electron of RocketLab [6]. Given the specific focus on the entry, descent, and landing phase, only the attributes of the first stage are considered. The stage body has a longitudinal length of 12 m and a base diameter of 1.2 m . The top of the first stage is equipped with planar fins designed to trim the vehicle during the aerodynamic phase of the trajectory. The fins have a mean aerodynamic chord of 0.5 m and, a wing span of 0.5 m . At the MECO, the first stage has a gross mass of 2000 kg and a dry mass of 950 kg . Approximately $10 \%$ of the propellant utilised during ascent is reserved for recovery purposes. Typically, small-lift launchers do not account additional propellant budget for a powered landing, that consequently affects the payload capability of the launchers with respect to its expendable version.

The vehicle has nine engines but it can only use three during the recovering manoeuvres and landing. Each engine is characterised by a specific impulse of 311 s , with a nominal thrust of 25 kN at sea level. The nozzles are adapted at an altitude of 8 km from the ground, and each of them has an exit area of $0.26 \mathrm{~m}^{2}$. The thrust is modelled using the general rocket equations accounting the expansion losses due to the change in the atmospheric pressure with the altitude [20].

### 3.5. Aerodynamic Model

The untrimmed aerodynamic database of the launch vehicle is obtained with DATCOMlike methods [21] to model the variation of the drag coefficient $C_{D}$, the lift coefficient $C_{L}$, and the pitching moment coefficient $C_{m}$ in the function of the Angle-of-Attack (AoA), the Mach number, and the deflection of the planar fins [22]. The dataset is defined within a Mach number range of $0.25 \leq M \leq 7$, an AoA of $-15^{\circ} \leq \alpha \leq 15^{\circ}$ with the nozzle base plate directed against the flow, and the fins deflection included between $-20^{\circ} \leq \delta \leq 20^{\circ}$. The database is used to build three functions $C_{L}=f_{C_{L}}(\alpha, M, \delta), C_{D}=f_{C_{D}}(\alpha, M, \delta)$, and $C_{m}=f_{C_{m}}(\alpha, M, \delta)$ that are utilised for the FQA and for estimating the aerodynamic forces throughout the simulation. These functions linearly interpolate the obtained datasets. During the retro-propulsive manoeuvres, the effect of aerodynamic forces is reduced due to the interaction of the plume with the external flow, according to [18,23-25].

### 3.6. Flying Qualities Analysis

The aerodynamic model is analysed to determine its longitudinal trimmability and static stability. The objective of this analysis is to establish the feasibility of an AoA Entry Corridor during the aerodynamic phase of descent. In the context of this study, the AoA Entry Corridor delineates specific areas within the Mach-AoA plane where a stable and static trim solution can be identified, while accounting for various flight mechanics constraints. One such constraint involves the maximum allowable fins deflection, set at $\pm 15^{\circ}$ [4].

The trim condition is given when the torques acting on the vehicles are zero, and it obtained by computing the fins deflection $\delta$ that results in a $C_{m}=0$, so when:

$$
\begin{equation*}
\exists \hat{\delta} \text { for given }[\alpha, M] \text { such that } C_{m}(\alpha, M, \hat{\delta})=0 ; \tag{2}
\end{equation*}
$$

where, commonly, the $C_{m}$ is given by [26]:

$$
\begin{equation*}
C_{m, t o t}(\alpha, M, \delta)=C_{m}(\alpha, M, \delta)+C_{N}(\alpha, M, \delta) \Delta X+C_{A}(\alpha, M, \delta) \Delta Z \tag{3}
\end{equation*}
$$

The additional torques are generated by the transport terms, due to the difference of the CoG position and the Moment Reference Center position:

$$
\begin{align*}
\Delta X & =-\frac{X_{C o G}-X_{0}}{L_{r e f, F Q A}} \\
\Delta Z & =\frac{Z_{C o G}-Z_{0}}{L_{r e f, F Q A}} \tag{4}
\end{align*}
$$

The analysis is performed by considering a CoG location towards the engines, at 4 m from the nozzle base plate (Figure 4). During the aerodynamic phase, indeed, the first stage is characterised by a low propellant load. The Moment Reference Center was placed at the nozzle base plate, which correspond to [000] 00 .


Figure 4. Geometry visualisation of the vehicle and the CoG position for the FQA (credits [4,27]).

The static stability of the trim point is evaluated by means of the static margin [28]:

$$
\begin{equation*}
S M=-\frac{C_{m, \alpha}}{\left|\frac{C_{N} C_{A, \alpha}}{C_{A}}-C_{N, \alpha}\right|} \tag{5}
\end{equation*}
$$

where $C_{(.), \alpha}$ defines the derivative of the considered aerodynamic coefficient with respect to the AoA. If the static margin is positive (as defined in Equation (5)), the system is statically stable.

Figure 5 shows the result of the FQA. In particular, Figure 5a,b outline the feasibility of a stable trim solution in the entire domain of interest. Thus, based on the models available, the planar fins can fully trim the rocket during the aerodynamic phase, and a feasible AoA entry corridor can be defined (green region Figure 5c).


Figure 5. FQA outputs for the aerodynamic phase. (a) Required fins deflection to trim the vehicle in the Mach-AoA domain. (b) Static margin in the Mach AoA domain. (c) AoA Entry Corridor.

The results obtained with the FQA are used to achieve a trimmed aerodynamic database $C_{L, \text { trim }}=f_{C_{L, \text { trim }}}(\alpha, M)$ and $C_{D, \text { trim }}=f_{C_{D, \text { trim }}}(\alpha, M)$ exploited during the aerodynamic phase of the mission. Future work foresees the extension of this analysis during the landing burn manoeuvre, and a more complete FQA that also investigates the lateral and dynamical stability.

## 4. Optimisation Problem and Surrogate Model Formulation

Trajectory optimisation is a particular case of an optimal control problem. In this work, the trajectory optimisation problem is formulated in multiple phases and is solved with a local gradient-based algorithm. The problem is transformed into a Nonlinear Programming (NLP) problem with the direct Hermite-Simpson scheme transcription method [29,30]. Then, the NLP is solved by using a Sequential Quadratic Programming (SQP) algorithm
available in MATLAB's function fmincon [31,32]. The optimisation variables are the state and control variables and a set of problem parameters, such as the final time of each phase.

The optimal control problem is solved by considering several MECO conditions. However, due to the relatively high computational time, a surrogate model is created to approximate the output of the problem from a predefined number of solutions obtained. Then, the performance maps are built by evaluating the metamodel in the domain of interest.

### 4.1. Multiphase Optimal Control Problem Formulation

In this paper, the propellant-optimal re-entry and landing problem is decomposed in user-defined phases for both the RTLS and DRL. The subdivision in phases allows for characterising the optimal control problem with different dynamics and path constraints, resulting in a better representation of the whole problem.

The RTLS multiphase optimal control problem is formulated in five phases, while the DRL is in four (Section 3.1). The aim of the optimal control problem is to obtain the control vector $\boldsymbol{u}^{(p)}(t)$, the thrust magnitude $T_{\text {nom }}^{(k)}(t)$, and the final time of each phase $t_{f}^{(p)}$ which maximise the final mass $m\left(t_{f}^{(P)}\right)$, without violating a set of constraints. The control $\boldsymbol{u}(t)$ gives the direction of the thrust when the engine is switched on, otherwise, it simulates the attitude of the rocket. The state variable is given by $\boldsymbol{x}^{(p)}(t)=[\boldsymbol{r}(t), \boldsymbol{v}(t), m(t)]^{T}$. The apexes $p$ and $k$ define the phase id: it is $p \in[1,5]$ for RTLS, and $p \in[1,4]$ for DRL. $P$ stands for the last phase of the mission, numbered 5 and 4 , respectively for RTLS and DRL. The thrust magnitude is present only in phases $1,3,5$ for RTLS, while 2 and 4 for DRL. In this work, the problem has been formulated such that the thrust throttling is bounded within the $49 \%$ and the $100 \%$ during the burning phases [33]. Table 1 summarises the formulation of the optimisation problem both for RTLS and DRL, highlighting the constraints considered.

Table 1. Optimisation problem formulation.

|  | RTLS DRL | Comments |
| :---: | :---: | :---: |
| Cost <br> Function | $\begin{array}{ll} \hline & -m\left(t_{f}^{(4)}\right)+w_{1}\left(\left\\|\boldsymbol{r}\left(t_{f}^{(4)}\right)\right\\|-r_{E}\right)^{2} \\ -m) & +w_{2}\left(\left\\|\boldsymbol{v}\left(t_{f}^{(4)}\right)\right\\|-\bar{v}_{f}\right)^{2} \end{array}$ |  |
| Dynamics Constraints | $\dot{\boldsymbol{x}}^{(p)}(t)=\mathbf{f}^{(p)}\left(\boldsymbol{x}^{(p)}(t), \boldsymbol{u}^{(p)}(t), t\right)$ | $\begin{aligned} & p \in[1,2,3,4,5] \text { RTLS; } \\ & p \in[1,2,3,4] \text { DRL } \\ & \text { Equation (1) } \end{aligned}$ |
| Boundary Conditions | $\begin{array}{ll} \hline \boldsymbol{x}^{(1)}\left(t_{0}^{(1)}\right)=x_{0} & \boldsymbol{x}^{(1)}\left(t_{0}^{(1)}\right)=x_{0} \\ \boldsymbol{x}^{(5)}\left(t_{f}^{(5)}\right)=\boldsymbol{x}_{f} & \boldsymbol{x}^{(4)}\left(t_{f}^{(4)}\right)=[] \end{array}$ |  |
| Path Constraints | $\begin{aligned} & \left\\|\boldsymbol{u}^{(p)}(t)\right\\|=1 \\ & 0 \leq T_{\text {nom }}^{(k)}(t) \leq \bar{T} \\ & r_{E} \leq\left\\|\boldsymbol{r}^{(p)}(t)\right\\| \\ & q_{d y n}^{(j)}(t) \leq q_{d y n, \text { max }} \\ & \dot{q}_{\text {heet }}(t) \leq \dot{q}_{\text {heat }, \text { max }} \\ & n_{x}^{(j)}(t) \leq n_{x, \text { max }} \\ & \alpha^{(j)}(t) \leq \alpha_{\text {max }} \end{aligned}$ | $\begin{aligned} & p \in[1,2,3,4,5] \text { RTLS; } \\ & p \in[1,2,3,4] \text { DRL; } \\ & k \in[1,3,5] \text { RTLS; } \\ & k \in[2,4] \text { DRL; } \\ & j \in[2,3,4,5] \text { RTLS; } \\ & j \in[2,3,4] \text { DRL } \end{aligned}$ |
| Linkage Constraints | $x\left(t_{f}^{(s)}\right)=x\left(t_{0}^{(s+1)}\right)$ | $\begin{aligned} & s \in[1,2,3,4] \text { RTLS; } \\ & s \in[1,2,3] \text { DRL } \end{aligned}$ |

It is worth mentioning that for the DRL case, the final conditions are not imposed in the boundary conditions, while the cost function is augmented with penalty terms to ensure that the final altitude is equal to the Earth surface, and the final velocity reaches a desired value. In this way, the optimisation algorithm can select the best landing position on the Earth surface. This operation is done since the dynamics of the problem has been
formulated in Cartesian coordinates. On the other hand, for the RTLS the final conditions are strictly imposed, since the landing site is prescribed.

As previously indicated, the final time for each phase is an optimisation parameter. Consequently, the optimisation procedure could identify a solution that omits a particular phase of the return mission. For instance, it might forego the entry burn maneuver if the ballistic and aerodynamic phases prove sufficient for decelerating the launch vehicle prior to executing the landing burn.

### 4.2. Surrogate Model

To cope with the relatively high computational time needed to solve the optimisation problem, a surrogate model is used to estimate the mission performance in the full domain of interest. In this work, Gaussian Radial Basis Functions (RBFs) are used to interpolate the solutions of a predefined set of sample points and build the surrogate model. In this work, the sample points are given by a set of computed optimal solutions. A general RBF metamodel can be formulated as (Equation (6)):

$$
\begin{equation*}
f_{R B F}(z)=\hat{y}=\sum_{i=1}^{N} \omega_{i} \phi\left(\left\|z-z_{i}\right\|\right) \tag{6}
\end{equation*}
$$

where $N$ is the number of sample points; $\phi\left(\left\|z-z_{i}\right\|\right)=\phi(r)$ is the radial function. In this case, the radial function is given by the Gaussian shape $\phi(r)=-e^{-c r} . \omega_{i}$ are the weight coefficients, and $c$ is the shape parameter, which affects the conditioning of the problem [14]. The coefficient vector $\omega$ is calculated in this way (Equation (7)):

$$
\begin{align*}
& \boldsymbol{\omega}=\boldsymbol{A}^{-1} \boldsymbol{y} \\
& \boldsymbol{y}=\left[y_{1}, y_{2}, \ldots, y_{N}\right]^{T} \\
& \boldsymbol{A}=\left[\begin{array}{ccc}
\phi\left(\left\|z_{1}-z_{1}\right\|\right) & \ldots & \phi\left(\left\|z_{1}-z_{N}\right\|\right) \\
\vdots & \ddots & \vdots \\
\phi\left(\left\|z_{N}-z_{1}\right\|\right) & \ldots & \phi\left(\left\|z_{N}-z_{N}\right\|\right)
\end{array}\right]_{N \times N} \tag{7}
\end{align*}
$$

In the study case presented in this paper, the output of the surrogate model is the mass of the first stage at the landing point, while the inputs are the MECO conditions. In this work, the ascent trajectory has not been designed, and reference values are used to define the MECO [6].

## 5. Test Cases and Results

Within this section, the results of the analysis are presented. The examined scenarios consider the Guiana Space Center as the launch site. Consequently, this site serves as the designated landing location for the RTLS strategy, while, as introduced in Section 4.1, the DRL does not account for a specific landing position. Table 2 provides a comprehensive overview of the problem parameters, the values of the path constraints, and the final conditions taken into account during the optimisation. For building the performance maps, three key parameters are used to delineate the variation of the MECO conditions. In the context of the RTLS, the variables are the norm of the MECO velocity, the Flight-Path-Angle (FPA) at MECO, and the downrange distance between the MECO and the launch site, which is a function of the longitude at MECO [34]. For the DRL, the variables are the altitude at MECO, the norm of the MECO velocity, and the FPA. Table 2 also provides the fixed variables at MECO. These fixed parameters have been determined through preliminary dry runs to assess their impact on the final mass. Table 3 outlines the variables at MECO and their respective ranges of variation.

In Tables 2 and 3, the variables are presented in spherical coordinates, which facilitates their physical interpretation. Nevertheless, the conversion into Cartesian coordinates can be accomplished by leveraging the relationships detailed in [35]. The values of the
dispersion at MECO are defined from [4,5]. However, these ranges can be accordingly tuned depending on the specific case and through the design of the ascent phase.

Table 2. Problem parameters and path constraints values.

| Parameter | Value RTLS | Value DRL | Units |
| :--- | :---: | :---: | :---: |
| Gross Mass at $t_{0}^{(1)}$ | 2000 | 2000 | kg |
| Max Thrust $(\bar{T})$ | 75 | 75 | kN |
| Max dynamic Pressure $\left(q_{d y n, \max }\right)$ | 150 | 150 | kPa |
| Max heat flux $\left(\dot{q}_{\text {heat }, \max }\right)$ | 200 | 200 | kW |
| Max axial load $\left(n_{x, \max }\right)$ | 7.5 | 7.5 | g |
| Angle-of-Attack $(\alpha)$ | $0 \leq \alpha^{(2,3,4,5)} \leq 15$ | $0 \leq \alpha^{(2,3,4,5)} \leq 5$ | $\circ$ |
| $\\|\boldsymbol{u}(t)\\|$ | 1 | 1 | - |
| Initial Latitude $\left(\lambda_{\text {MECO }}\right)$ | 5.2 | 5.2 | $\circ$ |
| Initial Longitude $\left(\theta_{\text {MECO }}\right)$ | - | -51.974 | $\circ$ |
| Initial Heading $\left(\psi_{M E C O}\right)$ | 94.64 | 94.64 | $\circ$ |
| Initial Altitude $\left(h_{M E C O}\right)$ | 85 | - | km |
| Touchdown Velocity $\left(\left\\|v_{f}\right\\|\right)$ | 2 | 2 | $\mathrm{~m} / \mathrm{s}$ |
| Final Latitude $\left(\lambda_{f}\right)$ | 5.16889 | - | $\circ$ |
| Final Longitude $\left(\theta_{f}\right)$ | -52.6903 | - | $\circ$ |

Table 3. Domain of interest for MECO conditions. The ranges are defined from [4,5].

| Variable | Range for RTLS | Range for DRL | Units |
| :--- | :---: | :---: | :---: |
| Initial Longitude $\left(\theta_{\text {MECO }}\right)$ | $[-52.5,-52.1]$ | - | $\circ$ |
| Downrange Distance | $\sim[20,70]$ | - | km |
| Initial Altitude $\left(h_{M E C O}\right)$ | - | $[80,95]$ | km |
| Initial Velocity norm $\left(v_{M E C O}\right)$ | $[1400,2000]$ | $[1400,2400]$ | $\mathrm{m} / \mathrm{s}$ |
| Initial FPA $\left(F P A_{M E C O}\right)$ | $[60,80]$ | $[20,80]$ | $\circ$ |

### 5.1. Return-to-Launch-Site

Figure 6 shows the map of the minimum propellant mass required to perform RTLS trajectories concerning the variations of the velocity norm, the FPA, and the downrange at MECO within the range reported in Table 3. In this scenario, the remaining variables (altitude, latitude, and heading angle) are held constant, as indicated in Table 2. In the case of RTLS, the metamodel is established by solving the optimisation problem across 123 sampled points ( 100 samples, 8 hypervertices, and 15 tests points). This operation is done in about 6 h in an Intel ${ }^{\circledR}$ Core $^{\mathrm{TM}}$ i7-8750H processor.

The results of the analysis convey that the required propellant mass follows the general pattern described below:

- The necessary propellant mass increases with the growth of the downrange distance between the MECO and the launch site. This is anticipated as the engine has to operate for an extended duration to cover the greater distance during the boost-back maneuver.
- The propellant mass decreases as the FPA increases. This phenomenon is attributed to the fact that less propellant is required to reverse the vehicle's velocity when horizontal velocity is lower (associated with a high FPA) during the boost-back maneuver.
- The required propellant mass increases as the magnitude of the velocity increases. This is because the system needs more propellant, both during the boost-back maneuver
to reverse the speed and during the entry burn (if applicable) and landing burn to decelerate the vehicle.


Figure 6. Expected minimum propellant mass consumed for RTLS recovery strategy.
Furthermore, the findings indicate that a RTLS approach is not feasible across the entire domain of interest. Under these specific MECO conditions, the propellant budget is not sufficient of achieving a trajectory that complies with both the aerothermal and mechanical load constraints, resulting in void regions. Additionally, it is noteworthy that the feasible region diminishes as the downrange distance increases. This observation underscores the pivotal role of this variable in securing a feasible and efficient RTLS trajectory.

Figure 7 presents the feasible trajectories achieved in two key domains: the altitudevelocity domain (Figure 7a) and the altitude-downrange domain (Figure 7b). These figures illustrate the diversity of solutions based on the MECO conditions. In Figure 7a, the entry corridor is reported in order to show that all aerothermal-mechanical loads constraints are not violated. Moreover, it is apparent that in certain instances, the optimiser has identified a solution that involves only two burning maneuvers, thus bypassing the entry burn. This outcome deviates from the typical mission profile followed by the Falcon 9. Consequently, further analyses are foreseen for these specific cases in future investigations.


Figure 7. Spectrum of the RTLS trajectories. (a) Obtained RTLS trajectories in Altitude-Velocity domain for different MECO conditions. The entry corridor shows that the aerothermal-mechanical loads limits are respected. (b) Obtained RTLS trajectories in Altitude-Downrange domain for different MECO conditions.

### 5.2. Downrange Landing

Figure 8 provides the performance map generated for the DRL strategy. In this context, the necessary propellant mass is determined based on the magnitude of the velocity, the Flight Path Angle (FPA), and the altitude at MECO, as outlined in Table 3. The latitude, longitude, and heading angle remain fixed parameters for the DRL strategy, as indicated in Table 2. To create the metamodel for this scenario, the optimisation problem is solved at 250 distinct points ( 200 samples, 16 hypervetices and 34 test points). This operation is done in about 5 h in the same processor. Here, the computational time is lower because the convergence for the DRL is faster, since the trajectory has a smoother shape and the recovery is feasible in the entire domain of interest. The initial population of MECO conditions have been generated with Latin Hypercube Sampling method. In this case, the domain has been split into two parts being larger.


Figure 8. Expected minimum propellant mass consumed for DRL recovery strategy.
Similar to the RTLS scenario, the analysis results for the DRL strategy exhibit the following common trends:

- The propellant consumption rises as the FPA increases, particularly at higher velocities. This trend arises from the fact that a higher FPA at MECO results in a steeper descent trajectory, necessitating longer retro-propulsive maneuvers to mitigate aerothermal and mechanical loads and to decelerate the rocket. Conversely, a shallower FPA leads to smoother trajectories with reduced loads.
- An increase in the velocity at MECO is correlated with an augmented requirement for propellant mass, as longer burns are essential to decelerate the launch vehicle, reduce aerothermal and mechanical loads, and achieve the desired touchdown conditions.
- The altitude at MECO does not exert a significant impact on propellant consumption.

The findings indicate that the DRL strategy is feasible within the complete range of interest for the case under examination. This implies that for each MECO condition falling within the range specified in Table 3, a return trajectory can be defined that satisfies the propellant budget, meets the limits on aerothermal and mechanical loads, and fulfills the touchdown conditions.

Also in this case, Figure 9 displays the attainable trajectories in both the altitudevelocity domain (Figure 9a) and the altitude-downrange domain (Figure 9b). These figures illustrate the diversity of solutions based on varying MECO conditions. Moreover, the
entry corridor in Figure 9a highlights that all aerothermal-mechanical loads constraints are respected.


Figure 9. Spectrum of the DRL trajectories. (a) Obtained DRL trajectories in Altitude-Velocity domain for different MECO conditions. The entry corridor shows that the aerothermal-mechanical loads limits are respected. (b) Obtained DRL trajectories in Altitude-Downrange domain for different MECO conditions.

### 5.3. Recovery Feasibility Region Analysis

Based on the outcomes presented in Sections 5.1 and 5.2, an overall feasibility region is established, taking into account both the RTLS and DRL recovery strategies, particularly concerning the velocity and FPA conditions at MECO. To delineate this feasibility region, data from the performance maps obtained in the previous sections is considered. For RTLS, a downrange distance between MECO and the landing site of approximately 35 km is taken into account, while for DRL, an altitude at MECO of 85 km is considered.

Figure 10 provides a comprehensive view of the recovery feasibility map for the analywed launch vehicle, covering the range of MECO velocity and FPA explored in this mission feasibility analysis. This single plot allows for a direct comparison of which recovery strategy is feasible under specific MECO conditions and also emphasises which strategy is more efficient in terms of propellant consumption.


Figure 10. Feasibility region for the recovery of launch vehicle of the analysed case. The intersected area (violet) means that both strategies are feasible, and that DRL is more efficient.

Specifically, in this instance, Figure 10 highlights areas in yellow where RTLS is both feasible and more efficient than DRL. In blue, it showcases regions where DRL is feasible and more efficient than RTLS. The intersected violet area denotes the region in which both strategies are feasible, but DRL overtakes RTLS in terms of efficiency.

This analysis shows that DRL is more flexible and efficient than RTLS in terms of the required propellant mass alone. However, it is important to note that when considering a broader spectrum of parameters, such as refurbishment, barge operations, and transportation time and costs, the analysis could yield different results. Furthermore, it is noteworthy that in several RTLS cases, the optimiser identifies solutions involving just two burns (boost-back and landing burn). These specific solutions, which consume a comparable amount of propellant to DRL solutions, are particularly interesting and further investigation can be done in future research, since the RTLS has lower operational cost than DRL [36].

The feasibility region analysis can be used as a valuable tool throughout the missionisation process. It can be leveraged to make informed decisions when selecting the most efficient recovery strategy based on mission requirements and objectives. These objectives, including the target orbit and payload mass, can be translated into specific MECO conditions. By utilising the feasibility region analysis, mission planners and designers can make strategic choices that align with the project's goals and performance targets.

The feasibility map may be used as a general missionisation tool which gives information with respect to system aspect and not only mission parameters. For example, it could be interesting how the maps evolves if the rocket is characterised by an higher drag coefficient and a larger thrust-to-weight ratio. In this case, for instance, the feasibility region relative to the RTLS is expected to grow, since less propellant is needed to slow down the vehicle. Moreover, the approach may directly consider the mass ratio and the $\Delta \mathrm{V}$ budget of the launcher in order to also compare different category of launch vehicles from system options.

## 6. Conclusions

The paper presents a comprehensive study of mission performance with a focus on propellant mass across a wide range of MECO conditions for a VL-RLV. This study considers both the RTLS and DRL recovery strategies. Additionally, a feasibility region has been determined to facilitate the comparison of these two recovery approaches.

The paper outlines the methodology used to model the propellant-optimal return trajectory for a VL-RLV and explains the process employed to generate performance maps. The results highlight how different MECO conditions impact the consumed propellant mass, while accounting for propellant budget, aerothermal, and mechanical load constraints, especially in the context of a small-lift launch vehicle. Overall, the findings suggest that DRL represents a more versatile and efficient solution when considering performance and the parameters under investigation. Furthermore, this approach can be extended by conducting a parametric analysis of a launcher's characteristics based on its mass ratio and $\Delta \mathrm{V}$ budget. This expands its applicability beyond specific launch vehicles, making it applicable to a broad spectrum of vehicles with similar engine efficiency ratios. This extension may offer valuable insights for sizing and evaluating various system options for trade-offs.

Future upgrades may foresee the inclusion of a more detailed model of the vehicle AEDB, as well as, other improvements regarding the dynamic and environment models, such as the assessment of the solutions with a 6DoF simulator. Moreover, different sources of dispersion and uncertainties may be analysed.

These results can be included in the mission analysis and GNC missionisation process for any reusable space launch vehicle.
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