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A B S T R A C T

This work presents an exploration of fluid region optimization within coupled fluid–thermal problems of
industrial significance, namely the design of a cooling plate for the thermal management of Printed Circuit
Boards (PCB) of electrical propulsion systems. The Topology Optimization technique has been employed
through a in-house developed multi-region adjoint solver and a set of customized boundary conditions, allowing
the sensitivity computation independently on the problem size. The technique involves the integration of
solid material into the computational domain to induce modifications in flow dynamics. This alteration aims
to minimize a multi-objective function that considers both the skin temperature and the mechanical power
dissipation caused by fluid movement across the domain. The obtained sensitivity values were then employed in
optimizing material distribution through the Method of Moving Asymptotes. The derived material distribution
was further post-processed to extract the newly optimized configuration of the system. This enabled a thorough
evaluation of the optimization methodology’s performance and its effectiveness in enhancing the system’s
overall efficiency.
1. Introduction

Conjugate Heat Transfer (CHT) problems have the objective of sim-
ulating heat transfer in both solids and fluids simultaneously, encom-
passing the evolution of pressure, velocity, and temperature. These CHT
systems hold significant importance for both academic and industrial
research, serving as the standard approach for predicting tempera-
tures in diverse applications such as microchannel-based heat sinks for
electronics [1], turbine blades [2], and biological systems [3], among
other examples. Interested readers can find additional references in
[4]. CHT simulations also play a crucial role in understanding the
behavior of cooling systems. In this context, the present study focuses
primarily on cooling devices designed for power electronics [5–7].
The widespread utilization of such systems in everyday life underscores
the importance of their design phase, which is pivotal for crafting
energy-efficient devices and minimizing pollutant emissions. Tradition-
ally, designers have pursued efficiency through resource-intensive and
time-consuming trial-and-error approaches based on their expertise.
While human knowledge remains an invaluable asset in the design
process, a dependable optimization technique can yield rapid and cost-
effective initial implementations that outperform the original solutions.
The solutions for the solid and fluid regions represent two distinct
yet coupled problems, each necessitating distinct tools and strategies.
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Heat transfer within the solid domain is typically addressed using
discrete numerical methods such as Finite Elements (FE) [8], and
various optimization approaches have been employed over time. These
encompass heuristic algorithms [9] as well as gradient-based meth-
ods [10]. In scenarios where the steady-state assumption applies, the
resultant Laplace equation admits analytical solutions [7] rooted in
Fourier series, which simplifies the problem’s intricacies and expedites
the optimization process. In the work by [5], the authors employed an
analytical technique to ascertain the necessary temperature distribution
for optimizing composite substrates. When addressing thermal analysis
within the fluid region, it becomes necessary to consider both mass
and heat transfer simultaneously. Therefore, if radiation effects are
disregarded, as is the case in the remainder of this study, thermal
convection must be coupled with diffusion. The Navier–Stokes and
energy equations, which describe the fluid’s heat and mass transfer,
generally lack analytical solutions except for certain simplified config-
urations. Consequently, achieving fast optimizations as those described
for the solid domain is typically impossible. To address this challenge,
the equations are tackled using numerical solutions, involving the
discretization of the domain into separate elements. Properties defined
in such elements or boundary-defining parameters are treated as the
design variables for optimization. In complex scenarios, the number
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of discrete elements and design variables can quickly escalate, making
traditional optimization approaches impractical. The complexity inher-
ent in the design space confines the use of heuristic optimizers like
simulated annealing [11] or genetic algorithms [12] to only a few
select cases, while gradient-based methods are generally favored due to
their faster convergence properties. The primary challenge in gradient-
based optimization lies in calculating the gradient. Techniques such as
Finite Differences (FD), which rely on the number of design variables,
promptly become impractical for intricate applications.

The adjoint method presents an alternative to the approaches men-
tioned earlier, as it enables users to calculate the gradient of the
objective function irrespective of the number of design variables. This
can be achieved at a computational cost comparable to that of solv-
ing the Navier–Stokes (and potentially energy) equations. The adjoint
method finds extensive application across various areas of fluid me-
chanics, ranging from stability analysis [13] to optimization [14]. In
the context of the adjoint methods, two distinct approaches exist [15]:
discrete adjoint, where equations are discretized before deriving adjoint
equations, and continuous adjoint, where adjoint equations are analyt-
ically derived and then discretized within the solution algorithm. In
this study, the continuous adjoint method is adopted. This decision is
rooted in its flexibility: despite requiring analytical derivation, it results
in a fresh set of equations that can be readily implemented into existing
codes. In contrast, discrete adjoint optimization entails the utilization
of techniques such as Automatic Differentiation [16]. Implementing
this within pre-existing software necessitates substantial modifications
to the original coding approach, potentially leading to challenges in
memory management and an increase in runtime [17]. There are two
potential strategies for optimization in fluid dynamics, namely shape
optimization (SO) and topology optimization (TO). In SO, the domain’s
boundaries are modified, whereas in TO, solid material is arranged
within the fluid region to alter its configuration.

This manuscript specifically focuses on topology optimization. The
history of TO traces back to its origins in structural mechanics optimiza-
tion [18]. Within this framework, researchers developed interpolation
methods like ‘‘Solid isotropic material with penalization’’ (SIMP) [19]
and ‘‘Rational Approximation of Material Properties’’ (RAMP) [20].
Additionally, ad-hoc optimization strategies such as the ‘‘Method of
Moving Asymptotes’’ (MMA) [21] were devised. In their study [22],
the authors introduced TO within fluid dynamics. They focused on
optimizing the dissipated power for a Stokes flow under a volume con-
straint. They included in the momentum balance a penalization term
representing the inverse permeability field. This term regulated the
distribution of material within the domain, allowing for the retrieval
of the Brinkman-type formulation of the Darcy equation for porous
media. Subsequent studies extended this formulation to incorporate
heat transfer in the fluid. In [23], a multi-objective optimization aimed
to minimize both mean temperature and total fluid power dissipation
within a system. This was achieved using Finite Element (FE) spa-
tial discretization and the Method of Moving Asymptotes (MMA) for
updating design variables. Another approach, presented in [24], com-
bined an FE solver with the Solid Isotropic Material with Penalization
(SIMP) method and MMA. Several subsequent papers explored diverse
discretization methods, solution approaches, and objective functions
[25–27], including mesh modification techniques like Adaptive Mesh
Refinement (AMR) [28]. All the aforementioned studies refer to the
optimization of the fluid domain with heat transfer as Conjugate Heat
Transfer optimization. Anyway, despite the material added as a result of
the optimization, which strictly speaking is a liquid with high porosity,
no solid simulation is performed. In [29], the authors developed a
SO strategy for the conjugate heat transfer problem: clearly, for this
2

approach solid simulation is necessary.
Fig. 1. Representation of the computational domain and boundary for a generic CHT
problem. In the CFD problem, solid and fluid regions are identified by different
(coupled) mesh regions; heat sources are applied at the solid boundary directly.

1.1. Motivations of this research

Power electronic components play a crucial role in electric propul-
sion systems, enabling battery charging, motor control, and power regu-
lation. These components encompass inverters, AC–DC and DC–DC con-
verters, inductors, capacitors, power semiconductors, and transformers.
Efficiently managing heat is vital for power electronics to achieve peak
performance and prevent component damage. Since power electronics
generate heat during operation, effective heat dissipation and tempera-
ture control are paramount. Heat sources requiring cooling are situated
on the solid boundaries within the channel. These sources apply a
consistent heat flux, and their temperature should decrease as a result
of optimization efforts. Simultaneously, the dissipation of mechanical
power through the cooling channel needs to be regulated due to design
limitations within the feeding system. When addressing the optimiza-
tion of a fluid–thermal problem, researchers often concentrate on the
fluid region [27,28], unintentionally ignoring changes in temperature
within the solid. Boundary conditions are directly applied to the fluid,
potentially yielding misleading outcomes when solid thermal diffusion
plays a significant role.

The aim of this study is to explore how topology optimization can
generate effective solutions for managing heat in electronic boards
within modern electric propulsion systems used in Automotive and
Aeronautics. Building on the concept introduced by [29], we apply it
to topology optimization (TO) to address multi-region Conjugate Heat
Transfer (CHT) problems, where both the solid and the fluid region are
simulated to optimize the system.

1.2. Paper structure and highlights

The paper is organized as follows: in Section 2, the mathemat-
ical formulation of the Conjugate Heat Transfer (CHT) problem is
described. Special emphasis is placed on detailing the optimization
process within the fluid region and outlining the distinctions, both in
terms of equations and boundary conditions, from the conventional
approach for this problem type. Section 3 provides an account of
the numerical implementation of the novel algorithm. The results are
discussed in Section 4, which includes the whole process of designing
an optimized cooling plate for electronic circuits, a typical coupled
fluid–thermal system of industrial significance. The plate features solid
sections where heat fluxes are applied to the boundaries, linking with
the fluid regions under optimization. Water serves as coolant, and
electronic components are simulated through fixed heat sources applied
at the heat sink’s boundary. To enhance the behavior of the fluid,
information about how temperatures spread is needed. This, in turn,
requires to accurately solve the energy equation within the solids and
suitable interface boundary conditions to enable information exchange
among different mesh regions. Following the optimization process, a
seamless distribution of material porosity, varying from no material
(0) to the highest feasible value (𝛼𝑚𝑎𝑥), is obtained. This distribution

reveals the material’s arrangement, but it cannot be directly employed
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to manufacture a solid component. Consequently, part of this study
is focused on the definition of the boundaries between fluids and
solids arising from the optimization. This exploration should enable to
gauge how the consideration of solid materials as porous substances
influences the projections for optimal solutions. The section introduces
a novel, to the best of the authors’ knowledge, approach that allows
for extracting the optimal geometry and assessing its optimal per-
formance. Finally, Section 5 serves as the concluding discussion of
the work. Appendix A validates the implemented boundary conditions
for heat sources and fluid–solid interfaces. Appendix B discusses the
optimization’s convergence to local minima, a behavior expected from
a gradient-based approach.

2. Mathematical formulation

Conjugate Heat Transfer problems focus on understanding heat
transfer between fluid and solid regions. The typical depiction of such
a geometry, shown in Fig. 1, illustrates the clear separation between
solid and fluid areas at their interface. Within the solid region, heat is
primarily transferred through diffusion. This phenomenon is described
by the energy equation, which, in this context, corresponds to the heat
equation:

𝑅𝑇 ≡ −∇ ⋅𝐷𝑠∇𝑇 = 0 (1)

being 𝐷𝑠 the thermal diffusivity of the solid and 𝑇 its temperature. In
the following, R denotes the residual of the equations.

Within the fluid region, the governing physics is captured by the
incompressible Navier–Stokes equations, combined with the energy
equation formulated to represent temperature transport and diffusion.
This can be expressed as follows:

– mass conservation:

𝑅𝑝 ≡ ∇ ⋅ 𝒖 = 0 (2)

– momentum balance:

𝑹𝑢 ≡ ∇ ⋅ (𝒖𝒖) + ∇𝑝 − ∇ ⋅ (𝜈∇𝒖) + 𝛼(𝜂)𝒖 = 0 (3)

where 𝒖 is the velocity, 𝑝 the pressure (divided by the density) and
𝜈 the kinematic viscosity. 𝛼(𝜂)𝒖 is a Brinkman penalization term,
𝛼 is the porosity, which depends on the general design variable 𝜂.

– equation of energy, that for incompressible flows is written in the
form of temperature transport-diffusion:

𝑅𝑇 ≡ ∇ ⋅ (𝒖 𝑇 ) − ∇ ⋅ (𝐷(𝜂)∇𝑇 ) = 0. (4)

The inclusion of the penalization term in Eq. (3) serves to facilitate
the transition from fluid to solid, which is essential for the process of
topology optimization. As 𝛼 approaches zero, the governing equations
for the fluid are reinstated. On the other hand, as 𝛼 assumes larger
values, 𝒖 tends toward zero, causing temperature transport in the con-
trol volume to be primarily governed by solid diffusion. Consequently,
Eq. (4) reverts to Eq. (1). The presence of solid material within the
fluid domain is thus modulated by 𝜂, through the porosity value 𝛼. The
interface between the fluid and the solid is referred to as the fluid–
solid interface. While distinct models characterize the physics of these
two regions, it is imperative that at the interface, in the absence of
additional heat sources, the fluid’s temperature and heat flux align
with those of the solid. This fundamental property will be exploited
in Section 3 to establish the interface boundary condition for 𝑇 .

The primary objective of this work is to simulate and optimize the
heat transfer within a cooling system designed for electronic applica-
tions, such as circuit boards. As sketched in Fig. 1, in the context of the
current problem, the solid region corresponds to the external case of the
cooling system. The sections occupied by heat sources are represented
by fixed heat fluxes at the solid boundaries, while the remaining portion
of the external domain maintains an ambient temperature. In this
application, the optimization primarily targets the fluid region where
the coolant circulates, extracting heat from the solid and carrying it
away primarily through convection.
3

2.1. Fluid region optimization

Building on the concepts introduced in [28], the optimization prob-
lem pertaining to the fluid region is formulated as a constrained op-
timization. Here, the objective function is denoted as 𝐽 , while the
constraints 𝑹 = 0 encompass the steady Navier–Stokes and temperature
equations that represent the physical constraints. Notably, the focus
on the fluid region underscores that the physical properties of the
solid domain remain unaffected by the design variable 𝜂. Anyway, to
ccurately determine fluid temperature and execute the optimization
orrectly, it becomes necessary to compute the temperature field within
he solid.

In this study, we adopt the Topology Optimization approach. Solid
aterial is introduced into the fluid domain to optimize the objec-

ive function 𝐽 . The design variable utilized is the pseudo density
, assigned to each cell within the optimization domain. Specifically,
= 0 for the solid, while 𝜂 = 1 for the fluid. To interpolate all

aterial properties (including porosity, thermal diffusivity, density,
nd specific heat) from 𝜂, we employ the Rational Approximation of
aterial Properties (RAMP), which is formulated as follows:

(𝜂) = 𝛼𝑠 + (𝛼𝑓 − 𝛼𝑠)𝜂
1 + 𝑞
𝜂 + 𝑞

, (5)

where the subscripts 𝑠 and 𝑓 indicate properties of the solid and the
fluid and 𝑞 = 0.1 for this application. The physical constraints 𝑹 are
enforced using the Lagrange multiplier method, defining an augmented
cost function 𝐿 such that:

𝐿 = 𝐽 + ∫𝑉
𝝀 ⋅𝑹 𝑑𝑉 . (6)

Here, 𝑉 represents the volume of the computational domain, and 𝝀
denotes the vector of Lagrange multipliers. The nature of the problem
involves partitioning the domain into distinct fluid and solid regions,
each governed by separate equations and distinct physical constraints.
The expression in Eq. (6) can be conveniently reformulated as follows:

𝐿 = 𝐽 + ∫𝑉𝑓
𝝀 ⋅𝑹 𝑑𝑉 + ∫𝑉𝑠

𝝀 ⋅𝑹 𝑑𝑉 , (7)

here 𝑉𝑓 and 𝑉𝑠 refer to the fluid and solid regions, respectively. The
urrent methodology is based on a gradient-based optimization ap-
roach. The gradient of the augmented objective function corresponds
o the derivative of 𝐿 with respect to the vector of design variables 𝜼,
ften referred to as sensitivity:

𝛿𝐿
𝛿𝜼

= 𝛿𝐽
𝛿𝜼

+ 𝛿
𝛿𝜼 ∫𝑉𝑓

𝝀 ⋅𝑹 𝑑𝑉 + 𝛿
𝛿𝜼 ∫𝑉𝑠

𝝀 ⋅𝑹 𝑑𝑉 (8)

where the total derivative 𝛿 ∕𝛿𝜼 is used to include contributions from
the domain deformation. In the case of fixed boundaries, as for Topol-
ogy Optimization, (8) reduces to:

𝛿𝐿
𝛿𝜼

= 𝛿𝐽
𝛿𝜼

+ ∫𝑉𝑓

𝜕
𝜕𝜼

𝝀 ⋅𝑹 𝑑𝑉 + ∫𝑉𝑠

𝜕
𝜕𝜼

𝝀 ⋅𝑹 𝑑𝑉 . (9)

To calculate the gradient regardless of the count of design variables,
hich, in the case of the pseudo-density approach, corresponds to the
umber of computational elements, the adjoint method is employed.
he Lagrange variables 𝝀𝑓 = (𝑞, 𝒗, 𝑇𝑎) and 𝜆𝑠 = 𝑇𝑎, which respectively

multiply the mass, momentum, and temperature equations, represent
the adjoint pressure, velocity, and temperature. In scenarios involving
minor perturbations of the variables, Eq. (9) can be reformulated
as [28]:
𝛿𝐿
𝛿𝜼

= 𝛿𝐽
𝛿𝜼

+ ∫𝑉𝑓
𝑞 𝜕𝑅

𝑝

𝜕𝜼
𝑑𝑉 + ∫𝑉𝑓

𝒗 ⋅
𝜕𝑹𝑢

𝜕𝜼
𝑑𝑉 + ∫𝑉𝑓

𝑇𝑎
𝜕𝑅𝑇

𝜕𝜼
𝑑𝑉

+ ∫𝑉𝑠
𝑇𝑎

𝜕𝑅𝑇

𝜕𝜼
𝑑𝑉

= 𝑅𝑞 𝜕𝑝 𝑑𝑉 + 𝑹𝒗 ⋅
𝜕𝒖 𝑑𝑉 + 𝑅𝑇𝑎 𝜕𝑇 𝑑𝑉
∫𝑉𝑓 𝜕𝜼 ∫𝑉𝑓 𝜕𝜼 ∫𝑉𝑓 𝜕𝜼
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+ ∫𝑉𝑠
𝑅𝑇𝑎 𝜕𝑇

𝜕𝜼
𝑑𝑉 + 𝐵𝐶𝑝

𝑓+

+ 𝐵𝐶𝒖
𝑓 + 𝐵𝐶𝑇

𝑓 + 𝐵𝐶𝑇
𝑠 + ∫𝑉𝑓

𝒖 ⋅ 𝒗 𝜕𝛼
𝜕𝜼

𝑑𝑉 + ∫𝑉𝑓

𝜕𝐷𝑓

𝜕𝜼
∇𝑇𝑎 ⋅ ∇𝑇 𝑑𝑉

(10)

being

𝑹𝑎
𝑓 = {𝑅𝑞 ,𝑹𝒗, 𝑅𝑇𝑎}, 𝑅𝑎

𝑠 = 𝑅𝑇𝑎 (11)

enoted as the adjoint equations, and

𝑪𝑎
𝑓 = {𝐵𝐶𝑝

𝑓 ,𝑩𝑪𝒖
𝑓 , 𝐵𝐶

𝑇
𝑓 }, 𝐵𝐶𝑎

𝑠 = 𝐵𝐶𝑇
𝑠 (12)

re integral defined in the domain surface 𝑆 representing the adjoint
oundary conditions. When the adjoint variables are computed to meet
he requirements of the adjoint equations 𝑹𝑎 = 0 and boundary
onditions 𝑩𝑪𝑎 = 0, the sensitivity simplifies to:

𝛿𝐿
𝛿𝜼

= ∫𝑉𝑓
𝒖 ⋅ 𝒗 𝜕𝛼

𝜕𝜼
𝑑𝑉 + ∫𝑉𝑓

𝜕𝐷𝑓

𝜕𝜼
∇𝑇𝑎 ⋅ ∇𝑇 𝑑𝑉 . (13)

Eq. (13) is an algebraic relation, making its computation negligible
compared to the cost of solving the primal and adjoint equations.
These equations are similar and independent of the number of design
variables.

2.2. Adjoint equations and boundary conditions tailored to CHT problems

The analytical derivation of the adjoint equations and boundary
conditions is detailed in [28]. Here, we provide a summary of their for-
mulation and their application to Conjugate Heat Transfer (CHT) prob-
lems, omitting the mathematical intricacies covered in the referenced
work. The adjoint equations for the fluid domain are as follows:

𝑅𝑞 ≡ ∇ ⋅ 𝒗 + 𝜕𝐽
𝜕𝑝

|

|

|𝑉𝑓
= 0 (14)

𝑹𝒗 ≡ −∇ ⋅ (𝒖𝒗) − (∇𝒗)𝒖 − ∇ ⋅ (2𝜈𝜀(𝒗)) + 𝛼𝒗 + ∇𝑞 − 𝑇∇𝑇𝑎 +
𝜕𝐽
𝜕𝒖

|

|

|𝑉𝑓
= 0

(15)
𝑇𝑎 ≡ −∇ ⋅ (𝒖𝑇𝑎) − ∇ ⋅ (𝐷𝑓∇𝑇𝑎) +

𝜕𝐽
𝜕𝑇

|

|

|𝑉𝑓
= 0. (16)

The optimization is focused exclusively on the fluid domain. However,
it is essential to determine the evolution of the adjoint variables within
the solid. Specifically, a diffusion equation for temperature can be
derived:

𝑅𝑇𝑎 ≡ −∇ ⋅ (𝐷𝑠∇𝑇𝑎) +
𝜕𝐽
𝜕𝑇

|

|

|𝑉𝑠
= 0. (17)

he three surface integrals of (10) are used to derive a set of boundary
onditions for the adjoint quantities:

𝐶𝑝
𝑓 = ∫𝑆𝑓

(

𝒗 ⋅ 𝒏 + 𝜕𝐽
𝜕𝑝

) 𝜕𝑝
𝜕𝜼

𝑑𝑆 = 0 (18)

𝐵𝐶𝒖
𝑓 = ∫𝑆𝑓

(

𝒏 ⋅ (𝒖 ⋅ 𝒗) + 𝒗(𝒖 ⋅ 𝒏) + 𝜈(𝒏 ⋅ ∇)𝒗 − 𝑞𝒏 + 𝜕𝐽
𝜕𝒖

+ 𝑇𝑎𝑇𝒏
)

⋅
𝜕𝒖
𝜕𝜼

× 𝑑𝑆 − ∫𝑆𝑓

𝜈(𝒏 ⋅ ∇) 𝜕𝒖
𝜕𝜼

⋅ 𝒗 𝑑𝑆 = 0 (19)

𝐵𝐶𝑇
𝑓 = ∫𝑆𝑓

(

𝒏 ⋅ 𝒖𝑇𝑎 +𝐷𝑓𝒏 ⋅ ∇𝑇𝑎 +
𝜕𝐽
𝜕𝑇

) 𝜕𝑇
𝜕𝜼

𝑑𝑆 − ∫𝑆𝑓

𝑇𝑎𝐷𝑓𝒏 ⋅ ∇
( 𝜕𝑇
𝜕𝜼

)

× 𝑑𝑆 = 0, (20)

imilarly, a condition for the adjoint temperature at the solid boundary
an be derived:

𝐶𝑇
𝑠 = ∫𝑆𝑠

(

𝐷𝑠𝒏 ⋅∇𝑇𝑎 +
𝜕𝐽
𝜕𝑇

) 𝜕𝑇
𝜕𝜼

𝑑𝑆 − ∫𝑆𝑠

𝑇𝑎𝐷𝑠𝒏 ⋅∇
( 𝜕𝑇
𝜕𝜼

)

𝑑𝑆 = 0. (21)

he external boundary consists of various segments, each subject to
istinct boundary conditions in the primal problem. Consequently,
ifferent adjoint boundary conditions are derived for each of them.
4

– Inlet: velocity 𝒖 and temperature 𝑇 are set, so their derivative
with respect to 𝜂 is 0. Eqs. (18)–(20) are rearranged to obtain:

𝒗𝑡 = 0 (22)

𝑣𝑛 = − 𝜕𝐽
𝜕𝑝

(23)

(𝒏 ⋅ ∇)𝑞 = 0 (24)

𝑇𝑎 = 0. (25)

– Outlet: at the fluid outlet, Neumann condition applies for both
the velocity and the temperature, while the pressure is fixed. As
a consequence, the boundary conditions for 𝑞, for the tangential
component of the adjoint velocity 𝒗𝑡, and for 𝑇𝑎 are:

𝑞 = 𝒖 ⋅ 𝒗 + 𝑢𝑛𝑣𝑛 + 𝜈(𝒏 ⋅ ∇)𝑣𝑛 +
𝜕𝐽
𝜕𝑢𝑛

+ 𝑇𝑎𝑇 (26)

𝑢𝑛𝒗𝑡 + 𝜈(𝒏 ⋅ ∇)𝒗𝑡 = − 𝜕𝐽
𝜕𝒖𝑡

(27)

𝑢𝑛𝑇𝑎 +𝐷𝒏 ⋅ ∇𝑇𝑎 = − 𝜕𝐽
𝜕𝑇

. (28)

The boundary condition for the normal component of the adjoint
velocity 𝑣𝑛 is obtained from continuity:

(𝒏 ⋅ ∇)𝑣𝑛 = ∇ ⋅ 𝒗 − ∇∥ ⋅ 𝒗𝑡 = −∇∥ ⋅ 𝒗𝑡 (29)

being ∇∥ the in-plane component of the derivatives at the bound-
ary.

– Fixed-temperature wall: when the temperature remains con-
stant at the wall, deriving the boundary condition for 𝑇𝑎 yields:

𝑇𝑎 = 0 (30)

valid for walls of both solid and fluid domains. Boundary condi-
tions for the adjoint pressure and velocity are as in Eqs. (22)–(24).

– Fixed heat flux wall: the heat flux remains constant where the
heat sources are located within the solid domain, leading to the
following conditions:

𝜅𝑠𝒏 ⋅ ∇𝑇 = 𝑞. (31)

being 𝜅𝑠 the thermal conductivity of the solid. The adjoint pres-
sure and velocity remain unspecified, while for the adjoint tem-
perature, the following relationship applies:

𝐷𝑠𝒏 ⋅ ∇𝑇𝑎 = − 𝜕𝐽
𝜕𝑇

. (32)

– Fluid–solid interface: at the fluid–solid interface the following
relations for the temperature hold:

𝑇𝑠 = 𝑇𝑓 (33)

𝜅𝑠𝒏 ⋅ ∇𝑇𝑠 = 𝜅𝑓𝒏 ⋅ ∇𝑇𝑓 . (34)

Similarly, for the adjoint temperature:

𝑇𝑎,𝑠 = 𝑇𝑎,𝑓 (35)

𝜅𝑠𝒏 ⋅ ∇𝑇𝑎,𝑠 = 𝜅𝑓𝒏 ⋅ ∇𝑇𝑎,𝑓 . (36)

Calculating the temperature and adjoint temperature within the
solid domain is crucial. Even though the optimization focuses solely
on the fluid, the heat sources are located at the solid boundary. Con-
sequently, the heat flux and, as discussed earlier regarding the adjoint
boundary conditions for the fixed heat flux wall, the ‘‘adjoint heat flux’’
are established at these specific locations. This is distinct from the rest
of the boundary, where the temperature is set to the ambient value.
As a result, temperature perturbations diffuse within the solid and are
transmitted to the fluid through the interface, altering the sensitivity
field and influencing the optimization outcome.
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Fig. 2. Schematics of the solution algorithm for the optimization problem.
2.3. Multi-objective optimization of CHT problems

Considering the insights from the preceding sections, the optimiza-
tion problem can be reformulated in relation to the augmented objec-
tive function 𝐿 as follows:

minimize 𝐿(𝑝, 𝒖, 𝑇 , 𝜂). (37)

The initial objective function 𝐽 is encompassed within 𝐿 (Eq. (6)).
Typically, CHT problems require the optimization of two functions, one
related to mechanics and the other to thermodynamics. For this reason,
also in the presented method there are two distinct objective functions:
𝐽1, reflecting the mechanical power dissipated by the fluid through the
boundaries:

𝐽1 = −∫𝑆1

(𝑝 + 1
2
𝒖2)𝒖 ⋅ 𝑛 𝑑𝑆, (38)

nd 𝐽2, representing the difference between the heat sources tempera-
ure and the ambient one 𝑇𝑎𝑚𝑏

2 = ∫𝑆2

1
2
(𝑇 − 𝑇𝑎𝑚𝑏)2 𝑑𝑆. (39)

𝑆1 and 𝑆2 in Eqs. (38)–(39) correspond to the surfaces where 𝐽1 and
2 are defined, specifically the inlet and outlet for the former, and the
eat sources for the latter. These function objects carry practical signif-
cance. The cooling system relies on a pump that supplies mechanical
ower, which must match the required amount. Smaller pumps can
rovide reduced power, leading to decreased weight, costs, and energy
onsumption. Additionally, heat flux is typically generated by printed
ircuit boards, which can suffer damage or performance degradation
f their temperature surpasses a certain threshold. Hence, the need to
egulate the temperature of the heat sources. Consequently, the overall
bjective function becomes a linear combination of 𝐽1 and 𝐽2:

= 𝑤1𝐽1 +𝑤2𝐽2 (40)

here 𝑤1 and 𝑤2 represent weights determined through a trial and
rror process, influenced by the relative significance of mechanical and
hermal optimization. 𝐽1 and 𝐽2 are defined at the boundaries but are
ero within the internal domain, which results in the corresponding
erms in Eqs. (14)–(17) also being zero. As explained in the preceding
ection, physical constraints are enforced by employing Lagrange multi-
liers and the sensitivity is computed by satisfying the adjoint equations
nd their associated boundary conditions. Typically, other constraints
re applicable. For this specific problem, we set a condition that limits
he maximum amount of solid introduced by the topology optimization
o a fraction of the total fluid volume:
𝑛𝑐

𝑗=1
(1 − 𝜂𝑗 ) 𝑑𝑉𝑗 −𝛷𝑚𝑎𝑥𝑉𝑓 < 0 (41)

here 𝑛𝑐 is the total number of Control Volumes (CVs) in the fluid
omain and 𝛷 is the maximum volume fraction that can be solid.
5

𝑚𝑎𝑥
Fig. 3. Representation of a generic interface for 𝑇 .

3. Numerical implementation

The solver for the optimization problem, as depicted in Fig. 2,
is implemented through a set of in-house dynamic C++ libraries de-
veloped within the open-source Computational Fluid Dynamics (CFD)
code OpenFOAM [30,31]. The spatial discretization follows the Finite
Volume (FV) method. For further insights into the numerical approach,
one can refer to [28]. Here, we highlight the key steps of the opti-
mization process and outline the necessary modifications to address
multi-region Conjugate Heat Transfer (CHT) problems. In the fluid
region, the computation of 𝑝, 𝒖, and 𝑇 involves solving the steady
incompressible Navier–Stokes and temperature equations (Eqs. (2)–
(4)). The pressure–velocity coupling is managed using the Semi-Implicit
Method for Pressure Linked Equations (SIMPLE) algorithm [32]. This
approach facilitates the determination of 𝑝 and 𝒖 across the entire
computational domain. Subsequently, the velocity values are utilized
to solve the temperature equation. Upon obtaining the primal values,
the adjoint equations (Eqs. (14)–(16)) are solvable. Notably, the adjoint
temperature equation is decoupled from the others and is solved first.
The structure of the adjoint pressure–velocity closely mirrors their
primal counterparts, and the same SIMPLE algorithm ensures coupling
of pressure and velocity. Typically, at this stage of the simulation,
either the 𝑛th iteration of the SIMPLE loop concludes upon reaching
convergence criteria, or the loop starts again from the beginning. In
the context of CHT problems, this changes because the equations for the
solid domain are solved as part of the SIMPLE iteration. Temperature
and adjoint temperature within the solid domain (Eqs. (1) and (17)) are
solved using the same tools employed for the fluid. The temperature
equation is resolved first, followed by its adjoint counterpart once the
adjoint boundary conditions are updated.

Subsequently, the implementation of the interface boundary condi-
tion for 𝑇 is discussed. This framework applies similarly to 𝑇𝑎, where
the physics are modeled by analogous equations. At the fluid–solid
interface, certain conditions hold as long as no additional heat flux is
specified along this section of the boundary:
⎧

⎪

⎨

⎪

𝑇𝑓 |𝑎 = 𝑇𝑓 |𝑏 ≡ 𝑇𝑓

𝜅𝑎∇𝑇𝑎 = 𝜅𝑏∇𝑇𝑏.
(42)
⎩
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Fig. 4. Geometry used for CHT optimization: The solid region is highlighted in yellow, while the fluid region is depicted in blue. Within the illustration, the heat sources are
denoted in red, indicating their respective provided thermal power for the upper (left) and lower (right) walls.
The discrete form of the condition (42) is rewritten as:

𝜅𝑎
𝑇𝑎 − 𝑇𝑓

𝛥𝑎
= −𝜅𝑏

𝑇𝑏 − 𝑇𝑓
𝛥𝑏

. (43)

where 𝛥𝑎 and 𝛥𝑏 represent the cell center-face distance as represented
in Fig. 3. As a consequence:

𝑇𝑓 =
𝑇𝑏𝜅𝑏𝛥𝑎 + 𝑇𝑎𝜅𝑎𝛥𝑏
𝜅𝑏𝛥𝑎 + 𝜅𝑎𝛥𝑏

. (44)

This calculated 𝑇𝑓 is then employed to compute face-fluxes for
balance equations, discretized using the Finite Volume method. Upon
determining 𝑇 and 𝑇𝑎, the 𝑛th iteration of the SIMPLE loops concludes,
as depicted in Fig. 2. The discretization of the face fluxes in Eqs. (43)–
(44) is a first-order approximation. This implementation has been
substantiated in the literature to yield sufficiently accurate solutions
for the specific problem at hand [33], as validated in Appendix A.
Notably, more accurate alternatives exist [34,35], yet their discussion
fall beyond the scope of the current work. Both the primal and adjoint
variables are essential for computing sensitivity in the constrained
problem (Eq. (13)) and updating the design. Sensitivity guides the
gradient-based optimization approach toward optimal values, and the
Method of Moving Asymptotes (MMA), introduced in [21], employs this
information to update the design variable. MMA, originally designed
for structural mechanics topology optimization, can be readily adapted
for the current problem. The optimization is an iterative process, gen-
erating and solving strictly convex subproblems that approximate the
original one. Upon updating the design variable, its value is used to
compute material properties through the RAMP (see Section 2.1). The
𝑚th iteration of the optimization cycle concludes, and the objective
function is computed. If convergence criteria are met, the simulation
halts; otherwise, the optimization step is repeated.

4. Results

4.1. Multi objective optimization

The presented CHT optimization has been implemented within a
cooling system designed for refrigerating electronic devices. The geom-
etry, depicted in Fig. 4, comprises an external box representing the solid
domain and a fluid coolant. The solid section is composed of die-casted
aluminum, while the fluid component is water. An inlet volumetric flow
rate of 8 L/min is imposed, where the fluid temperature matches the
ambient temperature: 𝑇𝑖𝑛 = 𝑇𝑎𝑚𝑏 = 338K. The system involves 21 heat
sources generating a total thermal power of 440 W. These heat sources
possess varying dimensions and power levels, situated on sections of
the upper and lower external metallic casing. Details regarding their
positions and provided power are summarized in Fig. 4.

The remaining portions of the external boundary are maintained at
𝑇 = 𝑇𝑎𝑚𝑏. The conditions for the fluid–solid interface are discussed
in Section 3. For the solid and fluid domains, two separate computa-
tional grids have been generated, aiming to achieve a balance between
solution accuracy and computational efficiency. Due to the iterative
nature of optimization, the simulations are repeated throughout the
6

loop (Fig. 2), potentially incurring substantial computational costs.
Consequently, careful design of the domain dimensions is essential.
The selected mesh comprises 1 ⋅ 106 elements for the solid region
and 1.8 ⋅ 106 for the fluid region. Turbulence modeling employs the
𝜅 − 𝜔SST model with wall functions, while the frozen hypothesis is
adopted to eliminate the need for additional equations concerning
adjoint turbulence. Optimization simulations are conducted using fully
converged results, requiring the SIMPLE outer loop to be repeated for
5000 iterations. Sensitivity calculations are subsequently performed,
with outcomes passed to the MMA algorithm to update the inverse
permeability field. Choosing appropriate weights 𝑤1 and 𝑤2 for the
multi-objective function in Eq. (40) is a complex task. Different weight
combinations yield distinct optimal values for 𝐽1 and 𝐽2, resulting
in diverse solid material distributions. The final configuration choice
depends on user preferences; however, given the problem’s intricacies,
anticipating a solution beforehand is challenging. To address this,
multiple optimizations employing varying weight combinations are
executed, and a selection of results is presented here. An observation
of Eq. (15) reveals the presence of −𝑇∇𝑇𝑎 in the adjoint momentum
equation. Owing to the solution algorithm’s segregated structure, this
term is explicitly computed from known 𝑇 and 𝑇𝑎 values, contributing
to the linear system’s right-hand side. In regions characterized by
high temperatures and abrupt adjoint temperature fluctuations, this
term can attain exceptionally large values. Consequently, it influences
𝑣 and, consequently, the optimal material distribution, leading to a
fragmented and noisy solution. An effective approach to mitigate this
effect involves solving an equation for the normalized temperature
�̃� = (𝑇 − 𝑇𝑎𝑚𝑏)∕𝑇𝑎𝑚𝑏. The original temperature 𝑇 can be obtained from
�̃� through simple scaling, preserving the primal problem’s physics. Si-
multaneously, the impact of −𝑇∇𝑇𝑎 in the adjoint momentum equation
diminishes, resulting in a smoother optimal material distribution. This
approach offers an added advantage: the solution is independent of
the cooling fluid’s temperature, aside from physical properties. Hence,
the optimization weights could serve as a reasonable starting point for
optimizations under varying thermal conditions. An initial reference
simulation has been executed to outline the characteristics of the non-
optimized solution. Fig. 5 illustrates the temperature distribution in
the upper and lower walls, alongside velocity streamlines color-coded
by velocity magnitude. Regions of critical temperature are primarily
located at the bottom. Notably, heat sources of 22 and 27 W, as well as
the 55 W source, induce an approximate 10 K temperature rise.

Conversely, sets of 13 W (top wall) and 15 W (bottom wall) heat
sources cause modest temperature fluctuations due to their positioning
on the top of spreaders. Given the inlet’s orientation perpendicular to
the top, water impinges on the wall, leading to redirection toward the
channel. This design prevents the flow from reaching the heat sources
and instead prompts a U-turn in the frontal region. The study’s initial
parameter evaluation focuses on the impact of the thermal objective
function weight on the optimization outcome. Four distinct cases are
presented, where 𝑤1 remains fixed at 𝑤1 = 1 ⋅ 102, while 𝑤2 varies,
as outlined in Fig. 6, ranging from 0 (indicating negligible influence of
the thermal contribution) to 1010, effectively prioritizing 𝐽2 within the

optimization process.
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Fig. 5. Results from the reference simulation: the temperature profile of the upper wall is presented on the left, followed by the temperature profile of the lower wall in the
center. On the right, velocity streamlines are displayed, color-coded to represent velocity magnitude.
Fig. 6. Results of the optimization: solid material distribution obtained imposing a
threshold of 𝜂 = 1 ⋅ 10−5 to the pseudo density field at different values of 𝑤2 for
𝑤1 = 1 ⋅ 102.

The optimized material distributions, depicted in Fig. 6, have been
obtained by identifying regions where 𝜂 < 1 ⋅ 10−5 and illustrate how
the non-trivial impact of 𝑤2 manifests in the results. Each optimization
cycle has been repeated 40 times, except for case 𝑏, which required 80
repetitions to attain objective function convergence. In the case denoted
as 𝑎 in Fig. 6, the optimization results in a solid configuration that
facilitates the fluid’s direct flow from the inlet to the outlet, effectively
reducing dissipated mechanical power as anticipated. Incorporating a
thermal objective function leads to the placement of porous material at
the cooling system’s center, diverting the flow from its non-optimized
path to favor enhanced heat exchange. Conversely, cases 𝑏, 𝑐, and 𝑑
compel the flow, through solid placement, to access the rear region of
the cooler, where the majority of thermal power is supplied. Notably,
case 𝑐 showcases a solid septum preventing direct flow exchange from
the inlet to the outlet before passing through the rear duct section.

For cases 𝑏, and 𝑑 the solid does not localize in the front region,
leaving the possibility for direct mass exchange between the inlet and
outlet. This apparent similarity between two results with very different
values in terms of 𝑤2 hides instead a clear difference in the flow
behavior as represented in Fig. 7. For the case 𝑏, the flow hits the solid
and splits so that part of it reaches the heated region and part of it
reaches directly the outlet reducing the pressure losses. For the case
𝑑 the way is opposite, and a minor part of the flow, the one that has
not been completely heated up, is redirected from the rear regions to
the inlet due to the shape of the solid. In that way, the pressure losses
are increased together with the flow rate that reaches the heat sources,
promoting the extraction of thermal power.

The optimized geometries’ performances are summarized by the his-
tograms in Fig. 8, showing the normalized difference between the op-
7

timal value of the 𝑖th objective function, 𝐽𝑖,𝑂𝑃𝑇 , and the non-optimized
value, 𝐽𝑖,𝑅𝐸𝐹 , calculated as:

𝛥𝐽𝑖 =
𝐽𝑖,𝑂𝑃𝑇 − 𝐽𝑖,𝑅𝐸𝐹

𝐽𝑖,𝑅𝐸𝐹
⋅ 100 (45)

Of note, cases 𝑎 and 𝑏 exhibit a 12% reduction in dissipated me-
chanical power; however, case 𝑏 achieves a higher skin temperature
reduction (71% versus 53% in case 𝑎). While cases 𝑐 and 𝑑 yield slightly
greater 𝐽2 reductions compared to case 𝑏, i.e., 73% and 76% respec-
tively, these improvements are accompanied by increased dissipated
mechanical power (+3% and +500%). Furthermore, case 𝑑 demonstrates
a substantial increase in 𝐽1, a departure from cases 𝑏 and 𝑐, despite
their similar geometric setups. This anomaly, as discussed in the next
section, stems from the solid stack at the inlet channel: the weight of
𝐽1 is so low that its influence is not sufficient to remove it, decreasing
the mechanical performance.

4.2. Post-processing of the optimal result

Topology optimization for industrial problems should lead to the
creation of feasible components. However, the optimal solutions from
Section 4.1 cannot be directly used as they are and require post-
processing because: (a) the outcome of multi-objective optimization is
a set of ideal solutions, leaving the final decision to the user to select
one or a group that meets the requirements; (b) the solution involves
a porous material arrangement with interpolated physical properties
(as detailed in Section 2). Consequently, the optimization outcome
provides an indication of achievable performance, which should be
validated by substituting the porous material with solid material. For
post-processing and performance assessment, we have selected cases 𝑐
and 𝑑 from Fig. 6.

As discussed in Section 4.1, optimization significantly impacts simu-
lation results, altering flow paths and heat exchange between the solid
and fluid. In both cases, a major portion of the solid accumulates in the
central domain. Consequently, the flow is directed toward the system’s
rear, where heat sources are positioned. This configuration mirrors
curved arrangements typical of cooling systems and heat exchang-
ers [36]. Despite increased pressure drop and power requirements, this
design enables the flow to traverse regions with higher temperatures,
extracting thermal power and reducing heat source skin temperatures.
The solid structure consists of a broad central component and smaller
elements spread across the remaining domain. The central component
notably influences flow path modifications, narrowing the duct’s cross-
section and accelerating the fluid toward the rear. The smaller elements
focus on enhancing heat exchange, with a secondary impact on the
overall flow path; their role will be further investigated in the follow-
ing. The process of extracting the solid region involves various steps,
manipulating the 𝜂 field using the pyvista library [37].

Initially, a threshold value 𝜂𝑡ℎ is selected, distinguishing fluid from
solid regions. In this work, a suitable threshold is 𝜂𝑡ℎ = 1 ⋅ 10−5.
The solid regions resulting from threshold clipping are then divided
into separate components. However, certain connected solid parts are

too small and have minimal influence on simulation results. These
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Fig. 7. Flow path at the front of the cooling duct: for the case 𝑏 (left) of Fig. 6 the flow goes from the inlet through the outlet, vice versa for the case 𝑑 (right).
Fig. 8. Variation of the objective functions compared to the non-optimized case
computed as 𝛥𝐽 (Eq. (45)). 𝛥𝐽1 ( ) and 𝛥𝐽2 ( ) are represented for the cases of Fig. 6.

Fig. 9. The post-processing analysis involves extracting solid surfaces from cases 𝑐 (left)
and 𝑑 (right) of Fig. 6. The diverse, unconnected components, denoted by capital letters,
have been identified, separated, and can independently integrated into the ultimate
geometry.

Fig. 10. The geometries obtained by considering distinct unconnected elements, as
identified in Fig. 9, resulting from the post-processing of cases 𝑐 and 𝑑 depicted in
Fig. 6.
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components are omitted to reduce overall computational time. The
selection depends on the relative solid structure volume compared to
the largest one, and this choice should be adjusted case by case. At this
stage, the solid structures exhibit jagged surfaces with sharp edges that
are challenging to replicate in real applications and may cause meshing
and simulation issues. To mitigate this, the results are smoothed using
the non-shrinking Taubin filter [38]. Once the 𝜂 field has been post-
processed, the new solid surfaces can be extracted and used to modify
the original geometry. The procedure just described has been applied
to cases 𝑐 and 𝑑 of Fig. 6 and the results are represented in Fig. 9:
several elements are extracted from the original porosity distribution
and used to identify the new fluid–solid interface. Since elements are
unconnected, they are included separately during the meshing process,
and, including or excluding some of them, the different geometries
of Fig. 10 are obtained. With such an approach it is easy to separate
the different components and study their influence on the objective
function. For the case 𝑐, two geometries have been created: the first
one, denoted as 𝑐1, includes the main element only, indicated with A in
Fig. 9. In the second, 𝑐2, components B, C, and D are included together
with A. Similarly, for the case 𝑑, elements of Fig. 9 are assembled in
two different geometries. Case 𝑑1 includes just the elements A and D,
𝑑2 also B, C, and E.

Fig. 11 illustrates the temperature distribution and velocity stream-
lines for four configurations: 𝑐1, 𝑐2, 𝑑1, and 𝑑2. In all cases, there is a
decrease in skin temperature compared to Fig. 5, which is more pro-
nounced for elements located outside the spreaders. The temperature
variation is comparable for couples 𝑐1 − 𝑐2 and 𝑑1 − 𝑑2, with the former
resulting in a greater reduction than the latter.

In Fig. 12, vertical temperature profiles are presented at three
distinct locations: the centers of heat sources with power outputs of
35 W, 55 W, and 22 W. The top panel clearly demonstrates the impact
of adding elements B and C to cases 𝑐2 and 𝑑2, respectively, which
notably reduces the temperature peak. This effect is particularly evident
in case 𝑐2, where the absence of temperature discontinuities indicates
the presence of only solid material. Similarly, element C contributes to
lowering the temperature of 𝑐2 compared to 𝑐1, although to a lesser
extent in this case. For the 22 W heat source, both configurations
𝑐 and 𝑑 maintain identical geometry and temperature distributions.
Fig. 11 also reveals a noticeable deviation in the flow path compared to
Fig. 5. The optimized flow path now follows the new boundaries and
converges toward the rear of the channel. Notably, in configurations
𝑐1 − 𝑐2, the solid region is wider than in 𝑑1 − 𝑑2, leading to a reduction
in the channel section and higher velocities for the former geometries.
Quantitative analysis complements the qualitative discussion presented
in Fig. 11. The variation of the objective functions 𝐽1 and 𝐽2 (Eq. (45))
has been computed and is graphically represented in Fig. 13. The
behavior of objectives differs for cases 𝑐1 and 𝑐2: 𝐽1 slightly decreases
by 10% for 𝑐1, but increases by 52% for 𝑐2. Meanwhile, 𝐽2 decreases
by around 50% for both cases (49% and 56% respectively). The 𝛥𝐽2
is similar to that obtained for the porous solution, but the dissipated
mechanical power is higher when considering all components. This
outcome is expected since the porosity models the fluid-to-solid tran-
sition. However, the approximation of viscous effects at fluid–solid
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Fig. 11. Simulation results for cases 𝑐1, 𝑐2, 𝑑1, and 𝑑2: temperature profile of the upper wall (left) and of the bottom wall (center). Velocity streamlines are color-coded to represent
the velocity magnitude (right).
interfaces might lead to an underestimation of dissipated power during
optimization. Given that dissipated power guides optimal configuration
choices, precise verification of solutions is crucial.

Regarding configuration 𝑑, the variations of 𝐽1 and 𝐽2 for 𝑑1 and 𝑑2
are depicted in Fig. 13. For 𝑑1, there is a 4% reduction in 𝐽1 and a 30%
reduction in 𝐽2, indicating optimization of both objectives. Conversely,
in 𝑑2, thermal performance improves slightly by −33%, but dissipated
mechanical power increases by 147%. The key distinction between 𝑑1
and 𝑑2 is the presence of element B. This aligns with the observation in
Section 4.1, where solid corresponding to element B introduces power
losses throughout the inlet, contributing to the increase in 𝐽1. Given the
thermal and mechanical performance trade-off, selecting 𝑑1 over 𝑑2 is
the natural choice. Notably, the porous results discussed in Section 4.1
predict a less favorable thermal performance for case 𝑐 compared to
case 𝑑, yet this disparity is not corroborated in this discussion.

Fig. 7 highlighted how the decrease in 𝐽2 was facilitated by redirect-
ing outgoing flux toward heat sources. A similar analysis is performed
for case 𝑑 , as shown in Fig. 14, indicating that the majority of flow
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1

directly reaches the outlet while circulation toward the inlet is signifi-
cantly dampened. This secondary effect is largely suppressed, strongly
influencing the objective functions.

In summary, the characteristics of the topology optimization solu-
tion might not persist when solid materials replace the porous distri-
bution. Generally speaking, the topology optimization outcomes tend
to be higher than those of the geometries discussed in this section.
This discrepancy arises due to several reasons, such as the interpolation
of material properties with RAMP and the geometry alteration due to
the post-processing to achieve a configuration potentially realizable in
practical applications. However, insights gained from the porous ma-
terial’s flow path and temperature distribution can inspire innovative
solutions for the optimization problem. Comparing cases 𝑐1 − 𝑐2 and
𝑑1 − 𝑑2 in Fig. 13, the introduction of secondary elements reduces skin
temperature but leads to substantial mechanical power increase. These
secondary elements tend to increase around solid material near heat
sources, aiding thermal power extraction. A similar thermal effect with
less impact on dissipated power could potentially be achieved using pin
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Fig. 12. Temperature profiles along the 𝑧-axis for the reference cases, 𝑐1, 𝑐2, 𝑑1, and 𝑑2 at three distinct positions indicated on the map (right figure). Vertical axes correspond
respectively to the center of the 35 W heat source (top figure), the 55 W heat source (center figure), and the 22 W heat source (bottom figure).
Fig. 13. Comparison of the objective functions change for cases 𝑐1, 𝑐2, 𝑑1, and 𝑑2 in
relation to the starting non-optimized situation, by the monitored quantities 𝛥𝐽1 ( )
and 𝛥𝐽2 ( ).

Fig. 14. Flow path at the front of the cooling duct for case 𝑑1: unlike the situation
in case 𝑑 from Fig. 7, the flow exiting the system in case 𝑑1 is not redirected back
toward the inlet region.

structures. Additionally, fin-like deflectors could redirect flow toward
the inlet region, resembling the solution seen in case 𝑑 in Fig. 6 and
potentially reducing 𝐽2.

5. Conclusion

We introduced a methodology for Topology Optimization aimed at
fluid regions in Couple Fluid–Thermal (CHT) problems. Our approach
builds on the principles outlined in [28], incorporating substantial
improvements to address multi-region scenarios. Importantly, we ex-
tended the original code to accommodate challenges involving multiple
regions.

Applying the proposed optimization strategy to a case of industrial
interest, a cooling plate for electric motors, allowed us to explore its po-
tential and limits. Changing the relative weights of the multi-objective
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cost function, we obtained different optimal solutions in which the
solid shape varies to favor to decrease of dissipated power or heat
sources temperature. Notably, the optimized solution leads to complex
alterations in the flow path, resulting in improved performance. We
have provided an in-depth exploration of the physical interpretation of
these modifications.

The optimal process proposes a porosity distribution that is difficult
to manufacture due to the complexity of its surface. We post-processed
the result to smooth and realizable surfaces and evaluated the impact
of this process on the performance. We highlighted as, despite some
characteristic features of the optimal distribution that may not persist
when the postprocessing is performed, topology optimization suggests
innovative and efficient solutions. The conversion from a porosity dis-
tribution to a final, manufacturable, solid component, clearly impacts
the performance and strongly depends on final user choices. Being this
phase of the design process unavoidable, it should be carefully planned
considering the technologies available and imposed constraints.

In conclusion, our discussion underscores that Topology Optimiza-
tion can effectively tackle multi-objective optimization challenges
within CHT systems, even when dealing with industrially significant
scenarios. However, owing to the inherent approximations, careful
solution verification is imperative during the design phase of optimal
components. Nevertheless, given the originality and efficiency of the
optimized solutions obtained, we believe that this methodology can
offer substantial benefits to designers.

Looking ahead, a logical extension of this work involves the practi-
cal implementation of a system inspired by the Topology Optimization
solution. This would be followed by experimental validation of the
results obtained, bridging the gap between simulation and real-world
application.
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Fig. 15. Geometry of the test case utilized for software validation (left) and comparison between the numerical result and the analytical solution (right). The close match between
the numerical and analytical solutions provides strong evidence for the correct implementation of the interface boundary condition.
Table 1
Geometrical and physical parameters for the validation test case.
𝐿 [m] 𝑊 [m] ℎ1 [m] ℎ2 [m] 𝑘1 [W m−1 K−1] 𝑘2 [W m−1 K−1] 𝑄 [W] 𝑇𝑎
7 ⋅ 10−2 1.4 ⋅ 10−1 4 ⋅ 10−3 8 ⋅ 10−3 5 50 200 303.15
Appendix A. Validation of boundary conditions implementation

In this section, we detail the configuration used to validate our CHT
analysis code. We concentrate our analysis on the newly developed
components. Specifically, our focus lies on the fixed heat flux and
interface boundary conditions.

The geometry of the validation test case is depicted in Fig. 15.
This scenario involves heat diffusion within a multi-layer solid struc-
ture. The two layers possess rectangular horizontal sections of L × W
dimensions, while their thicknesses, represented by 𝑡1 and 𝑡2, vary.
Additionally, their thermal conductivities, 𝜅1 and 𝜅2, differ. As summa-
rized in Table 1, the upper layer is slimmer and less conductive. The
upper surface imparts a uniform heat flux 𝑄, whereas the lower wall
maintains a fixed temperature 𝑇𝑎. For such problems, an analytical so-
lution relying on a Fourier-based temperature representation exists [5],
providing a benchmark against which our numerical results can be
assessed.

In our comparison, we extracted the temperature along a vertical
line passing through the geometry’s center (indicated by the dashed
blue line in Fig. 15). The numerical and analytical temperature profiles
are depicted in the right segment of Fig. 15. Strikingly, the two sets of
profiles are nearly indistinguishable, thereby confirming the accurate
implementation of the boundary conditions

Appendix B. On the locality of the solution

The present work employs a gradient-based method to iteratively
approach optima. However, this approach often grapples with conver-
gence challenges as solutions tend to converge to local minima rather
than the global minimum. To investigate the potential occurrence of
such local convergence behavior in our approach, we conducted a
re-optimization experiment with an alternative initial condition. Specif-
ically, we initiated the test with 𝑤1 = 1 ⋅ 102 and 𝑤2 = 1 ⋅ 1010,
corresponding to case 𝑑 in Fig. 6. The optimum solution labeled 𝑐 from
the same figure was used as the initial solution.

Fig. 16 presents the resulting material distribution after 40 opti-
mization cycles. Notably, this solution lies midway between solutions 𝑐
and 𝑑. The material configuration within the plate is reminiscent of
solution 𝑐, while the presence of solid material constrains the inlet
similarly to solution 𝑓 . The achieved performance aligns with the
material distribution: comparable to solution 𝑓 , the accumulation of
solid material at the inlet leads to a substantial increase in dissipated
11
Fig. 16. Optimal material distribution attained after 40 iterations, with 𝑤1 = 1 ⋅ 102

and 𝑤2 = 1 ⋅1010, initializing from case 𝑐 of Fig. 6. Variations from solution 𝑓 of Fig. 6
highlight the localized nature of the solutions obtained using our current approach.

mechanical power (𝛥𝐽1 = +822%). Conversely, the thermal perfor-
mance demonstrates a modest improvement compared to solution 𝑐,
with 𝛥𝐽2 = −70%. These findings underscore that different initial con-
ditions yield diverse material distributions, despite similarities in flow
features and optimal values. The challenge of local minima in gradient-
based optimization is well-documented [39], and our approach is no
exception. While globally-convergent methods [40] can mitigate this
issue, their discussion falls beyond the scope of this study.
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