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# Synthesis of Ballistic Capture Corridors at Mars via Polynomial Chaos Expansion 

Martina Liotta*, Gianmario Merisio ${ }^{\dagger}$, Carmine Giordano ${ }^{\ddagger}$, and Francesco Topputo ${ }^{\S}$. Polytechnic University of Milan, 20156, Milano, Italy

## I. Introduction

The space sector is experiencing a flourishing growth. Evidence is mounting that the near future will be characterized by a large amount of deep-space missions [1-4]. In the last decade, CubeSats have granted affordable access to space due to their reduced manufacturing costs compared to traditional missions. Nowadays, most miniaturized spacecraft have thus far been deployed into near-Earth orbits, but soon a multitude of interplanetary CubeSats will be employed for deep-space missions as well [5]. Nevertheless, the current paradigm for deep-space missions strongly relies on ground-based operations [6]. Although reliable, this approach will rapidly cause saturation of on-ground assets (e.g., antennas contact slots, or flight dynamics teams), thereby hampering the current momentum in space exploration. At the actual pace, human-in-the-loop, flight-related operations for deep-space missions will soon become unsustainable.

Spacecraft with autonomous guidance, navigation, and control capabilities challenge the current paradigm under which spacecraft are operated in interplanetary space. They are intended as machines capable of traveling in deep space and autonomously reaching their destination. In EXTREMA (short for Engineering Extremely Rare Events in Astrodynamics for Deep-Space Missions in Autonomy) [5, 7], these systems are used to engineer ballistic capture (BC) [8-10], thereby proving the effectiveness of autonomy in a complex scenario. The BC mechanism allows capture about a planet exploiting the natural dynamics, thus without requiring maneuvers [11-14]. At the expense of longer transfer times, BC orbits are cheaper, safer, and more versatile from the operational perspective than Keplerian solutions [11]. Furthermore, BC is a desirable solution for limited-control platforms, which cannot afford to enter into orbits about a planet due to a lack of significant control authority. The key is to accomplish low-thrust orbits culminating in BC. For this, a bundle of BC orbits named ballistic capture corridor (BCC) can be targeted far away from a planet [15-17]. Mars is chosen in this work due to its relevance in the long-term exploration [5].

BC is an extremely rare event, thus massive numerical simulations are required to find the specific conditions supporting capture. On average, only 1 out of 10000 conditions explored by algorithms grants capture [18]. To achieve BC at Mars

[^0]without any a priori instruction, an inexpensive and accurate method to construct BCC directly on board is required. Therefore, granting spacecraft the capability to manipulate stable sets in order to compute autonomously BCC is crucial [15]. The goal of the work is to numerically synthesize a corridor exploiting the polynomial chaos expansion (PCE) technique, thereby applying a suited uncertainty propagation technique to BC orbit propagation. PCE is a nonlinear uncertainty quantification technique, introduced by Wiener in 1938 for the fluid dynamics domain [19, 20], and then expanded to be used in different fields, such as multibody dynamics [21, 22], chemistry [23], and astrodynamics [24], to both estimate the impact of uncertainties and evaluate the evolution in time of an uncertain state. The main advantages of PCE are related to its ability to provide high-order accurate estimation of the statistics of quantities of interests, while requiring significantly less computational effort than other similar methods, such as Monte Carlo simulations [25]. Additionally, PCE can be seen as an effective interpolation method [26], avoiding a-priori definition of interpolant functions but selecting them automatically starting from the input samples, so that they possess spectral convergence with respect to the input variables. These characteristics advantage PCE for the synthesis of BCC against other nonlinear uncertainty quantification methods, such as Gaussian Mixture Models [27], that could suffer the strongly non-Gaussian input distribution, or Differential Algebra [28], that even if effective, could require great computational times to keep the accuracy high [29]. The proposed approach is validated against Monte Carlo (MC) simulation. The heavy computational loads derived by multiple point-wise propagations of BC orbits when performing guidance and control tasks during the low-thrust interplanetary cruise are unburdened by the devised methodology. Broadly, this will facilitate the paradigm shift towards autonomy, thereby favoring the reduction of mission load on ground stations by decreasing the demand foreseen in the next years.

The remainder of the note is organized as follows. In Section II, the background is introduced. Then, the proposed methodology follows in Section III. Results are presented in Section IV. Eventually, conclusions are drawn in Section V.

## II. Background

## A. Dynamical model

Following the nomenclature in [9], a target and a primary are defined. The target is the body around which BC is studied. This work focuses on BC having Mars as target and the Sun as primary. Reference frames used in this work are the J2000 frame, defined with the $x$-axis aligned with the Earth ascending node on January 01, 2000, the $z$-axis aligned with the Earth's spin axis, and the $y$-axis to complete the triad, and the RTN@ $t_{i}$, defined with the $x$-axis aligned with the Sun-planet line at time $t_{i}$, the $z$-axis perpendicular to the plane of the Sun orbit, and the $y$-axis to complete the triad [18]. The precise states of the Sun and the major planets are retrieved from the Jet Propulsion Laboratory (JPL)'s planetary ephemerides de440s.bsp* (or DE440s) [30]. Additionally, the ephemerides mar097.bsp of Mars (the target) and

[^1]Table 1 Spacecraft parameters for SRP evaluation [32].

| Parameter | Unit | Value |
| :--- | :---: | :---: |
| Mass-SRP area ratio $m / A$ | $\mathrm{~kg} / \mathrm{m}^{2}$ | 75 |
| Coefficient of reflectivity $C_{r}$ | - | 1.3 |

its moons are employed*. The following generic leap seconds kernel (LSK) and planetary constant kernel (PCK) are used: naif0012.tls, pck00010.tpc, and gm_de440.tpc ${ }^{\dagger}$.

The Equations of motion (EoM) of the restricted $n$-body problem are considered. The gravitational attractions of the Sun, Mercury, Venus, Earth-Moon ( $B^{\ddagger}$ ), Mars (central body), Jupiter (B), Saturn (B), Uranus (B), and Neptune (B) are taken into account. Additionally, solar radiation pressure (SRP), Mars' non-spherical gravity (NSG), and relativistic corrections [31] are considered. Table 1 collects the assumed spacecraft parameters needed to evaluate the SRP perturbation. They are compatible with those of a 12 U deep-space CubeSat [32]. Terms of the infinite series modeling NSG are considered up to degree $n_{\text {deg }}=20$ and order $n_{\text {ord }}=20$ [17]. The coefficients to evaluate the NSG perturbation are retrieved from the MRO120F gravity field model of Mars. Data are publicly available in the file jgmro_120f_sha.tab, archived in the Geosciences Node of NASA’s Planetary Data System ${ }^{\S}$. Far from Mars, when in heliocentric motion, the NSG perturbation is neglected. EoM are integrated in the J2000 inertial frame.

The EoM in a non-rotating Mars-centered reference frame are [9, 31, 33]

$$
\begin{align*}
\ddot{\mathbf{r}}= & -\frac{\mu_{t}}{r^{3}} \mathbf{r}-\sum_{i \in \mathbb{P}} \mu_{i}\left(\frac{\mathbf{r}_{i}}{r_{i}^{3}}+\frac{\mathbf{r}-\mathbf{r}_{i}}{\left\|\mathbf{r}-\mathbf{r}_{i}\right\|^{3}}\right)+\frac{Q A}{m} \frac{\mathbf{r}-\mathbf{r}_{\odot}}{\left\|\mathbf{r}-\mathbf{r}_{\odot}\right\|^{3}}-\mathcal{R} \frac{\mu_{t}}{r^{2}}\left(\Lambda \frac{\mathcal{R}^{\top} \mathbf{r}}{r}-\left[J^{\top} K^{\top} H^{\top}\right]^{\top}\right)+  \tag{1}\\
& +\frac{\mu_{t}}{c^{2} r^{3}}\left[\left(4 \frac{\mu_{t}}{r}-v^{2}\right) \mathbf{r}+4(\mathbf{r} \cdot \dot{\mathbf{r}}) \dot{\mathbf{r}}\right]+2(\mathbf{\Omega} \times \dot{\mathbf{r}})+2 \frac{\mu_{t}}{c^{2} r^{3}}\left[\frac{3}{r^{2}}(\mathbf{r} \times \dot{\mathbf{r}})(\mathbf{r} \cdot \mathbf{J})+(\dot{\mathbf{r}} \times \mathbf{J})\right]
\end{align*}
$$

where $\mu_{t}$ is the gravitational parameter of the target body (i.e., Mars in this work); $\mathbf{r}$ and $\dot{\mathbf{r}}=\mathbf{v}$ are the position and velocity vectors of the spacecraft with respect to the target, respectively, being $r$ and $v$ their magnitudes; $\mathbb{P}$ is a set of $n-2$ indexes (where $n$ concerns the $n$-body problem) each one referring to the perturbing bodies; $\mu_{i}$ and $\mathbf{r}_{i}$ are the gravitational parameter and position vector of the $i$-th body with respect to the target, respectively; $A$ is the Sun-projected area on the spacecraft for SRP evaluation; $m$ is the spacecraft mass; $\mathbf{r}_{\odot}$ is the position vector of the Sun with respect to the target; $\mathcal{R}$ is the time-dependent matrix transforming vector components from the Mars-fixed frame to the non-rotating frame in which the EoM are written; $\Lambda, J, K$, and $H$ are defined as in [34]; $c=299792458 \mathrm{~m} / \mathrm{s}$ (from

## 2023].

*Data publicly available at: ~/spk/satellites/mar097.bsp [retrieved Sep 1, 2023].
${ }^{\dagger}$ Data publicly available at: $\sim / \mathrm{sk} /$ naif0012.tls, $\sim / \mathrm{pck} / \mathrm{pck} 00010$. tpc, and $\sim / \mathrm{pck} / \mathrm{gm} \_$de440.tpc [retrieved Sep 1, 2023]. *Here B stands for barycenter.
\$Data publicly available at: https://pds-geosciences.wustl.edu/mro/mro-m-rss-5-sdp-v1/mrors_1xxx/data/shadr/[retrieved Sep 1, 2023].

Table 2 Nondimensionalization units.

| Unit | Symbol | Value | Comment |
| :--- | :--- | :--- | :--- |
| Gravity parameter | MU | $42828.376 \mathrm{~km}^{3} / \mathrm{s}^{2}$ | Mars' gravity parameter $\mu_{t}$ |
| Length | LU | 3396.0000 km | Mars' radius $R_{\bigcirc^{7}}$ |
| Time $^{\dagger}$ | TU | 956.28142 s | $\left(\mathrm{LU}^{3} / \mathrm{MU}\right)^{0.5}$ |
| Velocity | VU | $3.5512558 \mathrm{~km} / \mathrm{s}$ | $\mathrm{LU} / \mathrm{TU}$ |

$\dagger$ Time unit chosen such that the nondimensional period of a circular orbit of radius LU equals $2 \pi$.

SPICE $[35,36])$ is the speed of light in vacuum; $\mathbf{J}$ is the rotating central body's angular momentum per unit mass in the J2000 frame. Then, $Q=L C_{r} /(4 \pi c)$ where $C_{r}$ is the spacecraft coefficient of reflectivity, and $L=S_{\odot} 4 \pi d_{\mathrm{AU}}^{2}$ is the luminosity of the Sun. The latter is computed from the solar constant* $S_{\odot}=1367.5 \mathrm{~W} / \mathrm{m}^{2}$ evaluated at $d_{\mathrm{AU}}=1 \mathrm{AU}$. Lastly, $\boldsymbol{\Omega}=\frac{3}{2} \dot{\mathbf{r}}_{\odot / t} \times\left(-\mu_{\odot} \mathbf{r}_{\odot / t}\right) /\left(c^{2} r_{\odot / t}^{3}\right)$ where $\mu_{\odot}$ is the gravitational parameter of the Sun; $\mathbf{r}_{\odot / t}$ and $\dot{\mathbf{r}}_{\odot / t}=\mathbf{v}_{\odot / t}$ are the position and velocity vectors, respectively, of the target body with respect to the Sun, being $r_{\odot / t}$ and $\dot{r}_{\odot / t}=v_{\odot / t}$ their magnitudes.

The EoM in Eq. (1) are integrated with the GRavity TIdal Slide (GRATIS) tool [37] in their nondimensional form to avoid ill-conditioning (see normalization units in Table 2) [9]. Numerical integration is carried out with the DOPRI8 propagation scheme [38,39]. The dynamics are propagated with relative and absolute tolerances set to $10^{-13}$ [9].

## B. Ballistic capture corridors

BC orbits are characterized by initial conditions (ICs) escaping the target when integrated backward and performing $n$ revolutions about it when propagated forward, neither impacting nor escaping the target. In forward time, particles flying on BC orbits approach the target coming from outside its sphere of influence and remain temporarily captured about it. After a certain time, the particle escapes if an energy dissipation mechanism does not take place to make the capture permanent. To dissipate energy either a breaking maneuver or the target atmosphere (if available) could be used [40, 41]. Effects on BC by gravitational attractions of many bodies besides the primaries and SRP have been investigated in previous works [17, 18, 42, 43].

A particle stability is inferred using a plane in the three-dimensional physical space [12], this according to the spatial stability definition provided in [9]. Based on its dynamical behavior, a propagated trajectory is said to be: i) weakly stable (sub-set $\mathcal{W}_{i}$ ) if the particle performs $i$ complete revolutions around the target neither escaping nor impacting with it or its moons; ii) unstable (sub-set $\mathcal{X}_{i}$ ) if the particle escapes from the target before completing the $i$ th revolution; iii) target-crash (sub-set $\mathcal{K}_{i}$ ) if the particle impacts with the target before completing the $i$ th revolution; iv) moon-crash (sub-set $\mathcal{M}_{i}$ ) if the particle impacts with one of the target's moons before completing the $i$ th revolution; v) acrobatic

[^2]

Figure 1 Illustration of particle stability, with ICs as points on the intersection semiplane.
(sub-set $\mathcal{D}_{i}$ ) if none of the previous conditions occurs within the integration time span. Conditions ii)-v) apply after the particle performs ( $i-1$ ) revolutions around the target (see Fig. 1). The sub-sets are defined for $i \in \mathbb{Z} \backslash\{0\}$, where the sign of $i$ informs on the propagation direction. When $i>0(i<0)$ the IC is propagated forward (backward) in time. A capture set is defined as $C_{-1}^{n}:=\mathcal{W}_{n} \cap \mathcal{X}_{-1}$. Therefore, it is the intersection between the stable set in forward time $\mathcal{W}_{n}$ and the unstable set in backward time $\mathcal{X}_{-1}$ [9].

BCCs are time-varying manifolds supporting capture [15] obtained backward propagating ICs belonging to a capture sets $C_{-1}^{n}$, where $n>0$ is the number of revolutions after capture. They are defined in what follows. Firstly, a trajectory is defined as:

Definition 1 Let $\left(\mathbf{x}_{0}, t_{0}\right) \in \mathbb{R}^{6} \times \mathbb{R}$ and $\varphi\left(\mathbf{x}_{0}, t_{0} ; t\right)$ be the starting point and the solution at time $t$, respectively, of the statespace representation $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t)$ of the EoM in Eq. (1). Then, a trajectory $\gamma$ is defined as $\gamma\left(\mathbf{x}_{0}, t_{0}\right):=\left\{\varphi\left(\mathbf{x}_{0}, t_{0} ; t\right) \forall t \in \mathbb{R}\right\}$. Similarly, backward and forward legs $\gamma_{b}$ and $\gamma_{f}$, respectively, are defined as $\gamma_{b}\left(\mathbf{x}_{0}, t_{0}\right):=\left\{\varphi\left(\mathbf{x}_{0}, t_{0} ; t\right) \forall t \in\right.$ $\left.\left[t_{0}-10 T_{\sigma^{7}}, t_{0}\right]\right\}$ and $\gamma_{f}\left(\mathbf{x}_{0}, t_{0}\right):=\left\{\varphi\left(\mathbf{x}_{0}, t_{0} ; t\right) \forall t \in\left[t_{0}, t_{0}+10 T_{\sigma^{7}}\right]\right\}$, where $T_{\sigma^{7}}=2 \pi \sqrt{a_{\sigma^{7}}^{3} / \mu_{\odot}}=687$ days is the revolution period of Mars, with $a_{\sigma^{7}}=2.279 \times 10^{8} \mathrm{~km}$ and $\mu_{\odot}=1.327 \times 10^{11} \mathrm{~km}^{3} / \mathrm{s}^{2}$ the semi-major axis of the Sun-Mars system and the gravitational parameter of the Sun, respectively.

Sets $\Gamma_{\mathcal{W}_{n}}, \Gamma_{\mathcal{X}_{-1}}$, and $\Gamma_{\mathcal{C}_{-1}^{n}}$ of trajectories $\gamma\left(\mathbf{x}_{0}, t_{0}\right)$ whose ICs $\left(\mathbf{x}_{0}, t_{0}\right)$ belong to weakly-stable set $\mathcal{W}_{n}$, escape set $\mathcal{X}_{-1}$, and capture set $C_{-1}^{n}$, respectively, are $\Gamma_{\mathcal{W}_{n}}=\left\{\gamma\left(\mathbf{x}_{0}, t_{0}\right) \forall\left(\mathbf{x}_{0}, t_{0}\right) \in \mathcal{W}_{n}\right\}, \Gamma_{\mathcal{X}_{-1}}=\left\{\gamma\left(\mathbf{x}_{0}, t_{0}\right) \forall\left(\mathbf{x}_{0}, t_{0}\right) \in \mathcal{X}_{-1}\right\}$, and $\Gamma_{C_{-1}^{n}}=$ $\left\{\gamma\left(\mathbf{x}_{0}, t_{0}\right) \forall\left(\mathbf{x}_{0}, t_{0}\right) \in C_{-1}^{n}\right\}$. Similarly to a capture set $C_{-1}^{n}$, a corridor is defined as $\check{\mathcal{B}}_{-1}^{n}=\left\{\gamma_{b}\left(\mathbf{x}_{0}, t_{0}\right) \forall\left(\mathbf{x}_{0}, t_{0}\right) \in C_{-1}^{n}\right\}$. An exterior corridor $\check{\mathcal{E}}_{-1}^{n}$ is a subset of a corridor $\check{\mathcal{B}}_{-1}^{n}$ including pre-capture trajectories having heliocentric semi-major axis $a_{\odot}$ greater than the target body's one (i. e., Mars, whose semi-major axis $a_{t}=a_{O^{\top}}=1.5237 \mathrm{AU}$ ). It is defined as


Figure 2 Illustration of BCC definitions.
$\check{\mathcal{E}}_{-1}^{n}=\left\{\gamma_{b}\left(\mathbf{x}_{0}, t_{0}\right) \in \check{\mathcal{B}}_{-1}^{n}: a_{\odot}\left(\varphi\left(\mathbf{x}_{0}, t_{0} ; t\right)\right)>a_{t} \forall t \in\left[t_{0}-10 T_{O^{T}}, \hat{t}\right]\right\}$, where $\hat{t}<t_{0}$ is an arbitrary time before capture epoch $t_{0}$, when the escape (or pre-capture) leg ends in backward time. Contrarily, an interior corridor $\check{\mathscr{I}}_{-1}^{n}$ is the subset of a corridor $\check{\mathcal{B}}_{-1}^{n}$ including all trajectories having semi-major axis smaller than the central body's one (i. e., Mars). It is defined as $\check{I}_{-1}^{n}=\left\{\gamma_{b}\left(\mathbf{x}_{0}, t_{0}\right) \in \check{\mathcal{B}}_{-1}^{n}: a_{\odot}\left(\varphi\left(\mathbf{x}_{0}, t_{0} ; t\right)\right)<a_{t} \forall t \in\left[t_{0}-10 T_{\sigma^{7}}, \hat{t}\right]\right\}$. Consequently, $\check{\mathcal{B}}_{-1}^{n}=\check{\mathcal{E}}_{-1}^{n} \cup \check{I}_{-1}^{n}$.

The duration of 10 T (i.e., 19 years) in the definition has been used since it is a value well far in time to appropriately characterize forward and backward legs. Longer periods would require additional computational time and go well beyond the duration of a usual space mission without providing additional value, while a shorter duration could not correctly capture the forward leg behavior.

In this work, the interior corridor is of interest because it extends between Mars and Earth's orbits. A subcorridor $\check{\mathcal{S}}_{-1}^{n}$, a generic subset of a corridor $\check{\mathcal{B}}_{-1}^{n}$, is defined as $\check{\mathcal{S}}_{-1}^{n}=\left\{\gamma_{b}\left(\mathbf{x}_{0}, t_{0}\right) \forall\left(\mathbf{x}_{0}, t_{0}\right) \in O_{-1}^{n}\right\}$, where the generic domain is $O_{-1}^{n}=\left\{\mathbf{x}_{0}: \mathbf{x}_{0} \in C_{-1}^{n} \wedge \mathbf{g}\left(\mathbf{x}_{0}\right) \leq \mathbf{0} \wedge \mathbf{h}\left(\mathbf{x}_{0}\right)=\mathbf{0}\right\}$, with $\mathbf{g}\left(\mathbf{x}_{0}\right)$ and $\mathbf{h}\left(\mathbf{x}_{0}\right)$ being two sets of $m \geq 0$ inequality constraints and $n \geq 0$ equality constraints, respectively, with $m$ and $p$ finite. Finally, the envelope $\partial \check{\mathcal{S}}_{-1}^{n}$ of a subcorridor $\breve{\mathcal{S}}_{-1}^{n}$ is constructed backward propagating the subcorridor domain border $\partial O_{-1}^{n}=\left\{\mathbf{x}_{0}: \mathbf{x}_{0} \in C_{-1}^{n} \wedge \mathbf{g}\left(\mathbf{x}_{0}\right)=\mathbf{0} \wedge \mathbf{h}\left(\mathbf{x}_{0}\right)=\mathbf{0}\right\}$. Therefore, it is defined as $\partial \check{\mathcal{S}}_{-1}^{n}=\left\{\gamma_{b}\left(\mathbf{x}_{0}, t_{0}\right) \forall\left(\mathbf{x}_{0}, t_{0}\right) \in \partial O_{-1}^{n}\right\}$. An illustration of prior definitions is proposed in Fig. 2.

## C. Polynomial chaos expansion

PCE is an uncertainty quantification method able to provide an efficient mean for long-term propagation of non-Gaussian distributions. PCE approximates the stochastic solution of the governing dynamics as a weighted sum of multivariate spectral polynomials, function of the input random variables [24]

$$
\begin{equation*}
\boldsymbol{x}(t, \boldsymbol{\xi}) \approx \hat{\boldsymbol{x}}(t, \boldsymbol{\xi})=\sum_{\alpha \in \Lambda_{p, d}} c_{\alpha}(t) \psi_{\alpha}(\boldsymbol{\xi}) \tag{2}
\end{equation*}
$$

where $\boldsymbol{\xi} \in \mathbb{R}^{d}$ is the random input vector, $\boldsymbol{c}_{\alpha}(t)$ is the vector of polynomial chaos coefficients (PCCs), and $\Lambda_{p, d}$ is the set of multi-indices of size $d$ and order $p$, having so a total dimension equal to [24]

$$
\begin{equation*}
P=\left|\Lambda_{p, d}\right|=\frac{(p+d)!}{p!d!} \tag{3}
\end{equation*}
$$

Namely, $\boldsymbol{c}_{\alpha}(t) \in \mathbb{R}^{n}$, where $n$ is the number of quantities of interest. If considering the full state propagation, $\boldsymbol{x}$ represents both the position and velocity and, hence, $n=6$.

The basis functions $\psi_{\alpha}(\boldsymbol{\xi})$ are multidimensional spectral polynomials, orthonormal with respect to the joint probability measure of the vector $\xi$. Thus, the basis functions choice depends only on the properties of the input variables. For example, Hermite and Legendre polynomials are the basis for the Gaussian and uniform distributions, respectively [20].

Generating a PCE means computing the PCCs by projecting the exact solution onto each basis function $\psi_{\alpha}(\boldsymbol{\xi})$ [24]

$$
\begin{equation*}
\boldsymbol{c}_{\alpha}(t)=E\left[\boldsymbol{x}(t, \cdot) \psi_{\alpha}(\cdot)\right]=\int_{\Gamma^{d}} \boldsymbol{x}(t, \boldsymbol{\xi}) \psi_{\alpha}(\boldsymbol{\xi}) \rho(\boldsymbol{\xi}) d \boldsymbol{\xi} \tag{4}
\end{equation*}
$$

where $\Gamma^{d}$ is the $d$-dimensional hypercube where the random input variables are defined, and $\rho$ is the joint probability measure of the random vector $\boldsymbol{\xi}$. Once the PCCs are computed, the system state associated with a specific sample within the capture subset can be retrieved at time $t$ effortlessly using Eq. (2). The PCCs estimation methods fall into two categories: intrusive and non-intrusive. While the first requires laborious modifications in the governing equations, the latter treats the dynamics as a black box, thus they are better suited for problems with high-fidelity complex dynamics [44].

## III. Methodology

## A. Problem statement

The goal of the BCC synthesis is to produce a numerical approximation of a subcorridor. The approximation is later made available to the autonomous guidance and control unit implemented onboard the limited-capability spacecraft.

Ideally, the evaluation of the synthetic subcorridor shall be fast and inexpensive for spacecraft having limited onboard resources. In mathematical terms, the general subcorridor synthesis problem can be thus stated as follows [15]:

Problem 1 Numerically synthesize the subcorridor $\check{\mathcal{S}}_{-1}^{n}=\left\{\gamma_{b}\left(\mathbf{x}_{0}, t_{0}\right) \forall\left(\mathbf{x}_{0}, t_{0}\right) \in \mathcal{D}_{-1}^{n}\right\}$ as a function $\mathbf{x}=\psi(\mathbf{p})$ of some parameters $\mathbf{p}$ such that, given the parameters $\mathbf{p}^{*}$, the state $\mathbf{x}^{*}=\psi\left(\mathbf{p}^{*}\right)$ is retrieved. In particular, the state $\mathbf{x}^{*}$ must be targeted by the spacecraft to be temporarily captured by the central body at time epoch $t_{0}$, so performing at least $n$ revolutions about it.

The choice of the parameters $\mathbf{p}$ to be selected as support of the subcorridor is of paramount importance, since they define the input for the synthesis. The aim is to find a set of coordinates for which the regular capture sub-region is sufficiently large. Indeed, the wider the capture subset considered, the bigger the region to target in the interplanetary leg. For the purpose of this work, capture sets at Mars are built following the methodology depicted in [45]. According to the methodology the initial computational grid of ICs is bidimensional, thus it is reasonable to use two parameters to define the subcorridor. It is possible to use only two variables to define the subcorridor, since, by definition, the spacecraft is set to be at the periapsis of the osculating ellipse at the capture time $t_{0}$. Moreover, the initial osculating eccentricity and the initial osculating plane are also fixed to values that can maximize the capture probability, while the initial periapsis radius $r_{0}$ and the initial argument of the periapsis $\omega_{0}$ are selected from a grid. Values of $e_{0}=0.99$, $\Omega=0.2 \pi$, and $i_{0}=0.2 \pi$ are assumed in this work, coherently with the results in [45]. Keplerian elements are later converted in Cartesian coordinates, that can be used in alternative. To be compliant with the approach discussed in [46], two components of the Cartesian coordinates (namely, $x$ and $y$ ) have been chosen to properly represent the capture set. Additionally, since the BCC is designed propagating a conveniently selected capture subset, which ensures ideal post-capture behavior [16, 46], the probability distribution of initial condition in the capture subset can be considered uniform, i.e., each condition within the subset boundaries leads to capture. This assumption paves the way to the use of PCE as an efficient synthetization method, since initial BC conditions can be treated as stochastic variables. Hence, a PCE-based subcorridor synthesis problem can be stated as follows:

Problem 2 Find the polynomial chaos coefficients $\boldsymbol{c}_{\boldsymbol{\alpha}}(t)$, such that $\boldsymbol{x}(t, \boldsymbol{\xi})=\sum_{\boldsymbol{\alpha} \in \Lambda_{p, d}} \boldsymbol{c}_{\boldsymbol{\alpha}}(t) \psi_{\boldsymbol{\alpha}}(\boldsymbol{\xi})$, with $\boldsymbol{\xi}=\left(x_{0}, y_{0}\right)$ numerically synthesize the subcorridor $\check{\mathcal{S}}_{-1}^{n}=\left\{\gamma_{b}\left(\mathbf{x}_{0}, t_{0}\right) \forall\left(\mathbf{x}_{0}, t_{0}\right) \in \mathcal{D}_{-1}^{n}\right\}$.

## B. Polynomial chaos expansion application

Among the different non-intrusive PCE techniques, given the low number of input parameters (i.e., $x$ and $y$ coordinates of the capture set ICs), the pseudospectral collocation approach with full tensor grid [24] is selected. As a matter of fact, bi-dimensional quadrature schemes (i.e., with $d=2$ ) suffer in a limited way of the curse of dimensionality, while pseudospectral collocation approaches guarantee a simple and accurate method for the PCCs computation. In this case,

PCCs can be computed by solving the stochastic integral [24]

$$
\begin{equation*}
\boldsymbol{c}_{\alpha}(t) \asymp Q\left[\boldsymbol{x}(t, \cdot) \psi_{\alpha}(\cdot)\right]=\sum_{i=1}^{d} \sum_{q_{i}=1}^{m_{i}} \boldsymbol{x}\left(t, \boldsymbol{\xi}_{i}^{q_{i}}\right) \psi_{\alpha}\left(\boldsymbol{\xi}_{i}^{q_{i}}\right) \omega_{q_{i}} \tag{5}
\end{equation*}
$$

where $Q$ is the quadrature integration, $\left\{\boldsymbol{\xi}_{q}\right\}$ is the set of quadrature nodes and $\left\{\omega_{q}\right\}$ are the quadrature weights. The quantity $\boldsymbol{x}\left(t, \boldsymbol{\xi}_{i}^{q_{i}}\right)$ is the state propagated up to time $t$, having the initial conditions described by $\xi_{i}=\left(x_{0}^{i}, y_{0}^{i}\right)$. While several quadrature rules are available to solve the stochastic integral, Gaussian quadrature is exploited in this work due to their high degree of accuracy [47]. Consequently, nodes $\boldsymbol{\xi}_{q}$ and corresponding weights $\omega_{q}$ are selected depending on the orthogonal polynomials associated to the probability density function $\tilde{\rho}\left(\xi_{i}\right)$ related to each random input $\xi_{i}$. In this case, since the input $\xi_{i}=\left(x_{0}^{i}, y_{0}^{i}\right)$ is described as a uniform random variable, the nodes $\left\{\xi_{i}^{q_{i}}\right\}$ and the weights $\left\{\omega_{q_{i}}\right\}$ with $q_{i}=1, \ldots, m_{i}$ are the zeros of the Legendre polynomial of order $m_{i}$ and its quadrature weights. Thus, the integral in Eq. (5) is solved by means of the Gauss-Legendre quadrature rule [48].

## IV. Results

## A. Capture subset dimension

Without any loss of generality, the analysis has been conducted on the capture set depicted in Fig. 3, that is the capture set $C_{-1}^{2}$ at $t_{0}=$ December 9, 2023 at 12:00:00 (UTC) about Mars. First, a squared capture subset should be identified according to the generic domain $\mathcal{D}_{-1}^{n}$ definition provided in Section II.B. This is done by identifying one point, which is taken to be the bottom-left vertex of the subdomain, and a square side length $l$. The bottom-left vertex of the domain is associated to the following $\left(r_{0}, \omega_{0}\right)$ pair : $r_{0}=R_{t}+3400 \mathrm{~km}$ and $\omega_{0}=250 \mathrm{deg}$, where $R_{t}$ is the target (i.e., Mars) mean radius. This point has been selected since it is at the boundary of the BCC, so it allows investigating the stability of the results, and it has a low regularity index, i.e., it is expected to produce regular post-capture trajectories [10], that are usually preferred in realistic space missions. The square side $l$ range is selected to span the cluster width completely. The lower limit is set to 10 km , while the upper one to 500 km , yielding $l \in[10,500] \mathrm{km}$, as shown in Fig. 3 .

To verify the applicability of PCE to the subcorridor synthesis, the influence of the subset dimensions on the expansion parameters (i. e., $m_{i}$ and $p$ ) is investigated. Firstly, the correlation between the quadrature nodes number $m_{i}$ and the side length $l$ is assessed. For this analysis, the polynomial basis order is kept constant to $p=6$. The range $\llbracket 5,25 \rrbracket$ is assumed for $m_{i}$. The outcome is displayed in Fig. 4. The accuracy is evaluated at the beginning of the pre-capture trajectory (i. e., epoch $t_{f}=t_{0}-400$ days). For $5 \leq m_{i} \leq 10$, the level curves show a ramp-like behavior. Intuitively, the accuracy increases with the density of quadrature nodes. For instance, consider a side length $l=150 \mathrm{~km}$, by progressively increasing $m_{i}$ from 5 to 10 , it improves by three digits, both in position and velocity. However, for $m_{i}>10$, a plateau is


Figure 3 Test capture set and regularity index [10], with chosen subsets in the magnifications.
reached. This is because theoretical results suggest that, for an increasing number of nodes, the estimation accuracy does not improve significantly once the estimation is exact. With exact estimation, it is intended the Gaussian quadrature exactness for polynomial of degree $p \leq\left(2 m_{i}-1\right)$ [24]. On the other hand, the method seems to fail for $l=300 \mathrm{~km}$. The error in position is stuck in the order of km and accuracy stops improving with quadrature nodes number.

Next, the correlation between the polynomial basis order $p$ and the side length $l$ is investigated. For this analysis, the quadrature nodes number is kept constant to $m_{i}=10$. Results are shown in Fig. 5. Remarkably, the method accuracy is greatly affected by the polynomial basis order. Indeed, the method accuracy improves by progressively increasing $p$. For $l=100 \mathrm{~km}$, the approximation errors decrease by one order of magnitude when $p$ increases from 6 to 10 . Nevertheless, accuracy is lost when increasing indefinitely the polynomial basis order. As clearly visible on the right of plots in Fig. 5, increasing $p$ results in being a disadvantage for the method accuracy. This behavior may be justified considering that accuracy of Gaussian quadrature rule is exact for polynomials of degree $p \leq\left(2 m_{i}-1\right)$ [24]. The latter translates into the necessity of rising the quadrature nodes density as $p$ increases. From Fig. 5, it is clear how for large $p$ values, the quadrature rule fails in estimating accurately the integral in Eq. (5), thereby growing the approximation error.

## B. Simulation parameters

The correlation between $m_{i}$ and $p$ is now investigated by fixing the square side length of the chosen capture subset to $l=10 \mathrm{~km}$. In this analysis, the quadrature nodes number $m_{i}$ and the polynomial basis function $p$ are let vary in ranges


Figure 4 Approximation error at $t_{f}$ with polynomial basis order fixed to $p=6$.


Figure 5 Approximation error at $t_{f}$ with quadrature nodes number fixed to $m_{i}=10$.


Figure 6 Approximation error at $t_{f}$ with square side length fixed to $l=10 \mathrm{~km}$.
$\llbracket 3,15 \rrbracket$ and $\llbracket 4,12 \rrbracket$, respectively. The outcome is proposed in Fig. 6. As already noted, the method accuracy is almost unchanged for large quadrature nodes numbers. Furthermore, for $m_{i}<9$, accuracy is lost as the polynomial basis order $p$ increases. The latter confirms what was previously discussed in Section IV.A.

## C. Polynomial chaos coefficients distribution

The PCCs distribution for several $\left(m_{i}, p\right)$ pairs, and with $l=10 \mathrm{~km}$ are shown in Fig. 7. In the plot, dots denote distributions 1 day before capture, while crosses the distributions 400 days before capture (corresponding to epoch $t_{f}$ ). Coefficients are normalized with respect to coefficient $c_{0}$. The higher the decay rate, the more accurate is the expansion result. This is because higher order terms become less relevant [24].

Results show that for the $(10,6)$ pair convergence is achieved at both epochs. Namely, at $t_{0}-1$ day the distribution converges to within machine precision $\left(\sim 10^{-15}\right)$. Differently, the normalized coefficients converge at a lower pace to a higher asymptotic value $\left(\sim 10^{-10}\right)$ at $t_{f}$. This is consistent with results presented in [24], according to which the convergence value can be correlated to the digit precision in the state estimate. Indeed, numerical errors increase with the propagation time, leading to lower digit precision. Nonetheless, the digit precision is very high, both in nondimensional position and velocity, therefore results are satisfactory.

Varying the quadrature nodes number, the expansion fails in achieving convergence for $m_{i}=3$. According to results in Fig. $6, m_{i}>4$ is recommended. Contrarily, no significant variations are observed between the $(10,6)$ pair and the case with $m_{i}=15$. This is consistent with results in Figs. 4 and 6. Differently, by letting $p$ vary, convergence is assessed for $(10,4)$ and $(10,12)$ pairs. However, all high-order polynomials contribute marginally to the expansion accuracy for the $(10,12)$ pair. The latter representation is usually referred to as sparse [24]. Thus, only the most significant expansion


Figure 7 Normalized PCE coefficients distributions for 4 out of the 6 state variables.


Figure 8 Mean accuracy of PCC against LHS with $10^{2}$ samples.
coefficients are retained when $p=4$, thereby providing a good estimate of the system state. Finally, the top-right region of Fig. 6 is investigated. Convergence is achieved for the $(6,4)$ pair. Differently, the $(6,12)$ pair fails to converge since the quadrature rule is unsuccessful in accurately estimating the PCCs for $p>\left(2 m_{i}-1\right)$ [24].

## D. Validation

The PCE technique is validated against MC analysis. In the following, the convergence analysis focuses on a specific case study, which develops the corridor upon the same capture subset with $l=10 \mathrm{~km}$ described in Section IV.A. The selected simulation parameters are $m_{i}=10$ and $p=6$.

The convergence analysis is evaluated at fixed time epoch. Therefore, the epoch is suitably selected to assess the PCE validity in approximating the pre-capture trajectory. To this aim, the PCE and MC approaches are compared considering their evolution in time. Namely, the PCE estimated mean is compared with the mean estimate computed from $10^{2}$ samples. Samples are drawn with the Latin hypercube sampling (LHS)[49] technique. In Fig. 8, the approximation error is evaluated as $\boldsymbol{e}(t)=\left|\boldsymbol{c}_{0}(t)-\boldsymbol{\mu}(t)\right|$, where $\boldsymbol{c}_{0}(t)$ is the first PCC, being the mean according to the PCE, and $\boldsymbol{\mu}(t)$ is the mean value retrieved with the MC analysis. From results, it is observed that the error increases with the propagation time (from $t_{0}$ to $t_{f}=-400$ days). It comes naturally to assess the method convergence at the final epoch $t_{f}$, which is associated with the largest approximation error.

The convergence is evaluated on the mean and standard deviation. Fig. 9 compares the results for the MC simulation and the PCE technique as a function of the samples $n$. Convergence errors are computed as

$$
\begin{equation*}
\varepsilon_{\mu_{r}}=\max _{i=x, y, z}\left|\frac{\mu_{i}^{\mathrm{MC}}\left(t_{f}\right)-\mu_{i}^{\mathrm{PCE}}\left(t_{f}\right)}{\mu_{i}^{\mathrm{PCE}}\left(t_{f}\right)}\right|, \quad \varepsilon_{\mu_{v}}=\max _{i=v_{x}, v_{y}, v_{z}}\left|\frac{\mu_{i}^{\mathrm{MC}}\left(t_{f}\right)-\mu_{i}^{\mathrm{PCE}}\left(t_{f}\right)}{\mu_{i}^{\mathrm{PCE}}\left(t_{f}\right)}\right|, \tag{6}
\end{equation*}
$$



Figure 9 Nondimensional estimated mean and standard deviation at $t_{f}=t_{0}-400$ days.

$$
\begin{equation*}
\varepsilon_{\sigma_{r}}=\max _{i=x, y, z}\left|\frac{\sigma_{i}^{\mathrm{MC}}\left(t_{f}\right)-\sigma_{i}^{\mathrm{PCE}}\left(t_{f}\right)}{\sigma_{i}^{\mathrm{PCE}}\left(t_{f}\right)}\right|, \quad \quad \varepsilon_{\sigma_{v}}=\max _{i=v_{x}, v_{y}, v_{z}}\left|\frac{\sigma_{i}^{\mathrm{MC}}\left(t_{f}\right)-\sigma_{i}^{\mathrm{PCE}}\left(t_{f}\right)}{\sigma_{i}^{\mathrm{PCE}}\left(t_{f}\right)}\right| . \tag{7}
\end{equation*}
$$

Referring to Fig. 9, the mean and standard deviation convergence errors for $n=10^{3}$ are $\varepsilon_{\mu_{r}}=5.682 \times 10^{-8}$, $\varepsilon_{\mu_{v}}=2.924 \times 10^{-12}, \varepsilon_{\sigma_{r}}=4.943 \times 10^{-5}$, and $\varepsilon_{\sigma_{v}}=5.424 \times 10^{-7}$. Eventually, the MC analysis converges to the reference solution with a large degree of accuracy. Consistently with theoretical results predicted in the literature, the standard deviation converges at a lower rate with respect to the mean [47]. Therefore, the PCE technique is validated against the MC approach for the problem at hand. Remarkably, the MC approach with LHS requires the propagation of $10^{3}$ samples, whereas only $m_{i}^{d}=10^{2}$ propagations are required by the PCE method when applied to this case study.

## V. Conclusion

In this note, a procedure to accurately and inexpensively synthesize ballistic capture corridors exploiting the polynomial chaos expansion technique is discussed and validated against Monte Carlo simulations. Results prove the convergence of the method, assess the feasibility of ballistic capture corridor numerical synthesis, and highlight its convenience in terms of computational efficiency. Remarkably, as the capture subset dimension increases, the method accuracy is preserved by properly tuning the quadrature nodes number and the polynomial basis order. For constant polynomial basis order, the method accuracy improves as the number of quadrature nodes increases up to the point a plateau is reached. Denser quadrature nodes imply higher computational costs, reducing the computational efficiency and making the ballistic capture corridor construction more expensive. On the other hand, for fixed quadrature nodes number, the method accuracy does not improve by increasing the polynomial basis order. Indeed, the method accuracy decreases because the quadrature nodes are insufficient, thereby poorly estimating high-order polynomials. Overall, results show that a convenient combination of quadrature nodes number and polynomial basis order improves the accuracy of the method at limited computational costs.
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