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Reconfigurable Optical Add/Drop Multiplexer (ROADM) nodes are evolving towards high-degree architec-
tures to support growing traffic and enable flexible network connectivity. Due to the complex composition
of high-degree ROADMs, soft failures may occur between both inter- and intra-node components, like
Wavelength Selective Switches (WSSs) and fiber spans. The intricate ROADM structure significantly
contributes to the challenge of localizing inter-/intra-node soft failures in ROADM-based optical networks.
Machine Learning (ML) has shown to be a promising solution to the problem of soft-failure localization,
enabling network operators to take accurate and swift measures to overcome such challenge. However, data
scarcity is a main hindrance when using ML for soft-failure localization, especially in the complex scenario
of inter- and intra-node soft failures. In this work, we propose a digital-twin-assisted meta-learning
framework to localize inter-/intra-node soft failures with limited samples. In our proposed framework,
we construct several mirror models using a digital-twin of the physical optical network and then gener-
ate multiple training tasks. These training tasks serve as pre-training data for the meta-learner. Then,
we use real data for fine-tuning and testing of the meta-learner. The proposed framework is compared
with Rule-based Reasoning method, Transfer-Learning-based method and Artificial Neural Networks
(ANNs)-based method with no-pre-training. Experimental results indicate that the proposed framework
improves localization accuracy by over 15%, 33% and 54%, on average, compared to benchmark approaches,
respectively.
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1. INTRODUCTION

provide accurate predictions for the network operators who can

. . . then take swift actions to minimize performance degradation.
In current optical networks, Reconfiguable Optical Add/Drop P &

Multiplexers (ROADMs) play a fundamental role in enabling
dynamic and flexible wavelength routing. As traffic continues to
grow, ROADMs are evolving towards high-degree architectures
to provide more flexible network connectivity [1, 2]. A higher-
degree ROADM implies a higher number of optical components
such as Wavelength Selective Switches (WSSs) and amplifiers
inside the ROADM node, i.e., in the intra-node network, and
between the ROADM nodes, i.e., in the inter-node network. Due
to the complex composition of ROADM-based optical networks,
soft failures' may occur in various components and cause partial
degradation in performance [3, 4]. In the context of high-degree

Soft-failure localization is typically modeled as a multi-class
classification problem, where each class denotes a soft-failure
location, e.g., the location of a specific WSS within a ROADM.
Machine Learning (ML) has been shown to be a promising solu-
tion for soft-failure localization as it allows to map historical data
of some monitored features to the location of the soft failures [5].
Most of the existing literature on ML-based soft-failure localiza-
tion and identification assumes a vast availability of historical
data [6, 7]. In reality, data scarcity still represents one of the
main obstacles to practical deployment of ML-based approaches
for soft-failure localization and identification, as it is difficult to

ROADM-based optical networks, soft-failure localization im-
plies considering both inter- and intra-node networks, aiming to

!Unlike hard failures, which typically result in a complete loss, e.g., a fiber
break, soft failures might degrade network performance without causing total
outages, such as extra attenuation of WSSs and insufficient gain of amplifiers.

collect sufficient soft-failure ground-truth data from high-degree
ROADM-based optical networks due to the lack of a widespread
deployment of Optical Performance Monitors (OPMs), and to
the fact that failure data is unlikely to comprehensively represent
all failure scenarios [8].
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Several alternatives can be adopted to address data scarcity in
the context of ML-based soft-failure localization. Recently, meta-
learning has demonstrated potential in modeling complex clas-
sification tasks with only a few samples thanks to its advanced
model updating procedure [9-11]. By leveraging meta-training
across many training tasks that encompass diverse problems
or domains, meta learning allows to obtain a pre-trained ML
model that can then be rapidly adapted to new situations by
fine-tuning it with a limited amount of additional samples.

In this paper, we propose a digital-twin-assisted meta-
learning framework for soft-failure localization. The digital twin
builds several mirror models based on the collected parameters
from physical optical networks [12-14], and simulates different
virtual scenarios (e.g., various soft-failure types) to generate
many training tasks and samples. These samples are used to pre-
train the meta-learning model. Then, the pre-trained model is
fed with a portion of the real network data to fine-tune the meta-
learning model. Once the model is fine-tuned, its performance
is tested on previously unseen data.

In this study, we extend our preliminary analysis presented
in [15], and propose a digital-twin-assisted meta-learning frame-
work to localize inter-/intra-node soft failures with limited real
samples. The main novel contribution of this paper with respect
to [15] can be summarized as follows:

1) This paper extends the description of inter-/intra-node
soft failures and introduces a new discussion on their effects.
Moreover, we introduce a new soft-failure categorization to
investigate the effect of different soft failures to optical networks.

2) We introduce a new method to simulate different soft fail-
ures via digital-twin-enabled mirror models to be used to gener-
ate various training tasks.

3) The proposed framework is compared against a new base-
line, i.e., a rule-based reasoning method. Moreover, we evaluate
these methods using a larger dataset than in the previous work
[15] and present extensive numerical results.

The rest of this paper is organized as follows. Section 2
overviews related works regarding existing soft-failure local-
ization methods with few samples. Section 3 introduces the
considered network scenario and our proposed inter-/intra-
node failure categorization for soft-failure localization. Section
4 describes the proposed digital-twin-assisted meta learning
framework. In Section 5, the experimental setup and results are
provided and discussed. Finally, Section 6 concludes this paper
and discusses possible lines of future research.

2. RELATED WORKS

ML has been used extensively in the context of optical network
management to address problems such as traffic prediction [16],
Quality-of-Transmission estimation [17], and Soft-Failure man-
agement [18]. While the adoption of ML for optical-network
management is on the rise, it is well known that ML models
are only as good as the data they are trained on. Regarding
soft-failure localization, there have been several approaches de-
veloped in recent years that aim to address the issue of limited
training data. In the following, we describe some of the most
relevant works and highlight the differences to our proposed
approach. In particular, we describe the use of 1) Data Augmen-
tation, Generative Adversarial Networks and Active Learning, 2)
Semi-Supervised ML, 3) Fault Injection, and 4) Transfer Learning
to address the issue of data scarcity.

Data augmentation increases the diversity of a dataset by cre-
ating modified or synthetic versions of the existing data [19]. It

provides more varied training samples without collecting new
data. A data augmentation technique, based on variational au-
toencoders, was proposed for failure management with the aim
of both increasing the amount of data and enhancing their qual-
ity [20], including soft failures as filter tightening, filter shift
and attenuation. The authors presented significant performance
improvement of 37.56% and of 66.5% in terms of reduction in
ML training times for soft-failure detection and identification,
respectively. Ref. [21] proposed a data-augmented Bayesian
network for node failure prediction, obtaining good accuracies.

Generative Adversarial Network (GAN) is an another efficient
approach to address data scarcity, since it utilizes adversarial
training to generate synthetic data and helps augment limited
samples for more robust model training. While GANs have
shown to perform very well when dealing with image data [22],
the efficacy of GANSs in the context of soft-failure management
is still under investigation. Ref. [23] proposed a GAN-based
framework to extend training samples for soft-failure detection
and identification. The GAN model was trained with several
normal samples for soft-failure detection, and few failure sam-
ples are included in soft-failure identification. The identification
of soft failures achieved an accuracy exceeding 95%. Unfortu-
nately, training GANs models is a time-consuming procedure
that also requires a substantial amount of training data. Besides,
Active Learning is well-suited for situations featuring abundant
data, aiming to identify which data are more informative. This
method significantly optimizes datasets by strategically prioritiz-
ing the acquisition of new data points that are most informative
or challenging for an ML model [19]. However, active learning
has been mainly studied for Quality-of-Transmission estimation
[24, 25].

Semi-Supervised ML provides a new perspective to solve data
scarcity by efficiently jointly exploiting limited labeled data and
a vast amount of unlabeled data. Ref. [26] presented a value-
imputation and mask-estimation (VIME) based semi-supervised
ML framework for failure detection under limited labeled data.
This method improves the performance of failure detection by
using a large amount of unlabeled data, and achieved detection
F1 score and accuracy of 0.951 and 0.949, respectively. Ref. [27]
investigated failure detection based on semi-supervised anomaly
detection algorithm, which only used normal data in training
phase and used just few failure data (< 3%) during the validation
phase. The proposed solution obtained detection accuracy of
96.8% and F1 score of 0.9224. However, these solutions might
exhibit sensitivity to labeling errors, and the design and tuning
procedure proves to be challenging as well.

Fault Injection consists in intentionally introducing real faults
into networks to assess their resilience and collect failure data.
While fault injection is a valuable technique to address data
scarcity, it might encounter resistance from optical network op-
erators due to the unpredictable risks it introduces. There are
some research works about fault injection in edge computing
systems [28], network applications [29] and ML models [30].
However, fault injection remains scarcely utilized in practice in
optical networks.

Transfer Learning (TL) is an effective method to obtain highly-
accurate ML models with limited samples. The concept of TL
is to leverage knowledge gained from a source domain (e.g., a
network or a set of networks), which typically has abundant
data, and then transfer that knowledge to improve performance
on a target domain (e.g., a network with scarce data). Ref. [31]
studied domain adaptation and TL for failure detection and
identification across different lightpaths leveraging real optical
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Fig. 1. ROADM-based inter- and intra-node optical networks.

Table 1. Soft failures of inter-/intra-node components and corresponding effects.

Soft-Failure Types Soft-Failure Components

Soft-Failure Effects

Amplification Inter-/intra-node Amplifiers
Attenuation Fiber spans, Splitters, WSSs, AWGs
Launch Transponders

Insufficient amplification (0% - 100% of normal amplification gains)
Extra attenuation (100% - 200% of normal attenuation values)

Insufficient launch power (0% - 100% of normal launch powers)

SNR data from an optical testbed. Experimental results show
that 20% and 4% - 5% points of accuracy increase can be ob-
tained for failure detection and cause identification, respectively.
A similar approach has been adopted in Ref. [32], where TL
across different lightpaths is used for failure detection and lo-
calization. Moreover, TL is utilized to learn across tasks, i.e.,
transferring models from the soft-failure localization task to the
soft-failure identification task and vice-versa. Numerical results
show that cross-task failure detection and localization reaches
up to 12% or 25% improvement when considering failure local-
ization and detection, respectively. However, TL performance
significantly depends on correlation between source domain and
target domain, presenting a limitation to its scalability.

All these existing ML-based methods encountered limitations
such as susceptibility to domain shift, time-consuming training
procedure and unpredictable risks, etc. These limitations raise
concerns about the generalizability and reliability.

Meanwhile, we summarize several existing works of soft-
failure localization using methods other than Machine Learning.
Ref. [33] localized failures through the analysis of routing matri-
ces and alarm vectors based on monitoring data from coherent
transponders. Ref. [34] presented a fault propagation model
based on low-density check matrices to solve fault-location prob-
lems, and this model was validated in the communication net-
work of the China Southern Grid. Ref. [35] experimentally
demonstrated a soft-failure monitoring system, in which the
power features were monitored to localize soft failures. How-
ever, these strategies have the limited ability to adapt to evolving
optical systems and environments, as they rely on pre-defined
rules and heuristics.

3. NETWORK SCENARIO AND SOFT-FAILURES

Fig. 1 illustrates an example of a ROADM-based inter-/intra-
node optical network, wherein ROADM nodes are constructed
using a cost-effective broadcast and selected (B&S) architecture.

In this architecture, splitter is used to broadcast incoming signals,
which reduces the number of required WSSs. In the intra-node
network, each ROADM node is composed of multiple compo-
nents: 1) Transponders are used to send and receive live traffic;
2) Arrayed Waveguide Gratings (AWGs) are responsible for
(de)multiplexing different wavelengths; 3) WSSs are responsible
for dynamically routing wavelengths to different ports or direc-
tions within the ROADM node; 4) Splitters are responsible for
dividing incoming optical signals into multiple output paths, al-
lowing for signal distribution to various degrees within the node;
5) Amplifiers within ROADMs serve to amplify optical signals to
compensate the losses due to other intra-node components. The
above components are connected via intra-node fiber links. In
the inter-node network, several inter-node fiber spans support
long distance transmission between different ROADM nodes,
and inter-node amplifiers maintain signal integrity. Based on
this network architecture, multiple service requests are routed
passing through different inter- and intra-node components. For
example, one service request is illustrated by blue dotted lines
in Fig. 1. In this network scenario, signal power values are mon-
itored via OPMs to localize soft failures. We consider both sides
of each component as candidate positions for placing OPMs. In
real deployment, several OPMs (indicated as yellow squares)
are typically deployed [36], but not necessarily all the candidate
locations are equipped with OPMs. The power features collected
at OPMs can be used to localize soft failures based on different
methods.

Soft failures within ROADM-based optical networks stem
from multiple factors, encompassing environmental conditions,
device aging and human activity. As shown in Table 1, all soft
failures are divided into three categories according to their ef-
fects. Amplification soft failures emerge when inter-/intra-node
amplifiers fail to maintain sufficient gains to compensate for the
losses of other components. These soft failures lead to actual
amplification levels that fluctuate between 0% and 100% of the
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anticipated normal amplification gains (i.e, 100 %). Attenuation
soft failures contribute to additional signal loss, affecting differ-
ent components like fiber spans, splitters, WSSs and AWGs. The
extra attenuation ranges from 100% to 200% of normal values
(i.e, 100%). Launch soft failures are due to transponder malfunc-
tioning, potentially providing insufficient launch power. The
transponder is deemed as a soft-failure component when its
launch power falls below the normal value expected. In this
work, OPMs are strategically deployed to monitor real-time net-
work status. We focus on single-failure localization as multiple
components are unlikely to fail simultaneously.

We model the soft-failure localization in ROADM-based opti-
cal networks as a supervised multi-classification problem, where
each class denotes a soft-failure location, e.g., one specific loca-
tion of an AWG. The optical powers collected from OPMs are
used as input features, while soft-failure locations are encoded
as output labels. In the next section, we propose a new frame-
work to find the mapping between many input features and
single soft failure-location with only few samples.

4. DIGITAL-TWIN-ASSISTED META LEARNING

This section details a digital-twin-assisted meta learning frame-
work to localize soft failures with only limited real samples. We
first describe how to obtain multiple training tasks and sam-
ples based on digital-twin-enabled mirror models. Then, meta
learner is pre-trained with multiple training tasks and samples.
Subsequently, the pre-trained meta learner will be fine-tuned
and tested based on the collected real samples.

A. Digital Twin for Generating Training Tasks

Traditional supervised learning typically focuses on a single
task, modeled using a fixed dataset, where training samples are
regarded as the fundamental units for model training. Instead,
as depicted in Section 1, in meta-learning, training tasks and
testing tasks (each comprising multiple samples) are regarded as
the basic units for the learning procedure. In this subsection, we
show how to obtain multiple training tasks and samples using a
digital twin. The detailed pseudocode is presented in Algorithm
1.

Digital twin is a new simulation technology to build models
that mirror physical optical networks, also referred to as mirror
models. Digital twins collect several physical parameters from a
physical optical network, and hence can simulate and predict dif-
ferent systems evolutions, providing crucial assistance for physi-
cal optical networks. In our work, we build several mirror mod-
els via the digital twin to simulate various virtual soft-failure
scenarios. Thus, these virtual failure scenarios can provide suf-
ficient training tasks and samples to train a meta learner, i.e.,
meta-learning models. We take several parameters as the inputs:
1) Physical parameters are collected from the physical optical
network, including launch power and capacity of transponders,
amplifier gains of inter-/intra-node amplifiers, as well as inser-
tion losses of AWGs, splitters, WSSs and fiber spans. 2) Set §
denotes the service requests, including source/destination pairs
and capacity demands. 3) Set P denotes different OPM deploy-
ments. 4) Set F denotes different combinations of soft-failure
types. 5) Set K denotes the training samples for each training
task. We first construct a general mirror model according to the
collected parameters as outlined in Line 1, ensuring the mirror
model without any service requests, OPMs and soft failures. The
next step involves generating various different mirror models to
simulate distinct network scenarios, expanding upon the foun-

Algorithm 1. Digital-twin-enabled mirror models to generate
training tasks and samples.

Input: 1) physical parameters; 2) set S of service requests; 3)
set P of possible OPM deployments; 4) set F of combinations of
failure types; 5) set K of training samples for each training task
Output: training tasks 7 and samples
1: build a general mirror model according to the collected phys-
ical parameters
2. forse€S,pePand f € Fdo

3 replicate the general mirror model as a virtual scenario,
i.e., training task 7; (T, € T)

4 deploy OPMs with percentage p into the virtual scenario

5: generate s service requests and route them into the vir-

tual scenario
6: for training sample k; € K do
randomly select a soft failure location with type of f,
and the failure effect is based on Table 1
8: calculate monitoring values for each placed OPM

9: divide all training samples (k7; € K) into support set and
query set
10: take support set and query set to get training task 7;

11: return training task 7 and corresponding samples

dation established by the general mirror model. In this step, we
make a copy of the general mirror model, and select s service
requests, a deployment of OPMs such that a percentage p of
the maximum number of OPM is deployed, and combination
f of failure types (shown in Line 2 and 3). We consider that a
combination includes single or multiple failure types, e.g., only
amplification failure, or attenuation and launch failures. These
OPMs will be deployed using the uniform strategy referenced in
Line 4. The uniform strategy arranges all candidate OPM posi-
tions into a sequence, and then selects certain positions at fixed
intervals from this sequence to deploy OPMs, where the interval
is calculated according to percentage p [36]. Service requests are
generated with random source/destination pairs and capacity
demands, and then routed into the copied mirror model gener-
ated in Line 5. Subsequently, |K| training samples are generated
for current mirror model (Line 6). Each training sample consists
of several input power values monitored by OPMs and one soft
failure location. Lines 7 and 8 show how to obtain them, i.e.,
following the soft-failure categorization presented in Table 1, we
randomly select a soft failure location with type f, and calculate
the monitoring value for each deployed OPM. In meta-learning,
the dataset of each training task is divided into a support set and
a query set, where the support set helps the meta learner gener-
alize learning across training tasks, and query set evaluates the
meta learning’s performance on unseen data. Thus, we equally
divide the dataset of each training task into a support set and a
query set to pre-train and update the meta learner, as depicted
in Line 9. The above procedure is repeated until we obtain total
training tasks and samples (shown in Line 10 and 11).

To simplify comprehension of Algorithm 1, we illustrate an
example of the mirror models for simulating soft failures in Fig.
2. Multiple parameters are used to build the general mirror
model, including launch power of —1 dBm and capacity of 10
Gbps for transponders, inter-/intra-node amplifier gains of 10
dB and 20 dB, and insertion losses of 5 dB, 6 dB, 3 dB and 0.2
dB/km for AWGs, WSSs, splitters and fiber spans, respectively.
Besides, one service request is routed (indicated as blue dashed
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Fig. 2. Example of the mirror models for simulating soft fail-
ures based on the collected parameters from optical networks.

line) and OPMs (e.g., in a percentage of 60%) are placed to moni-
tor signal powers. We calculate the monitored values according
to routing results. For example, the monitored values of OPM-1
and OPM-2 are 4 dBm and 0.22 dBm, respectivelyz. We assume
the combination of failure types is attenuation failure, i.e., includ-
ing fiber spans, splitters, WSSs and AWGs. Thus, a soft failure
is generated, e.g., WSS-3, and it results in extra attenuation of 4
dB. Thus, OPM-2 obtains a new value of (0.22 — 4) dBm. For the
OPMs that are not crossed by any service request, like OPM-3,
their monitoring values are set by default to —50 dBm.

B. Meta Learning for Localizing Soft Failures

After generating multiple training tasks via digital twin, the
meta learner can undergo pre-training with the training tasks,
and subsequent fine-tuning and testing using the testing tasks.
Each testing task is further divided into a support set and a query
set to fine-tune and test the meta learner’s performance, respec-
tively. In this part, we detail the procedure of meta learning for
localizing soft failures with limited real samples.

2The initial default launch power of transponder is —1 dBm, and the normal
attenuation of AWG and gain of intra-amplifier are 5 dB and 10 dB. Thus, the
monitored value of OPM-1 is —1 — 5 + 10 = 4 dBm. In next component, splitter
results in the attenuation of 3 dB, and the power value becomes 1 dBm. Besides,
splitter will divide power values equally into three parts, and each of them is —3.78
dBm. Afterward, the WSS and intra-node amplifier will bring the attenuation of
6 dB and amplification of 10 dB, respectively. Therefore, the monitored value of
OPM-2 is 0.22 dBm.

62

Sup.DOr( 2

Fig. 3. (a) Pipeline of meta learning for failure localization; (b)
Updating procedure of meta learning.

Model Agnostic Meta Learning (MAML) is the most popular
meta-learning algorithm since it can be applied to any different
models regardless of its architecture or specific learning [37]. In
this work, we adopt MAML models and take ANNSs as a meta
learner, which is denoted by a function f, with parameters ¢.
Fig. 3(a) shows the pipeline of meta learning for soft-failure
localization and it consists of three steps. The first step is to pre-
train meta learner based on training tasks. As shown in Fig. 3(a),
digital twin is used to build multiple mirror models and then
provide training tasks and samples. In pre-training procedure,
we replicate the meta learner using function fp., which corre-
sponds to training task 7;. Meta learning adapts to training task
Ti based on the corresponding support set, and updates model
parameters 6; according to its loss function. The following Eq. (1)
presents the adaptation procedure of training task 7;:

6; = 0; — - Vo, L5 (fa,) )

where 9; denotes the updated model parameters, « is a learning
rate, L3 denotes the cross-entropy loss function of the support
set in training task 7;. This procedure is detailed in step 1-1, as
illustrated in Fig. 3(a).

In next step 1-2, we calculate the gradient for f based on
query set, and then update the meta learner fy, , with same
gradient:

¢i=¢i-1— B Vo, ;E%(feg) @

where ¢; represents the updated model parameters of training
task 7;, B is a learning rate and [l'% is the cross-entropy loss of
query set in training task 7.

Fig. 3(b) details the pre-training procedure of meta learning,
where ¢y denotes the initial model parameters. During each
iteration, e.g., for training task 77, model parameters ¢ are
replicated to 61, and then updated to 9,1 based on support set 1.
Afterwards, meta learner ¢y undergoes an update to ¢; using
an identical gradient as 9/1. The procedure described above will
be replicated for every training task, and pre-trained model
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Fig. 4. Experimental testbed topology.

parameters ¢, are applied as the initial models in next fine-
tuning.

Following pre-training on the training tasks, we initialize
the fine-tuned meta learner using the pre-trained model f,, as
depicted in step 2 of Fig. 3(a). In the next step 3, we collect a
testing task 7; from the physical network and use its support set
to update meta learner fy, by Eq. (1). Meanwhile, the query set
is responsible for testing the fine-tuned meta learner, and testing
results are measured using localizing accuracy of soft failures.

5. EXPERIMENTAL SETUP AND RESULTS

In this section, we present the experimental setup, including the
testbed network, experimental procedure and parameters of the
proposed solutions. In addition, the experimental results are
shown and discussed.

A. Experimental Setup

We evaluate the proposed solution in the 9-node topology shown
in Fig. 4. For mirror models, we consider that each node con-
tains three transponders, and for each of them the launch power
is —1 dBm. To compensate the attenuation of other components,
the gains of inter-/intra-node amplifiers are 15 dB and 20 dB,
respectively. The insertion losses of each WSS, splitter and AWG
are set as 6 dB, 2 dB and 6 dB, respectively. Fiber spans range
from 20 km to 60 km, with 0.2 dB/km attenuation. Besides, we
ignore the loss incurred by connectors and intra-node fibers due
to their typically minimal impact on the overall attenuation. In
our work, these mirror models provide different training tasks,
where the number of service requests ranges from 20 to 100 (step
by 20), percentage of OPMs varies from 20% to 100% (step by
20%), and combination of failure types consists of 7 distinct ele-
ments, i.e., amplification (Amp.), attenuation (Att.), launch (Lau.),
Amp.&Att., Amp.&Lau., Att.&Lau. and Amp.&Att.&Lau.. There-
fore, the total number of mirror models is 175 (i.e., 5 X 5 x 7), and
each of them corresponds to a training task. Testing tasks are
collected from a testbed shown in Fig. 5, where traffic generator
and analysis (TGA) equipment is connected with transponders
to inject live traffic, variable optical attenuator (VOA) simulates
different soft failures, and OPM cards monitor network status
(i.e., optical power). In our work, the locations of soft failures
are randomly selected and their effects are based on the failure
categorization in Table 1.

The proposed meta learner is composed of ANN models with
324 x 300 x 216 neuron architectures, and the learning rates «
and B are configured to be 0.001. We consider following three
benchmark methods: 1) Rule-based Reasoning method iterates

R NSSSNT—"7——1 )
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f i / controller
y;i&y; | failure y; ‘
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Fig. 5. Experimental testbed and procedure.
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Fig. 6. Testing accuracy vs. percentage of OPMs.

through the entire routing results of service requests, and finds
the initial occurrence of an abnormal OPM among total abnormal
OPMs. The component nearest to the abnormal OPM is the
likely failure location. 2) Transfer Learning method is pre-trained
using the same training-tasks data and then retrains all neural
layers based on the testing-tasks data [32]. Subsequently, the
retrained model is tested to show localization accuracy. 3) No-
Pretraining method consists of training only using testing tasks
data. In addition, other parameters in all ML-based benchmarks
remain consistent with the meta learner, including learning rates
and neuron architectures. We pre-train, fine-tune and test all
approaches on a personal computer (equipped with AMD Ryzen-
7 5800H CPU, and 16-GB RAM). Under this setting, meta learner
requires about 5 minutes for pre-training, and 1-2 minutes for
fine-tuning. The testing phase of meta learner requires a limited
time, i.e., about 1 millisecond for a single sample.

B. Experimental Results and Discussions

In this subsection, we present the numerical results under differ-
ent settings and discuss the impact of different system parame-
ters on soft-failure localization.

B.1. Testing Accuracy under Different Percentages of OPMs

Fig. 6 reports testing accuracy of the proposed meta-learning
approach, compared to the three baselines, under different per-
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Fig. 7. Testing accuracy under single type of failures.

centages of OPMs. OPMs are deployed as described in Section.
3, each training task includes 50 training samples, the number
of service requests is 90, and failure types contain amplification,
attenuation and launch failures (Amp. & Att. & Lau.).

Experimental results confirm that the proposed meta learning
approach achieves higher localization accuracy for all the val-
ues of percentages of OPMs, where the horizontal dotted lines
denote average accuracies of different methods. More precisely,
meta learning improves accuracy of 13.5%, 24.2% and 45.1% on
average compared to rule-based reasoning, transfer learning
and no-pretraining, respectively. Note that rule-based reasoning
method achieves higher accuracy than other benchmarks. The
reason is that all ML-based methods are fine-tuned (or trained)
only using limited real samples. In addition, we can observe that
adding OPMs improves testing accuracy in localizing soft fail-
ures, in all the four methods, as more OPMs enable more precise
monitoring. However, this also leads to an increase in CapEx
for network operators. Another significant trend emerging from
these results is the rapid increase in localization accuracy as the
percentage of OPMs shifts from 50% to 60%. This trend suggests
that deploying OPMs at levels exceeding 50% is a favorable
choice for monitoring network status, but further investigation
is needed to determine the optimal deployment of OPMs.

B.2. Testing Accuracy under Different Combinations of Failure Types

We now analyze the testing accuracy across various combina-
tions of failure types, while maintaining a constant number of
training samples as detailed in Section 5.B.1. In this scenario,
there are 90 service requests and with a percentage of OPMs
equal to 80%.

Fig. 7 shows the testing results under a single failure type, i.e.,
only attenuation failure, amplification failure or launch failures.
The results indicate that meta learning improves accuracy of
9.7%, 16.7% and 54% on average compared to rule-based reason-
ing, transfer learning and no-pretraining methods, respectively.
The failure type does not greatly affect localization accuracy,
as different soft failures all result in abnormal monitoring val-
ues. Meanwhile, Fig. 8 shows the localization accuracy under
various combinations of multiple failure types. There are four
failure combinations: 1) attenuation failure and amplification
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Fig. 9. Pre-training loss values under different number of train-
ing epochs.

failure, i.e., Att.&Amp., 2) attenuation failure and launch failure,
ie., Att.&Lau., 3) amplification failure and launch failure, i.e.,
Amp.&Lau., and 4) attenuation failure, amplification failure and
launch failure, i.e., Att.&Amp.&Lau. The results indicate that,
in comparison to a single failure type, meta learning obtains
similar localizing accuracy, while the benchmarks experience
a decrease in localizing accuracy. For example, localization ac-
curacy of no-pretraining decreases 9% when comparing single
failure type to scenarios involving multiple failure types. The
above results demonstrate that the proposed meta learning has
a strong adaptability for different soft failures.

B.3. Pre-training Loss under Different Training Epochs

In this subsection, we visualize the pre-training procedure and il-
lustrate the impact of different sample sizes within each training
task on experimental results. Fig. 9 compares the pre-training
loss of transfer learning vs. the proposed meta learning ap-
proach, for varying numbers of training epochs. Each training
epoch comprises 175 distinct training tasks, as detailed in Section
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5.A.

The trend indicates a rapid decrease in pre-training loss val-
ues, followed by convergence to stable values after surpassing
200 training epochs. Furthermore, the pre-training loss values
are plotted for increasing sample sizes (from 10 to 90) within
each training task. It can be observed that a higher number
of samples contributes to the decrease of the pre-training loss,
since a larger sample size enables the ML models to capture
more features of soft failures. In addition, meta learning is less
stable than transfer learning. The reason is that transfer learning
primarily aims to minimize loss values across all training tasks,
whereas meta learning prioritizes enhancing adaptability and
swift learning capabilities for novel tasks.

6. CONCLUSION

In this study, we investigated the problem of soft-failure local-
ization, within inter-/intra-node components of ROADM-based
optical networks, in case of limited availability of training sam-
ples. We categorized some potential soft failures between inter-
and intra-node components and devised a failure categoriza-
tion to facilitate our investigation. Meanwhile, a digital-twin-
assisted meta-learning framework is proposed to achieve soft-
failure localization. This framework leverages digital twins to
construct mirror models and provide multiple training tasks.
Subsequently, meta learning is trained to effectively localize soft
failures. The proposed framework is evaluated in an 9-node
testbed network, and extensive experimental results show that
the proposed meta learning improves localization accuracy by
approximately 15%, 33% and 54% on average compared to rule-
based reasoning, transfer learning and no-pretraining methods,
respectively. The proposed approach can accurately locate soft
failures with limited samples.

Considering soft failures localization in ROADM-based op-
tical networks, there are several crucial challenges that require
to be further investigated. For instance, when the telemetry
interval is large, multiple components may fail simultaneously,
especially as the degree of ROADMSs increases significantly. On
the other hand, soft-failure localization depends on extensive
network telemetry, requiring intricate design for network or-
chestration and management. In the future, we plan to study
multi-soft-failure localization approaches and design the de-
tailed control procedure.

FUNDING

This work was supported by the National Key R&D Program
of China (2022YFB2903700), the NSFC project (62271078), Xi-
aomi Young Talents Program, and the European Union under
the Italian National Recovery and Resilience Plan (NRRP) of
NextGenerationEU, partnership on “Telecommunications of the
Future” (PE00000001 - program “RESTART”).

REFERENCES

1. H. Mehrvar, S. Li, and E. Bernier, “Dimensioning networks of roadm
cluster nodes,” J. Opt. Commun. Netw. 15, C166—C178 (2023).

2. C.Zhang, J. Li, H. Wang, A. Guo, and C. Janz, “Evaluation of dynamic
optical service restoration on a large-scale roadm mesh network,” IEEE
Commun. Mag. 57, 138—143 (2019).

3. H. Yamamoto, K. Watanabe, H. Date, D. Shimazaki, Y. Fukuchi, and
H. Maeda, “Soft-failure identification and localization method based on
received optical signal quality and repeater nodes’ performance,” in
2023 Optical Fiber Communications Conference and Exhibition (OFC),
(2023), pp. 1-3.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

K. S. Mayer, J. A. Soares, R. P. Pinto, C. E. Rothenberg, D. S. Arantes,
and D. A. A. Mello, “Machine-learning-based soft-failure localization
with partial software-defined networking telemetry,” J. Opt. Commun.
Netw. 13, E122-E131 (2021).

X. Chen, C.-Y. Liu, R. Proietti, Z. Li, and S. J. B. Yoo, “Automating optical
network fault management with machine learning,” IEEE Commun.
Mag. 60, 88-94 (2022).

C. Zeng, J. Zhang, R. Wang, B. Zhang, and Y. Ji, “Multiple attention
mechanisms-driven component fault location in optical networks with
network-wide monitoring data,” J. Opt. Commun. Netw. 15, C9—-C19
(2023).

S. Behera, T. Panayiotou, and G. Ellinas, “Machine learning frame-
work for timely soft-failure detection and localization in elastic optical
networks,” J. Opt. Commun. Netw. 15, E74-E85 (2023).

Q. Zhang, P. Layec, A. Morea, and M. Tornatore, “Cost and power-
consumption analysis for power profile monitoring in optical networks,”
in European Conference on Optical Communication (ECOC), (2023).

X. Liu, H. Lun, L. Liu, Y. Zhang, Y. Liu, L. Yi, W. Hu, and Q. Zhuge, “A
meta-learning-assisted training framework for physical layer modeling
in optical networks,” J. Light. Technol. 40, 2684-2695 (2022).

K. Min, Y. Kim, and H.-S. Lee, “Meta-scheduling framework with coop-
erative learning toward beyond 5g,” IEEE J. on Sel. Areas Commun.
41, 18101824 (2023).

A. Owf, C. Lin, L. Guo, F. Afghah, J. Ashdown, and K. Turck, “A meta-
learning based generalizable indoor localization model using channel
state informations,” in GLOBECOM 2023 - 2023 IEEE Global Commu-
nications Conference, (2023).

S. Mihai, M. Yagoob, D. V. Hung, W. Davis, P. Towakel, M. Raza,
M. Karamanoglu, B. Barn, D. Shetve, R. V. Prasad, H. Venkataraman,
R. Trestian, and H. X. Nguyen, “Digital twins: A survey on enabling
technologies, challenges, trends and future prospects,” IEEE Commun.
Surv. & Tutorials 24, 2255-2291 (2022).

K. S. Mayer, R. P. Pinto, J. A. Soares, D. S. Arantes, C. E. Rothenberg,
V. Cavalcante, L. L. Santos, F. D. Moraes, and D. A. A. Mello, “Demon-
stration of ml-assisted soft-failure localization based on network digital
twins,” J. Light. Technol. 40, 4514—-4520 (2022).

D. Wang, Y. Song, Y. Shi, S. Shen, S. Huang, and M. Zhang, “Recent
advances in digital twin for optical communications,” in 2023 European
Conference on Optical Communication (ECOC), (2023), pp. 1-4.

R. Wang, J. Zhang, F. Musumeci, B. Zhang, Z. Gu, M. Tornatore, and
Y. Ji, “Meta-learning-based failure localization with digital-twin-enabled
multi-mirror models in optical networks,” in 2023 European Conference
on Optical Communication (ECOC), (2023), pp. 1-4.

D. Bega, M. Gramaglia, M. Fiore, A. Banchs, and X. Costa-Pérez,
“Deepcog: Optimizing resource provisioning in network slicing with
ai-based capacity forecasting,” IEEE J. on Sel. Areas Commun. 38,
361-376 (2020).

M. lbrahimi, H. Abdollahi, C. Rottondi, A. Giusti, A. Ferrari, V. Curri,
and M. Tornatore, “Machine learning regression for qot estimation
of unestablished lightpaths,” J. Opt. Commun. Netw. 13, B92-B101
(2021).

M. F. Silva, A. Pacini, A. Sgambelluri, F. Paolucci, and L. Valcarenghi,
“Confidentiality-preserving machine learning scheme to detect soft-
failures in optical communication networks,” in 2022 European Confer-
ence on Optical Communication (ECOC), (2022), pp. 1-4.

H. Wang, T. Fu, Y. Du, W. Gao, K. Huang, Z. Liu, P. Chandak, S. Liu,
P. Van Katwyk, A. Deac et al., “Scientific discovery in the age of artificial
intelligence,” Nature. 620, 47—60 (2023).

L. Z. Khan, J. Pedro, N. Costa, L. De Marinis, A. Napoli, and N. Sambo,
“Data augmentation to improve performance of neural networks for
failure management in optical networks,” J. Opt. Commun. Netw. 15,
57—67 (2023).

D. Das, M. F. Imteyaz, J. Bapat, and D. Das, “A data augmented
bayesian network for node failure prediction in optical networks,” in
2021 International Conference on Atrtificial Intelligence in Information
and Communication (ICAIIC), (2021), pp. 83-88.

|. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley,
S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,”



Research Article ‘

28.
24.
25.
26.
27.
28.
29.
30.

31.

32.

33.

34.
35.
36.

37.

Adv. neural information processing systems 27 (2014).

H. Lun, M. Fu, Y. Zhang, H. Jiang, L. Yi, W. Hu, and Q. Zhuge, “A
gan based soft failure detection and identification framework for long-
haul coherent optical communication systems,” J. Light. Technol. 41,
2312-2322 (2023).

S. Yao, C.-W. Hsu, L. Kong, Q. Zhou, S. Shen, R. Zhang, S.-J. Su,
Y. Alfadhli, and G.-K. Chang, “Data efficient estimation for quality
of transmission through active learning in fiber-wireless integrated
network,” J. Light. Technol. 39, 5691-5698 (2021).

D. Azzimonti, C. Rottondi, A. Giusti, M. Tornatore, and A. Bianco,
“Comparison of domain adaptation and active learning techniques for
quality of transmission estimation with small-sized training datasets
[invited],” J. Opt. Commun. Netw. 13, A56—-A66 (2021).

Z. Sun, C. Zhang, C. Zhang, M. Zhang, B. Ye, C. Xing, and D. Wang,
“An efficient failure detection model based on semi-supervised algo-
rithm for optical networks with limited labeled data,” in 2023 European
Conference on Optical Communication (ECOC), (2023), pp. 1-4.

S. Liu, D. Wang, C. Zhang, L. Wang, and M. Zhang, “Semi-supervised
anomaly detection with imbalanced data for failure detection in optical
networks,” in 2021 Optical Fiber Communications Conference and
Exhibition (OFC), (2021), pp. 1-3.

M. Pourreza and P. Narasimhan, “A survey of faults and fault-injection
techniques in edge computing systems,” in 2023 IEEE International
Conference on Edge Computing and Communications (EDGE), (2023),
pp. 63—71.

M. Rozsival and A. Smrc¢ka, “Netloiter: A tool for automated testing
of network applications using fault-injection,” in 2023 53rd Annual
IEEE/IFIP International Conference on Dependable Systems and Net-
works Workshops (DSN-W), (2023), pp. 207-210.

F. F. d. Santos, P. F. Pimenta, C. Lunardi, L. Draghetti, L. Carro, D. Kaeli,
and P. Rech, “Analyzing and increasing the reliability of convolutional
neural networks on gpus,” IEEE Transactions on Reliab. 68, 663-677
(2019).

F. Musumeci, V. G. Venkata, Y. Hirota, Y. Awaji, S. Xu, M. Shiraiwa,
B. Mukherjee, and M. Tornatore, “Domain adaptation and transfer
learning for failure detection and failure-cause identification in optical
networks across different lightpaths [invited],” J. Opt. Commun. Netw.
14, A91-A100 (2022).

F. Musumeci, G. G. Marchionni, and M. Tornatore, “Cross-task and
cross-lightpath failure detection and localization in optical networks
using transfer learning,” in ICC 2023 - IEEE International Conference
on Communications, (2023), pp. 435—440.

C. Delezoide, P. Ramantanis, and P. Layec, “Streamlined failure local-
ization method and application to network health monitoring,” J. Light.
Technol. 41, 6119-6125 (2023).

Z.-M. Yang, D.-K. Hong, Q. Huang, and Y.-T. Chen, “Fault location
method for optical transmission network based on low density check
matrix,” in 2020 IEEE 20th International Conference on Communication
Technology (ICCT), (2020), pp. 578-582.

L. Wu, J. Cui, J. Zhang, and Y. Ji, “Demonstration of slice fault monitor-
ing and handling for converged optical-wireless access networks,” in
Optical Fiber Communication Conference (OFC) 2021, (Optica Pub-
lishing Group, 2021), p. W6A.44.

R. Wang, J. Zhang, S. Yan, C. Zeng, H. Yu, Z. Gu, B. Zhang, T. Taleb,
and Y. Ji, “Suspect fault screen assisted graph aggregation network for
intra-/inter-node failure localization in roadm-based optical networks,”
J. Opt. Commun. Netw. 15, C88-C99 (2023).

C. Finn, P. Abbeel, and S. Levine, “Model-agnostic meta-learning for
fast adaptation of deep networks,” in International conference on ma-
chine learning, (PMLR, 2017), pp. 1126—1135.



	Introduction
	Related Works
	Network Scenario and Soft-Failures
	Digital-Twin-assisted Meta Learning
	Digital Twin for Generating Training Tasks
	Meta Learning for Localizing Soft Failures

	Experimental setup and Results
	Experimental Setup
	Experimental Results and Discussions
	Testing Accuracy under Different Percentages of OPMs
	Testing Accuracy under Different Combinations of Failure Types
	Pre-training Loss under Different Training Epochs


	Conclusion

