
MCTK: a Multi-modal Conversational Troubleshooting Kit for
supporting users in web applications

Giulio Antonio Abbo
Department of Electronics,

Information and Bioengineering,
Politecnico di Milano

Milan, Italy
giulioantonio.abbo@polimi.it

Pietro Crovari
Department of Electronics,

Information and Bioengineering,
Politecnico di Milano

Milan, Italy
pietro.crovari@polimi.it

Sara Pidò
Department of Electronics,

Information and Bioengineering,
Politecnico di Milano

Milan, Italy
sara.pido@polimi.it

Pietro Pinoli
Department of Electronics,

Information and Bioengineering,
Politecnico di Milano

Milan, Italy
pietro.pinoli@polimi.it

Franca Garzotto
Department of Electronics,

Information and Bioengineering,
Politecnico di Milano

Milan, Italy
franca.garzotto@polimi.it

ABSTRACT
Conversational Interfaces for user assistance are becoming per-
suasive. Today, though, most chatbots are not integrated into the
application in which they are placed, but only superimposed, with
no communication between the conversational and the graphical
interface. We propose Multi-modal Conversational Troubleshoot-
ing Kit (MCTK), a Python package to easily integrate a conver-
sational agent for troubleshooting in web applications. MCTK is
multi-modal: once the system recognizes the problem the user is
encountering, the textual solution in the chat is coupled with visual
hints in the GUI. On top of that, MCTK is easy to configure and
offers separation of concerns: dialogue designers can work on the
conversation without the necessity of modifying the code, and vice
versa.
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1 INTRODUCTION AND BACKGROUND
In the last decades, user assistance – the problem-solving process
that helps users of a specific system – has moved more and more
from manual-based approaches to conversational troubleshooting

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
AVI 2022, June 6–10, 2022, Frascati, Rome, Italy
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9719-3/22/06.
https://doi.org/10.1145/3531073.3534480

methodologies, where the user is not required to read a handbook
or a set of frequently asked questions and is instead actively helped
by a system expert [5]. The automation of this procedure has led to
the rise in popularity of conversational troubleshooting bots. Today,
many tools for conversational problem solving are available on the
market [2, 7]. These can be categorized into two families, according
to the integration paradigm.

The first one comprises all plug-and-play platforms: adopters
can configure their chatbots through a GUI and it is automatically
deployed into a component inserted in the website. However, these
tools are just superimposed on the application: the chatbot is not
aware of what is happening on the website, and vice versa.

The second family includes all those conversational frameworks
that expose an API for the programmers to interact with. However,
these tools are built around the conversation: the implementation of
the conversational interface and the design of the dialogue itself are
intrinsically entangled; a domain or conversational expert cannot
improve the system autonomously and is forced to ask a developer
for support [9].

When the complexity of the tasks arises, an effective troubleshoot-
ing could benefit from multi-modal assistance, juxtaposing the
textual messages with visual hints on the graphical user inter-
face [4, 6, 8]. For this reason, we propose MCTK, Multi-modal
Conversational Troubleshooting Kit, a prototype system that al-
lows to easily design and integrate a conversational agent into a
web application. When MCTK is integrated into a web application,
the user can ask a question through the chat, and the system dis-
plays a textual solution in the chat together with visual hints in the
graphical interface to guide the user.

To the best of our knowledge, MCTK is the first conversational
troubleshooting toolkit designed to be multi-modal, extensible, and
to follow the separation of concerns: the conversation design is de-
tached from the implementation, meaning that a dialogue designer
can change the behaviour of the system without interventions on
the code, and, in the same way, interventions on the code are not
linked with the behaviour’s configuration.
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Our work paves the ground for a new generation of conver-
sational agents, able to actively support the user in their tasks,
providing intuitive guidance even in complex settings.

2 MCTK:MULTI-MODAL CONVERSATIONAL
TROUBLESHOOTING KIT

2.1 Design Requirements
MCTK is a framework to provide multi-modal conversational trou-
bleshooting. Embedding MCTK into a website allows users to de-
scribe the issue they encountered to a chatbot, and receive multi-
modal suggestions – text messages in the chat and visual hints in
the GUI – on how to solve it accordingly.

Contrarily to most used chatbot frameworks, we want MCTK
to natively support multi-modality: if a user poses a question, the
response should not only provide the answer but also point out
graphically which elements of the graphical interface are related to
the specific question [3].

We aim at separation of concerns: the deployment of MCTK and
its configuration must be loosely coupled, such that the conversa-
tion designer can modify the chatbot without any programming
knowledge required.

Finally, we require extensibility, both for the introduction of
new types of issues and the inclusion of new interface items in the
troubleshooting system.

2.2 How it works
We can describe the action of MCTK in four steps, as shown in
Figure 1. (1) The system receives an issue description from the
interface and the set of functionalities (modules) that are active on
the screen. (2) An external natural language understating engine is
trained with sample utterances to extract the problem type from
the user sentences [1]. (3) This information is used to identify
the problem that is causing the issue, and then retrieve the list of
possible solutions. (4) These solutions are finally communicated to
the users, through a sentence in the chat, that guides them through
the resolution and some visual hints that suggest where to operate
on the interface.
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+
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Problem
Identification

Solution 
Identification
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+
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Figure 1: Operative workflow of MCTK

The system is built around the Configuration Table, a data struc-
ture representing connections between problems and solutions in a
specific field of application; its structure is represented in Table 1.

Each column represents a problem type and each row is a param-
eter of a module; a module can span multiple lines, one for each of
its parameters. If a specific parameter is linked to a problem type,
the corresponding cell will contain an identifier corresponding to
an utterance, contained in a separate table. This structure balances
maintainability, relevant when reading and updating the table, with
extensibility, which is important when expanding the table with
new problem types and solutions.

MCTK is currently implemented as a Python package. To use
it, it is sufficient to initialize it with the Configuration Table data.

Table 1: Structure of the Configuration Table.

Module Parameter problem1 problem2 problemN
moduleA param1 utternace1 utterance2
moduleA param2 utternace3 utterance4
moduleB param3 utterance5

Then, when provided with the user question and the context data,
it returns the response and the information to update the graphical
interface. The developer can display this information as preferred,
or use some ready-to-use frontend components that speed up the
integration.

A preliminary assessment with 3 developers and 3 conversation
designers shows that both successfully used MCTK in autonomy.
In addition, we extended a simple tool for clustering analysis with
MCTK, to explore its troubleshooting ability, as shown in Figure 2.
The chatbot was able to help users in improving their analysis
for all 10 users who tried the application, even if they had never
done a clustering analysis before. Users especially appreciated the
multi-modality of the answers and the support received from the
chatbot.

Figure 2: MCTK in action. When a user describes a problem,
MCTK replies with a textual suggestion and and providing
visual hints on the interface

3 CONCLUSION
We propose MCTK, a framework that allows multi-modal trou-
bleshooting: guiding through the conversation and highlighting
the relevant parts of the graphical interface. Users can describe
their issues using natural language, MCTK identifies the underly-
ing problem and proposes (textually and graphically) an executable
solution.

MCTK aims at being easy to configure, maintain, and extend, as it
is based on two simple tables that do not require specific knowledge
to be edited. Further study will assess rigorously the effectiveness
of the kit and its ease of use. Despite MCTK being still a prototype,
we aim at distributing it as an open-source Python package to be
easily integrated into any web application.
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