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Abstract This paper discusses the robustness of machine learning-based
intrusion detection systems (IDSs) used in the Controller Area Networks
context against adversarial samples, inputs crafted to deceive the system.
We design a novel methodology to deploy evasion attacks and address the
domain-specific challenges (i.e., the time-dependent nature of automotive
networks) discussing the problem of performing online attacks. We eval-
uate the robustness of state-of-the-art IDSs on a real-world dataset by
performing evasion attacks. We show that, depending on the targeted
IDS and the degree of the attacker’s knowledge, our approach achieves
significantly different evasion rates.

1 Introduction

Machine learning (ML) techniques have been successfully exploited in several
tasks from image identification [5] to the detection of malware [11] and in-
trusions [13]. In particular, ML methods have been applied in the automotive
domain [1, 16, 26], where they are implemented in IDSs that aim at detecting
anomalies in the CAN bus data stream, which is composed of network pack-
ets transmitted by the Electronic Control Units (ECUs). Although effective in
detecting malicious behaviors, machine learning models are vulnerable to adver-
sarial attacks: it is possible to significantly worsen their performance through
adversarial samples [6, 36], which are inputs crafted by iteratively perturbing
legitimate samples until the detector misclassifies them. In addition, due to the
transferability property [12, 36], an attack against a machine learning system
can be effective against a different, potentially unknown, target system [35]. Ad-
versarial attacks have been widely studied in the image classification domain,
but, no study has yet targeted the automotive domain, whose security, similarly
to other CPSs, directly affects users’ safety. In fact, the automotive domain is
characterized by inherent challenges that make existing solutions not directly
applicable.

In this paper, we study the feasibility of the application of adversarial ma-
chine learning to the automotive context by developing a novel approach to
perform evasion attacks against IDSs. Our approach extends existing methods
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for crafting adversarial samples (i.e., CAN packets) and considers the challenges
of the domain under analysis. Differently from related works in which the ad-
versarial samples are generated offline independently from the current status
of the data stream (i.e., perturbed pixels in an image), in this work, we fo-
cus on generating adversarial samples online, which must be coherent with the
constraints imposed by the automotive data stream (e.g., the generated sample
must ”follow” the dynamic of the vehicle) while maintaining the properties of
known automotive attacks, which generally require multiple malicious packets
to achieve their goal. In other words, we generate evasive attacks that depend on
the history of data transmitted until the injection while concealing multiple at-
tack packets. To do so, starting from known attacks, we iteratively perturb each
of their payloads to produce a new but evasive sequence of packets that evades
a surrogate detection system (i.e., Oracle). When a generated packet evades the
Oracle, exploiting the transferability property, we inject it into the data stream
of the target IDS. In addition, we model an attacker with different degrees of
knowledge: Black Box, with zero knowledge of the target system; Gray Box, with
partial knowledge of the system; White Box, with complete knowledge of the sys-
tem. Using a real-world dataset of CAN packets [40], we evaluate the security
of state-of-the-art IDSs against our approach, demonstrating that it is possible
to reduce the detection capabilities of the IDS without heavily modifying the
attack’s effects on the vehicle. However, the effectiveness of the adversarial at-
tack substantially depends on the targeted IDS and the degree of the attacker’s
knowledge. Interestingly, our results demonstrate that the constraint imposed by
the automotive domain severely limits the attacker’s room for maneuver, directly
impacting the effectiveness of the attacks.

Our contribution are the following:

– We present a novel approach for performing evasion attacks against IDSs
under different degrees of attacker’s knowledge and simulating the behavior
of different attacks. To do so, we generate evasive adversarial inputs from
existing attacks.

– We study the robustness of automotive IDSs against evasive inputs generated
using our novel approach.

2 Background and Related Works

Controller Area Network (CAN) has been the de-facto standard communication
protocol for vehicular on-board networks since ’80. In brief, it is a bus-based
multi-master communication protocol whose data packets are composed mainly
of an ID and a payload (and a set of flags and control fields). For further details on
the CAN specification, we refer the reader to [37].CAN security weaknesses are
nowadays well known and discussed in multiple works [23,39]. As demonstrated
by Miller and Valasek in [30,31], one of the most common known vulnerabilities
derives from the lack of authentication of messages on CAN. A node should not
be allowed to send IDs that it does not own, but there is no mechanism to enforce
this rule. Therefore, an attacker that takes control of an ECU that has access
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to a CAN bus can ideally send any ID and payload. In worst-case scenarios, the
attacker is also capable of silencing the owner of the packet to avoid conflicts, as
presented in [25]. In brief, an attacker may affect the payload and flow of packets
on the bus.

To recognize in-vehicle network attacks, researchers have proposed multiple
Intrusion Detection Systems (IDSs), which can be classified in flow- and payload-
based approaches following Al Jarrah et al.’s [1]. Flow-based approaches [9, 21,
29,32] extract distinct features, such as frequency and period, from messages on
the network. However, the main weakness of such systems is their incapability to
comprehend the content of the packet’s payload, making them blind to attacks
that do not modify the flow of the network. To fill such a gap, payload-based
approaches study the content of the payload of frames to recognize patterns
and, from those, anomalies. Aside from rule-based anomaly recognition, which
is limited by the necessity of writing specific rules for each ID and each anomaly,
researchers have started designing systems that attempt to recognize such pat-
terns automatically. Stabili et al. [38] propose a solution based on the hamming
distance between the payloads of different packets. More often, to automatize
the recognition of patterns and thresholds, solutions are based on machine learn-
ing algorithms: LSTM autoencoders [26], deep neural networks [19], RNN [27]
have all been proposed as anomaly detectors for CAN. Finally, researchers have
proposed various multi-stage IDSs that propose ensembles of flow- and payload-
based systems [33].

2.1 Related Works on Adversarial Machine Learning

Adversarial machine learning attacks can be divided into Evasion and Poisoning
attacks [2]. Evasion attacks occur at detection time, and their goal is to perturb a
malicious input to convince the model to misclassify it as non-malicious. In poi-
soning attacks, instead, the attacker injects carefully crafted malicious samples
into the training set to mis-train the model and create a ‘backdoor’ that can be
exploited in subsequent attacks. Many studies and examples have been published
in recent years, such as [4,6,8,15,34]. In this work, we focus on evasion attacks.
Ibitoye et al. [18] survey various adversarial machine learning approaches, most
of which modify each input element just once, tailored to attack, for instance,
image analysis algorithms. Instead, our target IDSs use a self-supervised ap-
proach: they analyze a sliding window of payloads. Once one of the payloads
of the input window has been modified, the subsequent input will be the pre-
vious window shifted by one, thus including the just modified payload. Such
algorithms, if applied to our context, will modify each payload more than once,
rapidly leading to a complex combination of modifications to deal with. Huang
et al. [17] propose two algorithms for evading point generation. They are called
Genetic Attack (GA) and Probability Weighted Packet Saliency Attack (PW-
PSA). The paper specifically focuses on evading LSTM-based IDSs, and it is the
most similar work to our approach. Li et al. [22] adapt to the automotive domain
FGSM [15] and BIM [20], which are two fast gradient-based method to compute
adversarial samples. The attacker increases the classification error by applying
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the gradient ascent of the cost function: it adds random noise in the direction of
the gradient ascent of the cost function. Their approach is white-box only and
assumes to modify a pre-recorded CAN log before injecting it.

Discussion w.r.t. the state of the art. Most algorithms are designed to op-
erate on images. They assume that the input features can be slightly modified
without substantially changing the meaning of what they represent. As the fea-
tures used by our models are single bits, this assumption does not hold, and such
algorithms cannot be directly applied. Other approaches modify cyber-attacks
and deceive IDSs. Nevertheless, such approaches do not apply to our threat
model. For instance, the GA and PWPSA approaches are thought to perturb
DoS attacks. This is a major constraint since, in a packet of a DoS attack, the
payload content is irrelevant. On the contrary, our approach modifies precisely
the payload of the packets. Moreover, such approaches do not modify the original
attack’s payloads but focus on other features. Finally, Li et al. [22] and Huang
et al. [17] are designed to modify the original attack offline, meaning that they
turn an attack into an adversarial point before injecting such an attack into the
target system. This is an important difference because such approaches alter
each packet of the input, considering all the other packets that precede or follow
it in the attack. On the contrary, our approach is an online approach, which
alters one packet at a time, only considering the ones already transmitted and
ignoring all the attack payloads yet to be transmitted.

3 Threat model

Informally, we imagine an attacker generating an automotive attack and test-
ing various evasion techniques on it to bypass an automotive IDS and have its
attack successfully executed. At this point, we require to make an assumption
regarding the behavior of CAN packets: given a CAN attack consisting of a
sequence of payloads, switching a few bits for each of its payloads only barely
changes the effect that the attack has on the vehicle; moreover, such change is
proportional to the number of bits switched. This assumption does not always
hold, depending on the type of packet, attack, and position of the switched bit.
However, to obtain an extended evaluation of the capabilities of different ad-
versarial attacks on multiple types of packets without having access to multiple
DBC files (automakers proprietary files that describe the meaning of each packet
in the network), we assume that this concept, although not perfectly, describes
the general behavior of the network. We can define different scenarios according
to which details of the target IDS the attacker knows. We formalize the threat
model following the framework proposed by Biggio et al. in [5], which is, in turn,
derived from [2,3].

Attacker’s goal. The attacker’s goal can be defined along three dimensions:
security violation, attack specificity and error specificity. The security violation
is against integrity, as our goal is to inject attacks that evade detection without
compromising the normal operations of the IDS. The specificity is targeted, as
our main goal is to modify malicious samples while leaving the non-anomalous
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ones untouched. Finally, the error specificity is specific, as we want the modified
inputs to be specifically misclassified as non-anomalous.

Attacker’s knowledge. This aspect defines what the attacker knows about the
target IDS. It can be defined as a tuple (D, f,w), where D is the training set, f
is the learning algorithm, and w is the set of hyperparameters. These elements
can be either known or unknown. We will mark an unknown element with a hat
(e.g., D̂ means that the training set is unknown by the attacker). We formalize
three different scenarios: white-box, gray-box, and black-box.

In thewhite-box scenario, the attacker fully knows target system: (D, f,w).
In the black-box scenario, the attacker knows nothing about the target system:
(D̂, f̂ , ŵ). In the gray-box scenario, the attacker knows the learning algorithm:
(D̂, f, ŵ).

Attacker’s capability. It defines the attack influence and a set of data ma-
nipulation constraints. In evasion attacks, also called exploratory attacks, the
attacker manipulates only the test set [7]. Among the manipulation constraints,
we specify how the attack payloads should be manipulated: the attacker can only
modify the payloads already belonging to the attack and not the others. The
manipulated payloads should be as close as possible to the original payloads to
have a similar effect on the vehicle. The distance metric used is the Hamming
distance. Moreover, the attacker operates in a real-time fashion: she modifies
the payloads in the same order in which they appear in the attack. In this way,
each payload is modified, considering previous modifications already applied to
previous payloads. As previously mentioned, this is a requirement for CAN since
the attacker must transition from an authentic data stream to a tampered one.

Attack strategy. The strategy defines the attack in terms of an objective func-
tion. Our objective function can be formalized as x̂ = argminx∗δ(x∗, x′) s.t.F(x∗) =
ynormal, where x̂ is the manipulated payload, F is an automotive IDS trained
according to the adopted knowledge scenario, x′ is the original attack payload,
δ is the Hamming distance, and ynormal is the output of F when no attack is
detected. The attacker optimizes this function for each payload belonging to
the attack. The distance we want to minimize is the Hamming distance, i.e.,
the number of switched bits in each payload, because we want the effect of the
modified payload to be as close as possible to the effect of the original attack
payload, as mentioned in the assumption discussed in Section 3.

4 Approach

The goal of this work is to study the feasibility of evasion attacks against CAN-
based automotive IDSs, depending on the attacker’s knowledge of the defending
system. In particular, we start from non-evasive automotive attacks (i.e., primary
attacks) and perturb them into evasive ones (i.e., secondary attacks). We based
our approach on [7] and [10], where the idea of using an oracle was effective. An
oracle can be thought of as an IDS controlled by the attacker, used to emulate
a real-world IDS and test the evasive properties of an attack before actually
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Figure 1: Overview of our approach: The attack payload is morphed by switching
one of its bit (1,2) until it is not detected by the Oracle (3).

injecting it. To generate the candidate evasive points to test, we used a Morpher
as introduced in [10]. A Morpher is a component that, given an input x0, returns
a set {x1, ..., xn} of n different elements, each of which is obtained by slightly
modifying x0. The generated elements are then tested against the Oracle. An
evasive point is an element xl ∈ {x1, ..., xn} s.t. xl is not classified by the Oracle
as malicious. Denoting the Morpher as M and writing M(x0) = {x1, ..., xn}, we
can write xl = argminx∗∈M(x0)δ(x

∗, x0) s.t. F(x∗) = ynormal. A very similar
approach is proposed by Huang et al. in [17], where the concepts of Oracle and
Morpher are used in a similar way as in our definition. However, their work
focuses specifically on Denial of Service (DoS) attacks in a standard network
and would not be applicable “as is” to the automotive domain.

The idea behind our approach is to start from a non-modified automotive
attack that is likely to be detected by an IDS (primary attack) and modify it
into a second attack which is not only very similar to the one in input but is
also able to evade the target IDS (secondary attack). To do so, we use the Mor-
pher to generate a given amount of slight modifications of the primary attack.
Specifically, once the Morpher modifies the attack, each modified attack is tested
against the Oracle. If the oracle does not detect one of the attacks, we consider
that attack as an evading point. If none of the modified attacks is an evading
point, we proceed in a greedy way selecting the ’less detected’ output element
(the one that generated the lowest anomaly score while still being over the de-
tection threshold) and modifying it once again, repeating the process until an
evading point is found or a termination condition is met. Figure 1 presents an
overview of our approach.

ML-based IDSs and Oracle. An ML-based IDS is used to recognize different
attacks which may be detected in a network. To do so, it analyzes the traffic and
computes a measure of how likely the input is to contain an attack (anomaly
score). This score is then compared with a threshold, generally fixed upon train-
ing: if the score is below the threshold, the input is classified as benign, otherwise
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as anomalous. An Oracle is an IDS in its own right but is not used for defensive
purposes. Instead, it is created and trained by an attacker to understand how
likely it is for an attack to be detected. In more formal terms, it returns the
anomaly score, an index of how likely the input is to be classified as anomalous
by the target IDS. Given our approach, it is necessary to obtain the anomaly
score and not only a binary detection value since we sort the various inputs by
anomaly score. It is immediate to notice that the proposed approach is more
successful the more the Oracle is similar to the IDS.

Morpher. As sketched in Figure 1, the Morpher is a component that returns
a set of different alterations of the same input. To do so, it switches all the
bits of the given input, one for each output element. Assuming that the input
packet payload x0,0 is composed of n bits, our implementation of the Morpher
returns n different modifications {x0,1, ..., x0,n} of the input, each one obtained
by switching a different bit of x0,0. Let α0,0 be the anomaly score of x0,0 and
θ be the Oracle’s classification threshold. All the elements of the output set
are tested against the Oracle, and the one with the lowest anomaly score is
selected. Let x0,l be such element and α0,l its anomaly score, with 1 ≤ l ≤ n. If
α0,l < α0,0 and α0,l < θ, then x0,l is an evasive point and is returned; otherwise,
if α0,l < α0,0 but α0,l > θ, then we set x1,0 = x0,l and x1,0 is in turn fed to
the Morpher, and another iteration takes place. The particular case in which,
at a certain iteration i, αi,l > αi,0 is discussed later on. It is worth noting that
there are no guarantees on the termination of the algorithm. This is due to the
algorithm potentially ending in a local minimum that remains over the detection
threshold or, depending on the IDS taken into consideration, due to the global
minimum of the function not being under the threshold. To address this, we
apply a standard termination policy, setting a maximum number of iterations
before the process is forcefully stopped without finding an evading point. It
is then necessary to address the issue of what the algorithm should do if this
case happens and an evading point is not found. There are two possible courses
of action: raise a failure and stop the process or continue the attack with the
best alteration that was produced, even if it is not sufficiently evasive. Finally,
another particular case to analyze is the one in which αi,l > αi,0. As we want
the anomaly score of the altered attack to eventually go below the threshold θ,
the most straightforward way is to select a monotonic non-increasing sequence
of anomaly scores. When, at the end of a generic iteration i, the best score αi,l

is higher than the anomaly score of the input αi,0 (which is the lowest anomaly
score in the previous iteration, αi−1,l), it means that the anomaly score cannot be
lowered further by just switching a single bit. Once again, different policies can
be adopted: we can raise a failure and decide that the input cannot become an
evasive point, or we can select xi,l as input for another iteration. To avoid moving
away from a local minimum point of the function and with the computation
overhead in mind, we choose the latter for our approach.
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5 Experimental Validation

The goal of our experiments is twofold: (1) Evaluate the impact on the detection
performances of evasive attacks by comparing the detection rate of the IDSs
against primary attacks (i.e., baseline performance) with the detection rate of the
same IDSs against secondary attacks, in black- grey- and white-box scenarios;
(2) Statistically measure the number of perturbated bits required to obtain a
secondary evasive attack. To simulate the white, grey, and black box scenarios, we
build the secondary attacks using different Oracles. We then test the secondary
attacks against all the IDSs, measuring Recall and FPR. Evaluating FPR is
necessary since it is important to understand whether a given IDS is detecting
the secondary attacks due to the attacks not being evasive enough or because it
has the general tendency of considering many packets as anomalous even when
they are not.

Datasets. We execute our experiments on ReCAN [40], an automotive CAN
dataset gathered from real-world vehicles. We chose the data related to the
vehicle with dataset ID C-1 (an Alfa Giulia Veloce) since it has the longest
recordings (more than 20 million rows in total). We exploit the three longest
continuous logs (1,3, and 9) for our scope: to perform training and validation we
use datasets 9 and 1, and divide the data in a standard 70% - 30% split. More in
detail, we use dataset 1 to train both the defending IDSs and the Oracles in the
White-box scenario and dataset 9 to train the surrogate Oracles in the Black-
box and Gray-box scenarios. From now on, we refer to dataset 1 as “DEF” and
dataset 9 as “ATK”. To test the attacks, we use dataset 4, in which we inject
the attacks generated through the attack tool from [24].

Selected CAN IDs. To perform our experiments, we select candidate CAN
IDs representing the types of signals most commonly transmitted on CAN. In
particular, we categorize CAN IDs by extracting their signals with READ [28]
a signal extraction tool that analyses a record of CAN traffic and, for each
CAN-ID, tries to reconstruct the signals contained in its payloads. Then, we
analyze their features (i.e., frequency of bit flipping, presence of patterns, signal
variance, autocorrelation, signal length). Each detected signal can be of one of
the following types: PHYSVAL, if signals that carry readings from sensors;
COUNTER, if signals have a value that constantly increases or decreases by 1
w.r.t. the value in the previous payload; CRC if signals that contain a checksum
of the payload; BINARY, if signals are only 1 bit long. The bits of a payload
are not constrained to belong to a signal. Bits that never change are not assigned
to any signal and are thus ignored. In our work, only bits belonging to signals
are used as features of the IDSs, are modified when building an attack, and are
considered by our approach in the search for an adversarial point. We obtain
the six ID classes presented in Table 1. For each class, we choose the ID with
the highest number of payloads from the dataset in order to improve the quality
of the trained model. Moreover, in the reminder, we refer to the set of bits of a
payload belonging to a signal as the set of switchable bits, which represents the
set of features of our IDSs and Oracles.
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Table 1: Different classes of CAN IDs depending on the identified properties of
their payloads, including the number of bits that change in each of the payloads.

Class
Num-
ber

Payload properties ID
#
bits

Class 1 Payloads assume up to 10 different values 420 15
Class 2 Bits of the payload flip up to 10 times 226 1
Class 3 All signals of the ID follow a pattern 416 38
Class 4 Only one-bit signals in the payload 1FC 2
Class 5 PHYSVAL are ≥ 4 bits long and highly auto-correlated 0EE 56
Class 6 None of the above (unclassified) 2ED 23

5.1 Attacks generation

Attacks against CAN can be divided into injection, masquerade, and denial of
service attacks [1, 26]. In the first case, the malicious packets are new packets
added to the dataset, while in the second, the malicious packets are generated
by modifying already existing packets. Denial of Service attacks can be imple-
mented by means of flooding (i.e., injection) or by disconnecting a node from
the network [14] (i.e., drop). In this work, we avoid considering attacks that can
be easily detected through frequency-based analysis and focus on masquerade
and drop attacks.

Drop. A sequence of packets is removed from the dataset, and the first packet
after the attack is marked as tampered, as it is the point at which the IDS should
detect the attack.

Fuzzy. Every signal in every attack payload is replaced with a random string of
bits.

Replay. Simulates a replay attack. The target sequence of payloads is replaced
with a sequence of the same length sniffed from previous traffic.

Seamless Change. In the target sequence of payloads, the signals that represent
physical values are replaced with a sequence of values that continuously increase
or decrease until a target value is reached. In our implementation, the target
value is a random binary string.

5.2 Intrusion Detection Systems and Oracles

We evaluate our approach against various classes of IDSs found in the litera-
ture [1, 26, 38]. We implemented total of 7 payload-based IDSs for CAN, which
we deem representative of the various identified classes:

Small-LSTM. RNN with two layers of LSTM cells and one Dense output layer.

Small-GRU. RNN with two layers of GRU cells and one Dense output layer.

Large-GRU. RNN with four layers of GRU cells and one Dense output layer.

CANnolo [26]. Autoencoder based on LSTM cells that takes as input a sliding
window of 40 packets.
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NN. Simple Neural Network with two hidden layers of the Dense type. The
input is the entire dataset to be tested, which is compressed and decompressed.

VAR. The input is composed of a window of 2 consecutive payloads. Using a
Vector Auto Regressive model, the first payload is used to compute the one-step-
ahead predictor of the next payload, and such prediction is then compared with
the second payload in input.

Hamming (adapted from [38]). Model that takes as input a window of 3
consecutive payloads, and the analyzed property is the sum of the Hamming
distances between the payloads. If the result is included in a range of accepted
values, the input is marked as non-anomalous, otherwise as anomalous.

5.3 Exp. 1: Impact of AML Attacks on Detection Performances

We consider all the available primary attacks and turn them into secondary
attacks using all the available Oracles. For each CAN-ID, we have 4 different
primary attacks and 14 different Oracles (7 trained with the DEF train-set and
7 trained with the ATK train-set). In total, we can generate 56 secondary attacks
for each CAN-ID. The tested defending IDSs are only trained on the DEF train-
set. For the sake of simplicity, in the following subsections, we report the average
performances per ID in Table 2a and attack in Table 2b. The different scenarios
we take into consideration are:

White-box. The attacker can build an Oracle which has both the same archi-
tecture and train-set as the IDS. Thus, Oracles are trained on the DEF dataset,
and we tested each secondary attack only against the IDS having the same ar-
chitecture as the Oracle used to generate it.

Black-box. The attacker can only build an Oracle that share neither the archi-
tecture nor the train-set with the IDS. Thus, Oracles are trained on the ATK
dataset, and we tested each secondary attack only against the IDSs having a
different architecture as the Oracle used to generate it.

Gray-box. The attacker can build an Oracle that has the same architecture of
the IDS but is trained on another dataset. Thus, Oracles are trained on the ATK
dataset, and we tested each secondary attack only against the IDS having the
same architecture as the Oracle used to generate it.

Discussion on results. The results of Experiment 1 are presented in Ta-
ble 2b and Table 2a. The easiest detected primary attacks are Fuzzy and Seam-
less Change, as they actively modify the payloads. The impact on the detection
performances of the secondary attacks depends more on the targeted CAN ID
than the type of attack: Attacks onClass 2 IDs (few flips in the payload) achieve
a small baseline (primary attack) recall; thus the reduction of the performances
caused by the secondary attacks is limited. Attacks on Class 4 IDs (one-bit
signals payloads), on the contrary, show a high baseline recall, and thus the im-
pact of the secondary attack is more evident, with a reduction of the detection
rate up to 43%. Attacks on Class 1 and Class 3 IDs often obtain a very high
baseline Recall. However, the reduction caused by the secondary attacks is not
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Table 2: Average performance of evasion attacks over all the attack types. The
grey row represents the recall baseline of the IDSs against primary attacks. The
performance is represented as the delta between the secondary and the primary
attacks.

DEF (IDS) DEF (IDS)
Class 1 Class 4

[26] L. GRU NN S. GRU S. LSTM Hamm. VAR [26] L. GRU NN S. GRU S. LSTM Hamm. VAR
Baseline 0.80 0.81 0.78 0.81 0.81 0.38 0.50 0.98 0.98 0.12 0.98 0.98 0.43 0.00
W.B. 0.00 -0.01 0.00 -0.18 -0.18 -0.38 -0.31 0.00 -0.25 -0.12 -0.25 -0.25 -0.43 0.00
[26] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.25 -0.25 0.00 -0.25 -0.25 0.00 0.00
L. GRU 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.12 0.00 0.00 -0.18 0.00
NN 0.00 0.00 0.00 0.00 0.00 +0.01 0.00 -0.25 -0.27 -0.12 -0.25 -0.31 -0.43 0.00
S. GRU 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.25 -0.25 -0.01 -0.25 -0.25 -0.03 0.00
S. LSTM 0.00 0.00 0.00 0.00 0.00 +0.01 +0.01 -0.25 -0.27 -0.12 -0.25 -0.31 -0.43 0.00
Hamm. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.04 0.00 0.00 -0.08 0.00A

T
K

(O
ra

c
le
)

VAR -0.02 -0.03 -0.17 -0.02 -0.08 -0.35 -0.18 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Class 2 Class 5

[26] L. GRU NN S. GRU S. LSTM Hamm. VAR [26] L. GRU NN S. GRU S. LSTM Hamm. VAR
Baseline 0.56 0.00 0.28 0.00 0.00 0.19 0.00 0.97 0.97 0.48 0.75 0.84 0.00 0.02
W.B. -0.13 0.00 -0.28 0.00 0.00 -0.19 0.00 -0.34 -0.48 -0.36 -0.50 -0.48 0.00 -0.02
[26] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L. GRU 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 -0.38 -0.04 -0.18 -0.23 0.00 0.00
NN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.01 -0.08 -0.01 -0.01 0.00 +0.02
S. GRU 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.19 -0.34 -0.16 -0.31 -0.30 0.00 -0.01
S. LSTM 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.21 -0.28 -0.05 -0.15 -0.17 0.00 +0.01
Hamm. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00A

T
K

(O
ra

c
le
)

VAR -0.45 0.00 -0.19 0.00 0.00 -0.19 0.00 0.00 -0.02 0.00 0.00 0.00 0.00 -0.01
Class 3 Class 6

[26] L. GRU NN S. GRU S. LSTM Hamm. VAR [26] L. GRU NN S. GRU S. LSTM Hamm. VAR
Baseline 0.91 0.98 0.65 0.95 0.91 0.70 0.67 0.72 0.36 0.17 0.37 0.39 0.04 0.05
W.B. 0.00 0.00 0.00 0.00 0.00 -0.70 0.00 -0.01 -0.35 -0.17 -0.36 -0.39 -0.04 -0.05
[26] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L. GRU 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 -0.27 -0.04 -0.28 -0.30 -0.04 -0.05
NN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 +0.01 -0.02 +0.01 +0.02 -0.04 -0.05
S. GRU 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.14 -0.23 -0.06 -0.21 -0.23 -0.04 -0.05
S. LSTM 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.24 -0.29 -0.09 -0.32 -0.33 -0.04 -0.05
Hamm. 0.00 0.00 +0.13 0.00 0.00 -0.03 +0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00A

T
K

(O
ra

c
le
)

VAR 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 +0.01 0.00 0.00 0.00 -0.05

(a) Divided by CAN ID class.

DEF (IDS) DEF (IDS)
Drop Replay

[26] L. GRU NN S. GRU S. LSTM Hamm. VAR [26] L. GRU NN S. GRU S. LSTM Hamm. VAR
Baseline 0.49 0.53 0.10 0.50 0.49 0.11 0.11 0.87 0.67 0.22 0.54 0.60 0.03 0.11
W.B. -0.16 -0.18 -0.02 -0.16 -0.17 -0.11 0.00 -0.06 -0.18 0.00 -0.30 0.00 -0.03 0.00
[26] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.17 -0.17 0.00 -0.17 0.00 0.00 0.00
L. GRU -0.13 -0.16 0.00 -0.14 -0.16 0.00 0.00 -0.11 -0.02 +0.07 +0.07 +0.04 0.00 0.00
NN 0.00 -0.01 0.00 0.00 0.00 0.00 0.00 -0.17 -0.17 0.00 -0.17 -0.17 0.00 0.00
S. GRU -0.13 -0.16 0.00 -0.15 -0.15 0.00 0.00 -0.26 -0.17 +0.02 -0.15 -0.15 0.00 0.00
S. LSTM -0.14 -0.17 0.00 -0.15 -0.15 0.00 +0.01 -0.30 -0.17 +0.05 -0.10 -0.11 0.00 +0.01
Hamm. 0.00 0.00 +0.06 0.00 0.00 -0.03 0.00 0.00 0.00 +0.07 0.00 0.00 +0.02 0.00A

T
K

(O
ra

c
le
)

VAR 0.00 0.00 0.00 0.00 0.00 0.00 +0.01 -0.01 -0.02 -0.04 -0.01 -0.04 0.00 +0.01
Fuzzy Seamless Change

[26] L. GRU NN S. GRU S. LSTM Hamm. VAR [26] L. GRU NN S. GRU S. LSTM Hamm. VAR
Baseline 0.98 0.82 0.70 0.83 0.83 0.56 0.38 0.96 0.71 0.64 0.71 0.72 0.46 0.38
W.B. -0.04 -0.24 -0.32 -0.23 -0.23 -0.56 -0.10 -0.05 -0.12 -0.28 -0.16 -0.15 -0.46 -0.10
[26] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L. GRU -0.01 -0.17 -0.12 -0.15 -0.15 -0.09 -0.04 0.00 -0.08 -0.08 -0.08 -0.09 -0.06 -0.04
NN 0.00 0.00 -0.07 0.00 -0.02 -0.14 +0.01 0.00 0.00 -0.08 0.00 -0.01 -0.14 +0.01
S. GRU -0.01 -0.13 -0.06 -0.13 -0.12 -0.04 -0.04 +0.01 -0.09 -0.11 -0.09 -0.09 -0.01 -0.04
S. LSTM -0.01 -0.15 -0.12 0.16 -0.17 -0.17 -0.03 -0.02 -0.07 -0.10 -0.08 -0.11 -0.13 -0.03
Hamm. -0.15 0.00 -0.10 0.00 0.00 -0.10 0.00 -0.15 0.00 -0.10 0.00 0.00 -0.10 0.00A

T
K

(O
ra

c
le
)

VAR 0.00 0.00 -0.03 0.00 -0.01 -0.15 -0.06 0.00 -0.01 -0.04 0.00 -0.01 -0.08 -0.06

(b) Divided by attack type.
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Table 3: Switched bits in the Replay attack by the training set, Oracle, and
CAN ID Class. We report the minimum, the maximum, and the average number
of bits switched in a single payload, the variance of the distribution, and the
number of payloads left unmodified. A row is set to ‘-’ when no bit has been
switched in all payloads.

Class 1 Min Max Avg Var Unmodified Class 5 Min Max Avg Var Unmodified

CANnolo - - - - 173.0 CANnolo 5.00 14.00 6.89 3.07 152.88
L. GRU 2.00 2.00 2.00 0.00 172.00 L. GRU 2.00 12.00 6.00 6.15 221.88

NN - - - 0.00 173.00 NN - - - - 0.00
S. GRU 2.00 2.00 2.00 0.00 51.00 S. GRU 1.00 8.00 1.81 1.32 30.88
S. LSTM 2.00 2.00 2.00 0.00 51.00 S. LSTM 1.00 20.00 4.13 12.67 87.00
Hamming - - - 0.00 0.00 Hamming - - - - 0.00

DEF

VAR 1.00 2.00 1.29 0.21 0.00 VAR - - - - 0.00

CANnolo - - - - 173.00 CANnolo 1.00 1.00 1.00 0.00 120.00
L. GRU - - - - 173.00 L. GRU 1.00 25.00 6.77 17.74 46.00

NN - - - - 173.00 NN - - - - 0.00
S. GRU - - - - 173.00 S. GRU 1.00 12.00 2.46 2.79 48.00
S. LSTM - - - - 173.00 S. LSTM 1.00 15.00 4.15 7.80 97.00
Hamming - - - - 0.00 Hamming - - - - 0.00

ATK

VAR 1.00 2.00 1.29 0.21 0.00 VAR 4.00 11.00 5.39 4.39 7.00

Class 3 Min Max Avg Var Unmodified Class 6 Min Max Avg Var Unmodified

CANnolo - - - - 172.00 CANnolo 1.00 3.00 1.60 0.80 214.00
L. GRU - - - - 172.00 L. GRU 1.00 3.00 1.19 0.17 1.00

NN - - - - 172.00 NN - - - - 0.00
S. GRU - - - - 172.00 S. GRU 1.00 2.00 1.37 0.24 0.00
S. LSTM - - - - 172.00 S. LSTM 1.00 2.00 1.38 0.24 0.00
Hamming 1.00 37.00 10.54 124.41 0.00 Hamming - - - - 0.00

DEF

VAR - - - - 9.00 VAR - - - - 0.00

CANnolo - - - - 171.00 CANnolo 1.00 2.00 1.50 0.50 25.00
L. GRU - - - - 141.00 L. GRU 1.00 2.00 1.16 0.14 0.00

NN - - - - 172.00 NN - - - - 0.00
S. GRU - - - - 83.88 S. GRU 0.00 0.00 1.11 0.10 0.00
S. LSTM - - - - 0.59 S. LSTM 0.00 0.00 1.31 0.21 0.00
Hamming 1.00 30.00 9.52 88.63 0.00 Hamming - - - - 0.00

ATK

VAR - - - - 9.00 VAR - - - - 0.00

significant. This is due to the peculiar properties of such CAN-IDs: Class 3
payloads follow strict patterns, while Class 1 payloads can only assume val-
ues from a restricted set. In both cases, modifying even a few bits results in
obvious deviations from the pattern or the set of valid values, easily detected
by both IDSs and Oracle. Finally, attacks on Class 5 and Class 6 IDs do not
have any property that forces the payloads to assume specific values. Therefore,
the attacker has more room for maneuver, and the secondary attacks are more
effective, with a reduction in the detection rate up to 50%. As expected, the
IDSs recall reduction in the white-box scenario is generally much higher than in
the other two. However, the reduction obtained in the Gray-box scenario is very
similar to the one obtained in the Black-box scenario, especially using Oracles
based on RNNs. This suggests a good transferability of the adversarial attacks
between different models. Independently from the attack type and CAN ID, from
a defense perspective, autoencoder-based LSTMs (e.g., CANnolo) are the most
effective in mitigating evasion attacks based on the approach presented in this
paper. From the attacker’s perspective, instead, the Small-LSTM is overall the
best oracle to generate evasive attacks.
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5.4 Exp. 2: Required Perturbation Analysis

For each payload in the secondary attacks, we measure the hamming distance
from its unperturbed version in the primary attack. Due to the very high number
of payloads in each attack, we measure the average distribution using the mini-
mum, maximum, average, and variance values. Such metrics are measured only
for the payloads whose hamming distance is greater than zero (i.e., perturbed
payloads). We do not consider classes 2 and 4 for this experiment since they
have a very low number of switchable bits.

Summary of results. It is not always possible to successfully turn a payload
into an evading point. This happens when the algorithm meets a termination
condition before an evading point is found. In such cases, we return the original
input payload without modifications. When, instead, an evasive modification is
found, we can measure how many bits the algorithm switched to obtain it. In
reporting the obtained results, we write µ ± σ, where µ is the average number
of switched bits and σ is the square root of its variance. For brevity, in Table 3
we present the results only for the Replay attack, which well summarizes the
overall results for the various attacks. Regarding attacks on Class 5 IDs (high
autocorrelated payloads), our approach generally needs to switch, on average,
more than 5 bits per payload. This CAN-ID type is thus very expensive to
modify. Attacks on Class 6 IDs (unclassified), instead, can be perturbed with
far less effort: the highest number of average switched bits is 2.8±1.18. For
attacks on Class 3 IDs (repeated pattern payloads), almost every Oracle fail
in modifying even a single payload. The only exception is Hamming, which,
however, needs to switch up to 13.8±11.96 or 14.49±9.56 bits per payload on
average. Finally, in attacks on Class 1 IDs (few changed values payloads), the
number of switched bits ranges from 1.29±0.46 to 5.60±0.55. However, we notice
that many Oracles failed to modify even a single payload in many cases.

6 Conclusions

In this paper, we studied the feasibility of adversarial machine learning attacks
against intrusion detection systems (IDSs) in the automotive field, and designs
a methodology to perform evasion attacks. The approach involves perturbing
attack payloads and testing them against an Oracle to generate evasive pay-
loads, attempting to evade a target IDS exploiting the transferability property.
The results show that the constraints imposed by the automotive domain limit
the attacker’s capabilities, and the effectiveness of the adversarial approach is
reduced. The average perturbation needed for concealing an attack is between
1 to 3 bits per payload, and in some scenarios, the attacker can significantly
reduce the detection power of the IDS under analysis.
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