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# An Indirect Formulation of Operational Compliant Low-thrust Trajectories 
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#### Abstract

Deep-space missions will be performed in the future by several stand-alone CubeSats. For limited budget reasons, these spacecraft need to follow operational compliant trajectories: transfers with an alternation of coasting and thrusting periods imposed at pre-defined time instants, the duty cycles. Traditional trajectory optimization algorithms exhibit convergence problems when handling this kind of discontinuous constraints. In this work, an efficient and robust indirect method to compute operational compliant trajectories is formulated through the imposition of coasting arcs as interior-point constraints. Results show that the computed trajectories are similar to the optimal ones with no operational constraint, both in terms of thrusting profile and propellant mass.


## I. Introduction

In the last few years, we have been witnessing a significant reduction in space mission costs. An expression of this trend is the rapid development of CubeSat technology [1]. Several released-in-situ, deep-space CubeSat missions are expected to be launched in the next years by ESA (e.g., LUMIO [2], Milani [3], Juventas [4]). Similarly, deep-space stand-alone interplanetary CubeSats, able to travel to their final destination without the need of a carrying mothership, are expected to soon permeate the inner Solar System. The Miniaturised Asteroid Remote Geophysical Observer (M-ARGO) [5] will be the first European CubeSat to perform a similar mission towards a near-Earth asteroid (NEA).

High specific impulse values make electric propulsion a good candidate for this kind of probe [6]. Still, electric propulsion requires a significant effort from on-ground flight dynamics, with regularly scheduled navigation and guidance operations. This is particularly true for stand-alone deep-space CubeSats that, with stringent thrusting, power, and pointing budgets [7], are unable to perform operations, such as communication, ground-based orbit determination and correction, or scientific experiments, while thrusting. To overcome these issues CubeSats will be required to follow operational-compliant (OC) trajectories, consisting of a repetition of a regular pattern of alternating thrusting and coasting arcs (duty cycles). OC trajectories can be designed in any way necessary to ease ground operations, for example miming the working week (e.g., 7 days duty cycles, with 6 days of thrust and 1 day of coasting).

Electric propulsion trajectories are designed by formulating a low-thrust optimal trajectory problem (LOTP) [8, 9]. No analytic solutions exist for this problem, but several numerical techniques, traditionally divided into direct and indirect methods [10], have been developed to solve it. In this work we focus on the indirect formulation [11, 12], aiming at finding the solution of the necessary optimality conditions derived by calculus of variations. The solutions of an indirect formulation are computed through some sort of gradient methods [13, 14], leveraging on the first, and sometimes second, order derivatives of the problem, thus required to be differentiable at least up to the first order.

Duty cycles are time-dependent and discontinuous constraints, and for this reason not straightforward to introduce in indirect methods [15]. Their presence is usually ignored in the preliminary trajectory design phases. Homotopy technique, or continuation, is a class of methods conceived to deal with discontinuous structures in the LOTP. They allow the solution of the original, difficult, and discontinuous problem, starting from an easier one [16]. It is usually employed in indirect methods to overcome discontinuity problems as bang-bang control in fuel optimal solutions [17, 18], to impose varying maximum thrust models [19] and shutdown of the thruster due to eclipses [20]. Recently, the problem of forced coasting arcs imposition has become more and more relevant, and homotopic techniques have been employed to solve it [21, 22] also in direct formulations [23].

In this work, an alternative formulation based on the modeling of the alternation of duty cycles as interior-point constraints is proposed. The solution method relies on the use of analytical derivatives, switching times detection techniques, as well as a pre-computation of them, and a triple continuation scheme rapidly generating OC low-thrust

[^0]trajectories. The main contribution of the work is the presentation of a simple method capable of modeling duty cycles with duration of any kind without any prior knowledge of the structure of the control law. The formulation is used to solve fuel optimal trajectories in M-ARGO CubeSats scenario, and is shown to compute OC trajectories with thrusting profiles, and required propellant mass, similar to the solutions without the duty cycle imposition, and thus nearly optimal.

## II. Problem Statement

## A. Shooting Problem

The equations of the dynamics of a spacecraft in cartesian coordinates in an interplanetary two-body problem are

$$
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \boldsymbol{\alpha}, u) \Rightarrow\left\{\begin{array}{l}
\dot{\mathbf{r}}=\mathbf{v}  \tag{1}\\
\dot{\mathbf{v}}=-\frac{\mu}{r^{3}} \mathbf{r}+u \frac{T_{\max }}{m} \boldsymbol{\alpha} \\
\dot{m}=-u \frac{T_{\max }}{I_{s p} g_{0}}
\end{array}\right.
$$

where $\mathbf{r}, \mathbf{v}$ and $m$ are respectively the spacecraft position, velocity, and mass, and $r$ is the norm of the position vector. The control is provided by the vector $\alpha$, the thrust direction unit vector, and $u \in[0,1]$, the thrust throttle factor. The values $\mu, g_{0}, I_{s p}$, and $T_{\max }$ are the gravitational constant of the Sun, the Earth gravitational acceleration at sea level, the specific impulse and the maximum thrust, respectively. The LOTP aims at computing the optimal controls $\boldsymbol{\alpha}^{*}$ and $u^{*}$ that minimizes $J$, a scalar cost function, under some boundary conditions at the initial and final times, $t_{i}$ and $t_{f}$. If the objective is to save the propellant mass $m_{p}$, the LOTP is called a fuel-optimal (FO) problem, and the cost function is

$$
\begin{equation*}
J_{f}=\frac{T_{\max }}{I_{s p}} \int_{t_{i}}^{t_{f}} u \mathrm{~d} t \tag{2}
\end{equation*}
$$

while the boundary conditions are expressed as

$$
\begin{gather*}
\mathbf{r}\left(t_{i}\right)=\mathbf{r}_{i} ; \quad \mathbf{v}\left(t_{i}\right)=\mathbf{v}_{i}  \tag{3}\\
\mathbf{r}\left(t_{f}\right)=\mathbf{r}_{T}\left(t_{f}\right) \quad \text { and } \quad m\left(t_{i}\right)=m_{i}  \tag{4}\\
\mathbf{v}\left(t_{f}\right)=\mathbf{v}_{T}\left(t_{f}\right)
\end{gather*}
$$

where $\mathbf{r}_{T}\left(t_{f}\right)$ and $\mathbf{v}_{T}\left(t_{f}\right)$ are the known position and velocity of the target at the final time. The indirect formulation of the problem aims at finding a solution to the necessary conditions for optimality, which are derived by introducing the Lagrange multipliers, or costates, $\lambda=\left[\lambda_{r}, \lambda_{v}, \lambda_{m}\right]$ associated to the states. Considering the Hamiltonian function

$$
\begin{equation*}
H_{f}=J_{f}+\lambda^{T} \cdot \mathbf{f}=\lambda_{r} \cdot \mathbf{v}+\lambda_{v} \cdot\left(-\frac{\mu}{r^{3}} \mathbf{r}+u \frac{T_{\max }}{m} \boldsymbol{\alpha}\right)+\lambda_{m}\left(-u \frac{T_{\max }}{I_{s p} g_{0}}\right)+u \frac{T_{\max }}{I_{s p} g_{0}} \tag{5}
\end{equation*}
$$

It can be proved [24, 25] that the optimal thrust direction $\boldsymbol{\alpha}^{*}$ is such that $H$ is minimized at any time instant by virtue of the Pontryagin minimum principle (PMP), i.e.,

$$
\begin{equation*}
\alpha^{*}=-\frac{\lambda_{v}}{\lambda_{v}} \quad \text { if } \quad \lambda_{v} \neq 0 \tag{6}
\end{equation*}
$$

where $\lambda_{v}$ is the norm of $\lambda_{v}$, while the optimal thrust throttle factor $u^{*}$ is

$$
u^{*}=\left\{\begin{array}{lll}
0 & \text { if } & S_{f}>0  \tag{7}\\
\in[0,1] & \text { if } & S_{f}=0 \\
1 & \text { if } & S_{f}<0
\end{array}\right.
$$

where $S_{f}$ is the optimal switching function, $S_{f}=1-\lambda_{m}-\lambda_{v} \frac{I_{s p} g_{0}}{m}$. Accordingly to Eq. (7), the control exhibits a bang-bang, discontinuous profile [8]. Homotopy technique was introduced in [17] to smooth the control profile, and gradually introduce the discontinuity into the problem. The idea was to start solving an easier problem, the energy optimal (EO) one, having the following objective function

$$
\begin{equation*}
J_{\epsilon}=\frac{T_{\max }}{I_{s p}} \int_{t_{i}}^{t_{f}}[u-\epsilon u(1-u)] \mathrm{d} t \tag{8}
\end{equation*}
$$

with the parameter $\epsilon=1$. The problem is solved iteratively gradually reducing $\epsilon$ and providing as an initial guess the solution to the previous problem until $\epsilon=0$, which corresponds to the solution of the FO problem. The Hamiltonian of these auxiliary problems reads

$$
\begin{equation*}
H_{\epsilon}=J_{\epsilon}+\lambda^{T} \cdot \mathbf{f}=\lambda_{r} \cdot \mathbf{v}-\frac{\mu}{r^{3}} \mathbf{r} \cdot \lambda_{v}+u \frac{T_{\max }}{I_{s p} g_{0}}\left(S_{\epsilon}-\epsilon+\epsilon u\right) \tag{9}
\end{equation*}
$$

where $S_{\epsilon}$ is the switching function for the EO, and $S_{\epsilon}=S_{f}$. Applying the PMP to the auxiliary problem, it can be proved that the optimal thrust direction $\alpha^{*}$ is the same as Eq. (6), while the optimal thrust throttle factor $u^{*}$ is

$$
u^{*}=\left\{\begin{array}{lll}
0 & \text { if } & S_{\epsilon}>\epsilon  \tag{10}\\
\frac{\epsilon-S_{\epsilon}}{2 \epsilon} & \text { if } & \left|S_{\epsilon}\right| \leq \epsilon \\
1 & \text { if } & S_{\epsilon}<-\epsilon
\end{array}\right.
$$

As $\boldsymbol{\alpha}^{*}$ and $u^{*}$ depend on the state and costate $\mathbf{y}=[\mathbf{x}, \lambda]$, to find the optimal control they have to be integrated for the whole trajectory, with the following augmented equations of the dynamics

$$
\dot{\mathbf{y}}=\mathbf{F}(\mathbf{y}) \Rightarrow\left\{\begin{array}{l}
\dot{\mathbf{r}}=\mathbf{v}  \tag{11}\\
\dot{\mathbf{v}}=-\frac{\mu}{r^{3}} \mathbf{r}+u \frac{T_{\max }}{m} \boldsymbol{\alpha} \\
\dot{m}=-u \frac{T_{\max }}{I_{p p} g_{0}} \\
\dot{\lambda}_{r}=-\frac{3 \mu}{r^{5}}\left(\mathbf{r} \cdot \lambda_{v}\right) \mathbf{r}+\frac{\mu}{r^{3}} \lambda_{v} \\
\dot{\lambda}_{v}=-\lambda_{r} \\
\dot{\lambda}_{m}=-\frac{u \lambda_{v} T_{\max }}{m^{2}}
\end{array}\right.
$$

Enforcing the boundary conditions Eqs. 3, 4] at $t_{i}$ and $t_{f}$, plus the condition $\lambda_{m}\left(t_{f}\right)=0$, since no final condition is enforced on the mass [8]. Thus, being $\mathbf{y}(t)=\boldsymbol{\varphi}_{\epsilon}\left(\mathbf{y}_{i}, t_{i}, t\right)$ the solution flow for a specific $\epsilon$ value of Eq. (11] integrated from the initial time $t_{i}$ to a generic time instant $t$, and with $\boldsymbol{\alpha}^{*}$ and $u^{*}$ provided by Eq. (6) and Eq. (10), respectively, the EO and FO shooting problems aim to find $\lambda_{i}^{*}$ such that $\mathbf{y}\left(t_{f}\right)=\varphi_{\epsilon}\left(\left[\mathbf{x}_{i}, \lambda_{i}^{*}\right], t_{i}, t_{f}\right)$ satisfies the boundary conditions

$$
\left[\begin{array}{c}
\mathbf{r}\left(t_{f}\right)-\mathbf{r}_{T}\left(t_{f}\right)  \tag{12}\\
\mathbf{v}\left(t_{f}\right)-\mathbf{v}_{T}\left(t_{f}\right) \\
\lambda_{m}\left(t_{f}\right)
\end{array}\right]=\mathbf{0}
$$

## B. Duty Cycle Constraint

In OC trajectory design the objective is to switch off the engine according to the duty cycle scheme to impose. In order to satisfy the necessary conditions of optimality, this event will be treated in this work as an interior-point constraint [8]. We define $S_{D C}=S_{D C}(t)$ the duty cycle switching function, depending only on time, and we properly model it to impose that the engine switches off every time the function crosses a certain value $\epsilon_{D C}$ (see Subsec. IV.A). Accordingly, the optimal throttle factor in Eq. 10p turns into

$$
u^{*}=\left\{\begin{array}{lllll}
0 & \text { if } & S_{\epsilon}>\epsilon & \text { or } & S_{D C}<\epsilon_{D C}  \tag{13}\\
\frac{\epsilon-S_{\epsilon}}{2 \epsilon} & \text { if } & \left|S_{\epsilon}\right| \leq \epsilon & \text { and } & S_{D C} \geq \epsilon_{D C} \\
1 & \text { if } & S_{\epsilon}<-\epsilon & \text { and } & S_{D C} \geq \epsilon_{D C}
\end{array}\right.
$$

Supposing that $S_{D} C$ crosses $\epsilon_{D C}$ at a certain switching time instant $t_{s}$. Then, the following jump necessary conditions have to be satisfied [8]

$$
\begin{equation*}
H\left(t_{s}^{-}\right)=H\left(t_{s}^{+}\right)-\left.\pi \frac{\partial S_{D C}}{\partial t}\right|_{t_{s}} \tag{14}
\end{equation*}
$$

$$
\begin{equation*}
\lambda\left(t_{s}^{-}\right)=\lambda\left(t_{s}^{+}\right)+\left.\pi \frac{\partial S_{D C}}{\partial \mathbf{x}}\right|_{t_{s}} \tag{15}
\end{equation*}
$$

where $\pi$ is a scalar Lagrange multiplier. In particular, evaluating the Hamiltonian at $t_{s}^{-}$and $t_{s}^{+}$with Eq. (9), noting that $S_{\epsilon}\left(t_{s}^{-}\right)=S_{\epsilon}\left(t_{s}^{+}\right)=S_{\epsilon}\left(t_{s}\right)$, and plugging this information into Eq. 14), a closed form of $\pi$ can be computed as

$$
\begin{equation*}
\pi=\left(\left.\frac{\partial S_{D C}}{\partial t}\right|_{t_{s}}\right)^{-1} \frac{T_{\max }}{I_{s p} g_{0}}\left[\Delta u\left(S_{\epsilon}\left(t_{s}\right)-\epsilon\right)+\epsilon\left(u\left(t_{s}^{-}\right)^{2}-u\left(t_{s}^{+}\right)^{2}\right)\right] \tag{16}
\end{equation*}
$$

where $\Delta u=u\left(t_{s}^{-}\right)-u\left(t_{s}^{+}\right)$. As $S_{D C}$ depends only on time, the only discontinuity is in the Hamiltonian function, while the costates remain continuous across $\epsilon_{D C}$. This fact, in addition to the existence of a closed form of $\pi$ given by Eq. (16), transforms a potential tedious multi-point boundary value problem generated by the interior-point constraints [26] into a simpler two-point boundary value problem. Accordingly, no other discontinuities are introduced in the integration of Eq. (11) when solving the EO and FO shooting problems.

## III. Solution Method

## A. Analytical Derivatives

To increase the accuracy and robustness of the computation, analytic derivatives of the shooting problem are computed. In particular from Eq. (11) the state transition matrix (STM) $\boldsymbol{\Phi}\left(t_{i}, t\right)$ is derived. The STM maps small variations in the initial conditions $\partial \mathbf{y}_{i}$ over a generic time instant $t>t_{i}$, i.e., $\partial \mathbf{y}(t)=\boldsymbol{\Phi}\left(t_{i}, t\right) \partial \mathbf{y}\left(t_{i}\right)$. The STM is subjected to the variational equation

$$
\begin{equation*}
\dot{\boldsymbol{\Phi}}\left(t, t_{i}\right)=D_{y} \mathbf{F} \boldsymbol{\Phi}\left(t, t_{i}\right) \quad \text { with } \quad \boldsymbol{\Phi}\left(t_{i}, t_{i}\right)=\mathbf{I}_{14 x 14} \tag{17}
\end{equation*}
$$

where $D_{y} \mathbf{F}$ is the Jacobian matrix of $\mathbf{F}(\mathbf{y})$, and has has two different expressions based on whether $u^{*}$ is constant. Being subject to a variational equation, $\boldsymbol{\Phi}\left(t_{i}, t\right)$ has to be integrated with states and costates. Defining as $\mathbf{z}=[\mathbf{y}, \operatorname{vec}(\boldsymbol{\Phi})]$ the 210-dimensional vector containing the 14 variables of $\mathbf{y}$ and the 196 elements of $\boldsymbol{\Phi}$, where the 'vec' operator converts a matrix into a vector, the integration to perform to solve the problem is

$$
\dot{\mathbf{z}}=\mathbf{G}(\mathbf{z}) \Rightarrow\left\{\begin{array}{l}
\dot{\mathbf{y}}=\mathbf{F}(\mathbf{y})  \tag{18}\\
\operatorname{vec}(\dot{\mathbf{\Phi}})=\operatorname{vec}\left(D_{y} \mathbf{F} \boldsymbol{\Phi}\right)
\end{array}\right.
$$

However, $\boldsymbol{\Phi}$ maps states and costates along a continuous trajectory, but the bang-bang profile given by Eq. (13) creates discontinuities in it. At each switching time $t_{s}$, compensations in the $\operatorname{STM} \Psi\left(t_{s}\right)$ have to be added using the chain rule [27]

$$
\begin{equation*}
\boldsymbol{\Phi}\left(t_{f}, t_{i}\right)=\boldsymbol{\Phi}\left(t_{f}, t_{N}^{+}\right) \boldsymbol{\Psi}\left(t_{N}\right) \boldsymbol{\Phi}\left(t_{N}^{-}, t_{N-1}^{+}\right) \boldsymbol{\Psi}\left(t_{N-1}\right) \ldots \boldsymbol{\Phi}\left(t_{2}^{-}, t_{1}^{+}\right) \boldsymbol{\Psi}\left(t_{1}\right) \boldsymbol{\Phi}\left(t_{1}^{-}, t_{i}\right) \tag{19}
\end{equation*}
$$

where $N$ is the total number of discontinuities. Suppose that the discontinuity is detected at $t_{s}$ for the switching function $S_{f}$ crossing 0 , and thus for the optimal control $u^{*}$ jumping from 0 to 1 or vice versa. In this case $\mathbf{y}$ is continuous, but $\dot{\mathbf{y}}$ is discontinuous, and it can be proved [19] that the compensation matrix $\boldsymbol{\Psi}_{f}\left(t_{s}\right)$ is given by

$$
\begin{equation*}
\boldsymbol{\Psi}_{f}\left(t_{s}\right)=\frac{\partial \mathbf{y}\left(t_{s}^{+}\right)}{\partial \mathbf{y}\left(t_{s}^{-}\right)}=\mathbf{I}_{14 \times 14}+\left(\dot{\mathbf{y}}\left(t_{s}^{+}\right)-\dot{\mathbf{y}}\left(t_{s}^{-}\right)\right) \frac{1}{\dot{S}_{f}} \frac{\partial S_{f}}{\partial \mathbf{y}} \tag{20}
\end{equation*}
$$

where $\dot{S}_{f}$ is the time derivative of the optimal switching function. Suppose instead that the jump for $u^{*}$ from 0 to 1 or vice versa at $t_{s}$ is due to the switching function $S_{D C}$ crossing $\epsilon_{D C}$. Also in this case $\mathbf{y}$ is continuous and $\dot{\mathbf{y}}$ is discontinuous, but no compensation matrix is needed. Indeed, since $\partial S_{D C} / \partial \mathbf{y}=\mathbf{0}$, it results that

$$
\begin{equation*}
\boldsymbol{\Psi}_{D C}\left(t_{s}\right)=\frac{\partial \mathbf{y}\left(t_{s}^{+}\right)}{\partial \mathbf{y}\left(t_{s}^{-}\right)}=\mathbf{I}_{14 x 14} \tag{21}
\end{equation*}
$$

Indeed $\boldsymbol{\Psi}\left(t_{s}\right)$ maps variations of $\mathbf{y}\left(t_{s}^{-}\right)$in variations in $\mathbf{y}\left(t_{s}^{+}\right)$, and $S_{D C}$ does not depends on the $\mathbf{y}$, but only on time. Therefore, during the integration of Eq. 18, no corrections to the STM are necessary for switching in $S_{D C}$.

## B. Switching Detection Technique

During the integration of Eq. 18) the detection of the switching time $t_{s}$ is essential because discontinuities cause accumulation of the integration error around those instants, and because it is necessary to introduce the compensation matrices $\boldsymbol{\Psi}\left(t_{s}\right)$ through Eq. 20). However, no prior information on the structure of the thrusting profile is known. Let $t_{k}$ and $t_{k+1}$ be two consecutive integration time instant, and $\mathbf{y}_{k}$ and $\mathbf{y}_{k+1}$ the correspondent states and costates. If, e.g., $\left.\left(S_{\epsilon}\left(\mathbf{y}_{k}\right)-\epsilon\right)\left(S_{\epsilon}\left(\mathbf{y}_{k+1}\right)-\epsilon\right)\right)<0$, there exists $t_{s} \in\left[t_{k}, t_{k+1}\right]$ such that $S_{\epsilon}\left(t_{s}\right)=\epsilon$. Then, the switching detection technique implemented in [28] with tolerance $10^{-12}$ is implemented to detect $t_{s}$. This technique is employed in every switching of the $S_{\epsilon}$ function.

As regards the $S_{D C}$ function, even if no compensation matrix is necessary for the crossing of $\epsilon_{D C}$, the identification of the time instants when this happens is necessary for the accuracy of the integration. However, being $S_{D C}$ function only of time, and being the final time $t_{f}$ fixed in the considered problem, its switching time instants $t_{s}$ can be identified regardless of the integration. For this reason, in this work, they are pre-computed and then enforced in the integration.

## C. Triple Continuation Scheme

The discontinuities introduced by the $S_{D C}$ prevent the solver to reach convergence. This is particularly true as the number of coasting arcs to be imposed increases and their duration decreases. For this reason, a triple continuation scheme based on the eclipses imposition in [20] is implemented here. The approach called $N_{\text {max }}$ continuation, gradually turns inactive coasting arcs into active ones, i.e., the maximum number of forced coasting arcs $N_{\text {max }}$ increases at each iteration of the continuation scheme. For a better convergence of the algorithm, both this continuation and the one on $\epsilon$ to solve a FO problem starting from an EO one, are employed.

The starting point of the continuation scheme requires the solution of the EO problem without the duty cycles imposition. Then, the FO solution is computed gradually decreasing $\epsilon: 1 \rightarrow 0$. Only then the $N_{\max }$ continuation is employed to gradually enforce the coasting arcs. This combination is used, and not the other way round, i.e., first the $N_{\max }$ continuation and then the $\epsilon$ continuation, because in this way an ill-conditioned STM preventing the convergence would be encountered only at the final steps of the integration.

The $N_{\max }$ continuation is depicted in Fig. 1 The variable $u_{\zeta}$ is defined as the throttle factor in the $N_{\max }$-th coasting arc to be imposed, and it is the third parameter on which a continuation is performed. Starting from the FO solution (i.e., $N_{\max }=0$ and $u_{\zeta}=0$ ), the number of active coasting arcs $N_{\max }$ is increased from 0 to 1 . The FO solution is used as the initial guess for this auxiliary problem (i.e., $N_{\max }=1$ and $u_{\zeta}=0$ ). Supposing the solution of this problem is obtained, $N_{\max }$ is increased from 1 to 2 , and the new auxiliary problem is solved (i.e., $N_{\max }=2$ and $u_{\zeta}=0$ ). Suppose that instead, in this case, the solver fails. Then, the problem $u_{\zeta}$ is imposed as 1 , and the new problem is solved (i.e., $N_{\max }=2$ and $u_{\zeta}=1$ ). The value of $u_{\zeta}$ is gradually reduced until $u_{\zeta}=0$ is obtained. Starting from this solution as an initial guess, a new problem with $N_{\max }=3$ and $u_{\zeta}=0$ is solved, and so on until the trajectory is OC.


Fig. $1 \quad N_{\max }$ continuation scheme.
Since the third continuation is on the gradual reduction of $u_{\zeta}$ to 0 , the minimum value of the throttle factor $u_{\min }$ in the $N_{\max }$-th forced coasting arc is not always 0 . In particular, accordingly to the PMP [20], the optimal throttle factor turns into Eq. 13) to

$$
u^{*}=\left\{\begin{array}{llll}
u_{\min } & \text { if } \quad S_{\epsilon}>\left(1-2 u_{\min }\right) \epsilon & \text { or } & S_{D C}<\epsilon_{D C}  \tag{22}\\
\frac{\epsilon-S_{\epsilon}}{2 \epsilon} & \text { if } & -\epsilon \leq S_{\epsilon} \leq\left(1-2 u_{\min }\right) \epsilon & \text { and } \\
1 & \text { if } S_{D C}<-\epsilon & \text { and } & S_{D C} \geq \epsilon_{D C} \\
1 &
\end{array}\right.
$$

where $u_{\text {min }}$ is $u_{\zeta}=1 \rightarrow 0$ in the $N_{\max }$-the forced coasting arc, and 0 otherwise.

## IV. Results

## A. Duty Cycle Switching Function Modeling

The duty cycle switching function $S_{D C}=S_{D C}(t)$, depending only on time, has to be properly modeled to impose the OC trajectory shape required, i.e., the correct duration of each forced coasting arc. This is performed by requiring that the engine switches off every time the function crosses a certain value $\epsilon_{D C}$. To model the $S_{D C}(t)$, a pulse wave function is selected. In particular, due to its regularity and smoothness with respect to the normal pulse wave function, an expansion based on the sinc function $\operatorname{sinc}(t)=\sin (\pi t) / \pi t$ is employed as

$$
\begin{equation*}
S_{D C}(t)=\frac{A \tau}{T}\left(1+2 \sum_{n=1}^{\infty}\left(\operatorname{sinc}\left(n \frac{\tau}{T}\right) \cos (2 \pi n f t)\right)\right) \tag{23}
\end{equation*}
$$

where $A$ is the amplitude, $T$ is the period, $\tau$ is the pulse length, and $f=1 / T$ is the frequency, of the pulse wave. These values are customized in order to enforce the right duration of the coasting arcs, e.g., to have duty cycles corresponding to a working week with 6 days of thrusting and 1 day of coasting, $T$ is imposed to be 7 days, and $\tau$ to be 6 days (see Fig. 2(a) for reference). The expansion of the wave is truncated at a value $n$ significantly high in order to have a smoothness in the function. To avoid the peaks due to the Gibbs phenomenon in the sinc function expansion (see Fig. $2(\mathrm{~b})) \epsilon_{D C}$ is set to be half the value of the amplitude $A$, and the pulse wave expansion has been truncated at $n=30$, in this way the phenomenon does not create disturbances in the integration. In all the simulations in Subsec. IV.B the values of the sinc function parameters have been modified to model different duration of the duty cycles: $A$ has been imposed 0.2 , and thus $\epsilon_{D C}=0.1$. The values of $T$ and $\tau$ have been varied to model different duration of the duty cycles.


Fig. 2 Duty cycle switching function modeling as a pulse wave.

## B. Numerical Simulations

The simulations in this subsection have been solved with a normalization of the variables involved with the constants listed in Table 1 The simulations have been performed with an Intel i9-9980HK, a total RAM of 16 GB , and Matlab R 2022 b . To perform the continuation in $\epsilon$, it has been imposed a variation $\Delta \epsilon=0.05$, while for $u_{\zeta}$ a variation $\Delta u_{\zeta}=0.1$. At each iteration, slightly increased values of the variations are used if the solver converges, i.e., $\Delta \epsilon_{\text {new }}=1.01 \Delta \epsilon_{\text {old }}$ and $\Delta u_{\zeta, n e w}=1.01 \Delta u_{\zeta, \text { old }}$, otherwise the variations are halved. The continuations fail if $\Delta u_{\zeta}<0.005$ or $\Delta \epsilon<10^{-8}$.

The integration to solve the shooting problems are performed using a variable-step $7^{\text {th }} 8^{\text {th }}$ Runge-Kutta integration scheme, where it has been imposed an integration tolerance of $10^{-11}$ and a maximum integration step in order to have at least 3 nodes into each coasting arc and avoid integration error to accumulate. To find the initial converging guess for the EO problem with $\epsilon=1$ the Adjoint Control Transformation (ACT) initialization has been employed [27] 20 times to find the first solution of the EO problem, otherwise the algorithm fails.

| Parameter | Value |
| :--- | :---: |
| Sun gravitational constant, $\mu$ | $1.327124 \times 10^{11} \mathrm{~km}^{3} / \mathrm{s}^{2}$ |
| Earth gravitational acceleration, $g_{0}$ | $9.80665 \mathrm{~m} / \mathrm{s}^{2}$ |
| Length unit | $1.495978 \times 10^{8} \mathrm{~km}$ |
| Time unit | $5.022643 \times 10^{6} \mathrm{~s}$ |
| Velocity unit | $29.784692 \mathrm{~km} / \mathrm{s}$ |
| Mass unit | 28.2 kg |
| Force unit | 0.142322 N |

Table 1 Constants used in the normalization.
The scenario to which the shooting problem was applied is the M-ARGO CubeSat one. The assumptions for the simulations are reported in Table 2. The ephemerides of the asteroid 2010 UE51 are retrieved from the Spacecraft Planet Instrument Camera-matrix Events (SPICE) kernels of the HORIZONS system [29]. The departure date is set the $17^{\text {th }}$ September 2023, with a time of flight of 581 days. The CubeSat is supposed to depart from the Sun-Earth L2 Lagrangian point, and to rendez-vou with the asteroid.

| Parameter | Value |
| :--- | :---: |
| Asteroid | 2010 UE51 |
| Departure date | 17 September 2023 |
| Time of flight | 581 days |
| $T_{\max }$ | 1.3 mN |
| $I_{s p}$ | 3500 s |
| $m_{0}$ | 28.2 kg |

Table 2 Scenario assumptions.
The results of the simulations are reported in Table 3 The CPU time required to compute the FO solution in the first row is indicative since it only depends on the ACT initialization. The integration code is converted to MEX to speed up simulations. The increment in propellant mass $\Delta m_{p}$ is computed with respect to the $m_{p}$ of the FO solution of 0.907208 kg . The CPU time to compute the solution increases with the frequency of the duty cycles, i.e., as $T$ decreases, but it is still contained, requiring less than 6 minutes to compute the worst case scenario with $T=5$ days and $\tau=4$ days. The trajectories in the J 2000 reference frame, as well as the throttle factor $u$ profiles, the optimal switching function $S_{f}$, and the duty cycle switching function $S_{D C}$, are reported in Fig. 3.7. For the trajectories, the red arcs are the thrust ones, while the dashed blue ones are the coasting arcs. For the $u$ and $S_{f}$ profiles, the green lines highlight the zone where $S_{f}>0$. All the OC thrust profiles mimic the shape of the FO solution in Fig. 3(b)

| $\mathbf{T}$ (days) | $\boldsymbol{\tau}$ (days) | $\mathbf{m}_{\mathbf{p}}(\mathrm{kg})$ | ${\boldsymbol{\Delta} \mathbf{m}_{\mathbf{p}}(\%)}^{\text {CPU time }(\mathrm{s})}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| - | - | 0.907208 | - | 28.32 |
| 30 | 25 | 0.913540 | 0.6980 | 5.15 |
| 15 | 10 | 0.942919 | 3.9364 | 11.59 |
| 7 | 6 | 0.911911 | 0.5184 | 72.62 |
| 5 | 4 | 0.916394 | 1.0126 | 87.68 |

Table 3 Simulations results.


Fig. 3 FO solution trajectory.

(a) Trajectory in the J2000 reference frame.



(b) Throttle factor, optimal switching function, and duty cycle switching function profiles.

Fig. 4 Solution for $T=30$ days and $\tau=25$ days.

(a) Trajectory in the J2000 reference frame.

(b) Throttle factor, optimal switching function, and duty cycle switching function profiles.

Fig. 5 Solution for $T=15$ days and $\tau=10$ days.

## V. Conclusion

In this work, the problem of the OC trajectories, trajectories characterized by a pre-defined alternation of thrusting and coasting arcs, is investigated. A novel formulation of the OC constraint in indirect trajectory optimization is presented. The optimization is based on a triple continuation scheme, on the imposition of the forced coast arcs through an interior-point formalization, and the use of analytic derivatives for robustness and accuracy. The necessary conditions

(a) Trajectory in the J2000 reference frame.

(b) Throttle factor, optimal switching function, and duty cycle switching function profiles.

Fig. 6 Solution for $T=7$ days and $\tau=6$ days.

(a) Trajectory in the J2000 reference frame.


(b) Throttle factor, optimal switching function, and duty cycle switching function profiles.

Fig. 7 Solution for $T=5$ days and $\tau=4$ days.
for optimality are derived for the fuel optimal problem, as well as the jump conditions in the Hamiltonian, while it is proved that no discontinuities are imposed on the costates and to the STM. The proposed method is applied to M-ARGO CubeSat scenario. Through several tests, it is proven to generate OC trajectories in a fast way, without any need for prior knowledge of the thrust profile. Future work on the method will investigate the possibility of introducing a variable maximum thrust and specific impulse model into the dynamics, as well as the solution to the time-optimal OC problem.
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