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Preface

The EGOV-CeDEM-ePart 2023 conference, or for short EGOV 2023, is the sixth confer-
ence in the series after the successful merger of three formerly independent conferences,
e.g., the IFIPWG8.5 ElectronicGovernment (EGOV), the Conference for E-Democracy
and Open Government Conference (CeDEM), and the IFIPWG 8.5 IFIP Electronic Par-
ticipation (ePart). This larger, united conference is dedicated to the broad area of digital
or electronic government, open government, smart governance, artificial intelligence,
e-democracy, policy informatics, and electronic participation. Scholars from around the
world have found this conference to be a premier academic forum with a long tradition
along its various branches, which has given the EGOV-CeDEM-ePart conference its rep-
utation as the leading conferenceworldwide in the research domains of digital/electronic,
open, and smart government as well as electronic participation.

The call for papers attracted completed research papers, work-in-progress papers
on ongoing research (including doctoral papers), project and case descriptions, as well
as workshop and panel proposals – in total 106 papers. This volume contains only
completed research papers. All submissions were assessed through a double-blind peer-
review process, with at least three reviewers per submission, and the acceptance rate for
completed research papers was 36%. The review time took 44 days this year, thanks to
the contribution of the many PC members.

The review process was focused on ensuring a double-blind reviewing process and
avoiding any conflicts of interest. Authors of papers submitted their papers to a track.
The track chairs handled the papers within their own track by assigning reviewers and
proposing acceptance decisions. The lead track chair became part of the editorial team of
the proceedings, in addition to the general chairs. Track chairswere not allowed to submit
to their own track, nor were persons from the same university or close collaborators of a
track chair allowed to submit, to avoid any conflict of interest. Track chairs could either
submit to another track or to the ‘track chairs’ track. The latter was handled by the general
chairs. The general chairs checked after the submission deadline whether there was any
conflict of interest among the papers submitted to tracks; if so, then papers were moved
to another track. The track chairs checked that all papers were submitted anonymously. If
not, the authors were asked to resubmit within days. Track chairs assigned the reviewers
and selected the program committee members in such a way that there were no conflicts
of interest. After at least three reviews were received, the track chairs made a proposal
for a decision per paper. The decisions were discussed in a meeting with the general
chairs and track chairs to ensure that the decisions were made in a consistent manner
across the tracks.

Electronic Government is an evolving field of research and practice. The conference
tracks of the 2023 edition reflect the development and progress in this field:

• General E-Government and E-Governance
• General E-Democracy and e-Participation
• ICT and Sustainable Development Goals
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• AI, Data Analytics, and Automated Decision Making
• Digital and Social Media
• Digital Society
• Emerging Issues and Innovations
• Legal Informatics
• Open Data: Social and Technical Aspects
• Smart Cities (Government, Districts, Communities, and Regions)

Among the full research paper submissions, 28 papers (empirical and conceptual)
were accepted for this year’s Springer LNCS EGOV proceedings (vol. 14130) from the
General E-Government andE-Governance;AI, DataAnalytics, andAutomatedDecision
Making; Emerging Issues and Innovations; Open Data; and Smart and Digital Cities
tracks. The LNCS ePart proceedings (LNCS vol. 14153) contain the completed research
papers from the General E-Democracy and e-Participation, ICT&Sustainability, Digital
and Social Media, Legal Informatics and Digital Society tracks.

The papers included in this volume (vol. 14130) have been clustered under the
following headings:

• Digital Government
• Artificial Intelligence, Algorithms, and Automation
• Open Government and Open Data
• Smart Cities, Regions, and Societies
• Innovation and Transformation in Government

As in the previous years and per the recommendation of the Paper Awards Com-
mittee, under the leadership of Noella Edelmann (Danube University Krems, Austria),
EvangelosKalampokis (University ofMacedonia,Greece), andManuel PedroRodríguez
Bolívar (University of Granada, Spain), the IFIP EGOV-CeDEM-ePart 2023 Conference
Organizing Committee granted outstanding paper awards in three distinct categories:

• The most interdisciplinary and innovative research contribution
• The most compelling critical research reflection
• The most promising practical concept

The winners in each category were announced during the obligatory awards
ceremony at the conference.

The EGOV 2023 conference was hosted by Corvinus University of Budapest. Corvi-
nus University is the leading educational institution inHungary in the fields of economic,
management, and social sciences. The institution offers state-of-the-art knowledge, a
professional network, and a secure future for its 10k+ students. The university has 120+
years of history and 10,000+ students, including 1,500 international students from 80+
nationalities. The institution is ranked in the Top 300 in the QSWorld rankings for 2021
in the fields of Business and Management, Economics, and Social Sciences. The insti-
tution has over 250 partner universities worldwide. It is an AMBA-accredited Business
institution and the only member of CEMS in Hungary. Corvinus essentially educates
the social and economic elite of the region. It strives to produce scientific results that
are relevant for Hungary, Europe, and the world. The founders of the university believed
that only talent and ambition should count – social or financial status should not prevent
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anyone from studying. We were very happy to be hosted here and enjoyed the beautiful
city of Budapest and the many in-depth discussions advancing the EGOV field.

Many people behind the scenes make large events like this conference happen. We
would like to thank the members of the Program Committee, the reviewers, and the track
chairs for their great efforts in reviewing the submitted papers. We would also like to
express our deep gratitude to Csaba Csáki and his local team at Corvinus University of
Budapest for hosting the conference.

We hope that the papers included in this volume will help to advance your research
and that you will enjoy reading them,

September 2023 Ida Lindgren
Csaba Csáki

Evangelos Kalampokis
Marijn Janssen

Gabriela Viale Pereira
Shefali Virkar

Efthimios Tambouris
Anneke Zuiderwijk
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Maija Ylinen Tampere University of Technology, Finland
Sang Pil Yoon Korea University, South Korea
Chien-Chih Yu National Chengchi University, Taiwan
Thomas Zefferer Graz University of Technology, Austria
Dimitris Zeginis University of Macedonia, Greece
Anneke Zuiderwijk Delft University of Technology, The Netherlands

Additional Reviewers

Jörg Becker University of Münster, ERCIS, Germany
Bettina Distel University of Münster, ERCIS, Germany
Corinna Funke public GmbH, Germany
Amirhossein Gharaie Linköping University, Sweden
Junchul Kim Brunel University London, UK



Organization xv

Ini Kong Delft University of Technology, The Netherlands
Yannik Landeck Fortiss, Germany
Changwon Park Brunel University London, UK
Elham Shafiei Gol Brunel University London, UK
Yao Hua Tan Delft University of Technology, The Netherlands



Contents

Digital Government

Construct Hunting in GovTech Research: An Exploratory Data Analysis . . . . . . 3
Mattias Svahn, Aron Larsson, Eloésa Macedo, and Jorge Bandeira

Harmonization in eProcurement: Design of a Holistic Solution Model
for Pre-award Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Andreas Schmitz, Maria Siapera, Andriana Prentza,
and Maria A. Wimmer

Government as a Platform in Practice: Commonalities and Differences
Across Three European Countries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Peter Kuhn, Giulia Maragno, Dian Balta, Luca Gastaldi,
and Florian Matthes

The Self-serving Citizen as a Co-producer in the Digital Public Service
Delivery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Hanne Höglund Rydén, Sara Hofmann, and Guri Verne

The Digital Cage Dilemma – How Street-Level Bureaucrats at Public
Libraries are a Key for Digital Inclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Helena Iacobaeus

Artificial Intelligence, Algorithms, and Automation

Untangling the Relationship Between Public Service Automation
and No-Stop Government . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Ida Lindgren and Hendrik Scholta

ChatGPT Application vis-a-vis Open Government Data (OGD):
Capabilities, Public Values, Issues and a Research Agenda . . . . . . . . . . . . . . . . . . 95

Euripidis Loukis, Stuti Saxena, Nina Rizun, Maria Ioanna Maratsi,
Mohsan Ali, and Charalampos Alexopoulos

The Human Likeness of Government Chatbots – An Empirical Study
from Norwegian Municipalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Asbjørn Følstad, Anna Grøndahl Larsen, and Nina Bjerkreim-Hanssen

Automatic Bill Recommendation for Statehouse Journalists . . . . . . . . . . . . . . . . . 128
Michelle Perkonigg, Foaad Khosmood, and Christian Gütl



xviii Contents

Assessing Forgetfulness in Data Stream Learning – The Case of Hoeffding
AnyTime Tree Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

João Pedro Costa, Régis Albuquerque, and Flavia Bernardini

Robot Colleagues in Swedish Municipalities: How RPA Affects the Work
Situation of Employees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

Daniel Toll, Maria Booth, and Ida Lindgren

Using Artificial Intelligence in Parliament - The Hellenic Case . . . . . . . . . . . . . . . 174
Jörn von Lucke and Fotios Fitsilis

An Ecosystem for Deploying Artificial Intelligence in Public
Administration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

Areti Karamanou, Evdokia Mangou, and Konstantinos Tarabanis

Open Government and Open Data

Towards High-Value Datasets Determination for Data-Driven
Development: A Systematic Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Anastasija Nikiforova, Nina Rizun, Magdalena Ciesielska,
Charalampos Alexopoulos, and Andrea Miletić
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Abstract. The concept of “GovTech” has emerged as a business-oriented model
and practice for enabling the public sector to take advantage of digital solutions
as service towards the citizen, while the private for-profit sector is responsible for
innovation, development, and profitable maintenance of the GovTech services,
hence making the whole area of solutions seemingly desirable to invest in.

However, the current literature on stakeholder views of the GovTech market
remains rather generic, less connected to concrete examples of GovTech solutions
as these are perceivedwithin a given and delimitedGovTech domain. The objective
of this paper is to apply exploratory quantitative data analysis for phenomena
detection and evaluation. We explore to what extent the constructs of the area
actually are disparate and ill-suited to use for quantitative GovTech research,
and find five factors showing a degree of mistrust between the public and private
sector and prescribe further research into developing constructs that can cut across
the research area, enabling for a build-up of a stronger theoretical base for tech
business in the public-private markets.

Keywords: GovTech · quantitative method · constructs · exploratory data
analysis · mobility-as-a-service ·MaaS

1 Introduction

During the latter decade the concept of “GovTech” has emerged as a form of business-
oriented model and practise for enabling the public sector to take advantage of digital
solutions as a service towards the citizen, while the private for-profit sector is responsible
for innovation, development, and profitable maintenance of the GovTech services, hence
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making the whole area of solutions seemingly desirable to invest in. Perhaps not sur-
prisingly, both the public sector and the private tech sector have put a lot of hope on the
GovTech concept. Global bodies such as the World Bank promote the GovTech model
as a means for a “whole-of-government approach to public sector modernization that
promotes simple, efficient, and transparent government with the citizens at the centre
of reforms” [10]. Thus, the narrative of GovTech is in line with that of digitalisation in
general, serving as the means for a quicker, more innovative, and more inclusive market
setup for economic growth and sustainability spanning all levels from the international
to regional, cf. [25].

However, theGovTech setup has been problematised in recent literature from various
standpoints, as it entails that public services standwithin the constraints of public-private
partnerships. The complexity of forming business solutions that can pinpoint public
utility and democratic value, as well as building business value from e-government
solutions has been an issue for a long time even before the rise of GovTech as a concept,
see, e.g., [3, 6, 30].

Other concerns raised is that the public sector will be less able to maintain its own
technological skill set and thus be more open to exploitation, as well as that the rise of
GovTech becomes a path on which the public sector becomes less aware of, and less
responsible for, the public values it exists to protect, cf., e.g., [8]. Furthermore, although
it is often claimed by the private sector that the GovTechmarket is extremely large in size
estimated to exceed 430 872 Million USD in 2021 [11], there are concerns that when
the application domain of a GovTech solution as desired by governments becomes more
concrete and less of a vision then serious for-profit businesses are not able or willing to
commit due to reasons of legislation or low profitability leading to a missing market case
[7]. In turn, facilitating the “unleash” of the GovTech potential is most often considered
to be a matter for the public organisations who shall open up public infrastructure for
private business experimentation, offer lucrative marketplaces for SMEs, create market
incentives and increase what the private sector calls the public sectors’ competence and
flexibility in public procurement, or even developmarket-shaping andmarket stimulating
policies [21, 22, 26]. However, even if such a role for the public sector does not per se
contradict with its core values, it is less in line with the traditions of administration
and the common rationales for its existence like providing safe and equal services and
support to citizens and businesses while ensuring that they abide by laws and regulations
and take corrective actions otherwise [28].

1.1 The State of the GovTech Research Area

This mentioned state with conflicting forces, wishes, and traditions, is a state that neces-
sitates more research. Of great interest would be research that has a tripartite stakeholder
focus, taking into account; i) the governance of GovTech, together with ii) the markets
of GovTech, and iii) taking into perspective the differing traditions of the public sector
in different countries. However, the current literature on stakeholder views of the Gov-
Tech market remains highly generic, less connected to concrete examples of GovTech
solutions as perceived within a given and delimited GovTech domain. And given that
we accept that there is a market, albeit complex in nature, little research has been done
to address GovTech endeavours from the mentioned tripartite perspective. Furthermore,
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and perhaps due to the complex nature of public-private partnerships within the tech
domain as well as due to differing administrative traditions across the EU, it has been
claimed in e-government studies that there is lack of “clarity and rigour” about method-
ologies and data collection and that quantitative studies are underrepresented [5, 16, 30,
32]. Thus, broader scaled quantitative evaluations where a degree of certainty underpins
the concepts, notions, thoughts, wishes, where these can be measured and evaluated
across countries to bring more clarity to the research area of GovTech is desirable. How-
ever, it is less clear just how to set up such a mainstream quantitative research design
enabling for this, and from contemporary theory derive what constructs that actually are
meaningful.

Given the above, an interesting question to pose is how to develop viable research
constructs for the quantitative research on the GovTech uptake, its barriers, and its
prerequisites and do it in a European context? One point of departure for such a question
is to have a concrete GovTech domain with respondents that are active, viz. Have a stake
or mission to improve a public sector service level by the means of ‘tech’ and pursue an
exploratory data analysis to initialise the basis for quantitative work [19].

Based upon an understanding that quantitative research demands stability in the
investigated constructs, we aim to conduct an analysis of a quantitative evaluation where
the research constructs are provided according to a prima facie understanding of the
relationships between actors in a GovTech domain. Due to a perceived lack of clarity
in the research area we anticipate that such prima facie constructs for the quantitative
research on GovTech are disparate. We therefore firstly aim to explore to what extent
such constructs are disparate and ill-suited to use for quantitative GovTech research
and what needs to be addressed in order to pursue quantitative GovTech research on a
pan-European level. Secondly, we draw some conclusions from the data analysis with
respect to the relationships between GovTech actors.

2 Research Approach and Method

In the social sciences, emphasis is placed on the importance of causal analysis, whether
qualitative, quantitative, or multi-method. Out of such analysis we aim to understand and
predict events in the world. Thus, good theories are crucial, and such derive from obser-
vations and understanding of phenomena. The starting point of theory can therefore be to
at all identify phenomena to explain [19]. In that approach we also take a cue from Ref.
[27] and agree that “social science exploration is a broad-ranging, purposive, systematic
prearranged undertaking designed to maximise the discovery of generalisations lead-
ing to description and understanding”. However, we disagree with Stebbins notion that
exploratory research should not use traditional structures like, e.g., hypotheses, instead
we follow the notion of Ref. [9] that exploratory research should not be limited to only
qualitative approaches, as argued in [19].

The objective of this paper is therefore to apply exploratory quantitative data analysis
for phenomena detection and evaluation. This to lay a groundwork for coming deductive
research into GovTech market and development analysis. We apply exploratory quanti-
tative data analysis as it is characterised by a flexibility in identifying and investigating a
range of statistical and hopefully also substantive phenomena, in a way that is necessary
when hunting for constructs for GovTech.



6 M. Svahn et al.

Our approach can be called “interpretive research” as the authors are invested in
philosophical andmethodological ways of understanding social reality, along the lines of
“Verstehen” as first discussed by Max Weber, cf. [14]. While interpretative approaches
are usually associated with qualitative social science, we, in the way of Ref. [2] put
forth that interpretative research philosophies are equally applicable to the analysis
of quantitative data. We exploit variance based quantitative methods to shed light on
the unobservable latent data that underlie the observed data, in line with exploratory
quantitative data analysis, where the aim to find indications of constructs that can lie
as the basis for confirmatory quantitative data analysis, as exploratory and confirmatory
data analysis necessitates each other, cf. [19].

2.1 Constructs in Quantitative Data Analysis

Constructs are abstractions of thought that researchers use to express ideas, and or con-
cepts that are interesting for research. Constructs are a way of bringing theory down to a
hands-on level, helping to explain the different components of theories, as well as build
road maps towards operationalizing the components of theory into graspable elements.
Well conducted quantitative research can bring together theory and variables and clarify
how a concept and its relation to other concepts is to be estimated, and part of that is
to have clear constructs. Broadly speaking, constructs are the building blocks of oper-
ationalizable theories, helping to explain how and why certain phenomena behave the
way that they do, whether in GovTech or in governance in general. Constructs are often
referred to as mental abstractions because seldom are constructs directly observable.
For instance, we cannot directly observe “depression”, but we may associate depression
with measurable signs such as a person that often engages in self-harm, is withdrawn,
has mood swings and so on. We cannot really measure “brand equity” even though large
parts of the consumer economy are based on it. Constructs vary significantly in their
complexity. Some constructs may seem to be very easy to understand and measure, e.g.,
age, sex (but not gender), height, but others are more difficult and abstract, e.g., “sex-
ism”, “self-esteem”, “brand equity”, and “family”. A discussion about modern lifestyles
can become confused if the concept of “family” is different among participants to the
discussion. The question that then arises arewhat are the nuts and bolts thatmake up such
abstractions? And in our case, what nuts and bolts can be said to make up “GovTech”?

2.2 MaaS as the Testbed for Developing GovTech Constructs

As the testbed for the exploration of GovTech constructs we choose the area of MaaS -
Mobility-as-a-Service. MaaS is a form of organising personal mobility. It can be done
through combining various forms of personal “non-private-car” transport into one single,
combined, and on-demand personal mobility service. MaaS strives to offer users the
added value of accessing personal mobility through one single source and one single
payment channel, instead of multiple ticketing and payment methods. This can be public
transport, bike, car sharing services etc. MaaS is to be not only a convenient, but also
sustainable alternative to using the private car and so reduce congestion and constraints in
transport capacity. The development of MaaS challenges business and operation models
for public transport andmobility service, municipal planning prerogatives, and the larger
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macro-organisation of society [23]. MaaS is a suitable test domain for this study, as
building a society that can bring down private individual use of the personally owned
car, is one of the key public governance issues for a sustainable future. It is also one of
the most difficult, as MaaS cuts across consumer identities, business models, local and
higher levels of public governance, societal traditions, and urban-versus-rural planning.
It is also an area where public-private partnerships may be both necessary due to the
wide spectrum of mobility services that a successful MaaS implementation requires, and
difficult, as traditions of public governance are old, entrenched, strong and vary between
regions and countries [1]. In the area ofMaas, Ref. [8] find thatMaaS supply side barriers
are lack of public-private cooperation, support from established businesses and from the
political side, and that the demand side barriers are lack of appeal to older generations,
public transport users, and private vehicle users. Ref. [20] finds that lack of appropriate
business models, cultures of collaboration, and unclear roles and responsibilities are
significant factors holding up the development of MaaS. Both those problematizations
indicate a need for clearer constructs among the forces working to develop MaaS.

Hence, we view MaaS as an area with a complexity of forming combined business
models and public governance models that can pinpoint both public value for citizens
and business value for companies that belong to the area of GovTech. It is therefore to be
expected that the shared common ideas that underlie a construct in quantitative research
are both extra necessary and extra hard to find in the area of MaaS as an example of a
GovTech domain.

Screening for Face Validity. To execute the analysis, a secondary Likert scale data set
on commercial and public sector stakeholders’ attitudes toMaaS development was used.
The data set was gathered through an online survey launched between 2020 and 2021
within the scope of the INTERREG EUROPE project “PriMaaS”1. It contains 20 Likert
scale survey items, and the initial sample consists of 107 respondents from Sweden,
Italy, Portugal and Germany. The respondents were researchers, senior executives in
private and public transportation settings, and policymakers in the public sector in the
four countries. The structure of the survey was inspired by a previous work in [20] who
performed a qualitative study on several multiscale factors with a claimed impact on the
development and implementation of MaaS.

At first, the data set was screened for face validity in order to have it represent a prima
facie set of survey items for investigating MaaS stakeholders’ attitudes to the necessary
private-public partnerships deemednecessary forMaaSandbyextensionGovTechdevel-
opment. The face validity of an item is how well it, based on the researchers’ or experts’
experience and training, intuitively appears to measure the concept it is intended to mea-
sure, cf. [18]. Face validity is essential because it affects a measurement’s perceived
credibility and acceptability [13]. Even though the data set used could be considered to
be face valid at the outset as it has been subject to a construct development and face
validity judgement to devise measurements for the MaaS area when originally designed
as the primary data set in [24], three items were excluded from the analysis herein.

The item“It is not clear ifMaaSactually provides a business opportunitywith accept-
able margins of profitability” was excluded as it is a measure of perceived uncertainty
with respect to future consumers and business making it speculation prone. Furthermore,

1 https://projects2014-2020.interregeurope.eu/primaas/ (Retrieved 2023–03-28).

https://projects2014-2020.interregeurope.eu/primaas/
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the item “There is a high level of uncertainty about travellers’ actual willingness and
intention to adoptMaaS” was excluded as it is an item as it was deemed speculative and a
question about the opinions of others, while most of the items are about the respondents’
own opinions. Finally, the item “National legislation hinders innovation and renewal
in the transport sector” was also excluded as it is not clear whether the respondents
associated the national legislation issue with MaaS and that the terms ‘innovation’ and
‘renewal’ are problematic to use in a survey itemwhen not being explicitly defined and at
the same time having a ‘buzzword connotation’ making the item too much into a leading
question. The item still expresses a central concept for MaaS, GovTech and governance
studies. Hence it can be seen as an expression of the ambiguity of constructs in the Gov-
Tech research area. This face validity analysis left seventeen items to be included in the
exploratory data analysis. Given that the dataset was designed for exploring strengths
and obstacles for rolling outMaaS, a sub-area within GovTech, then a construct situation
that relates to GovTech should also, if existing, be visible in an observation of MaaS
data.

3 Results

3.1 Exploratory Factor Analysis

The seventeen variable dataset was first put to an analysis for Skewness and Kurtosis
with SPSS 29. This showed the variables had Skewness values ranging from -0.983 to
0.053 indicating a general tendency towards left skewness, i.e., careful low-end answers.
The variables also showed kurtosis values ranging from -1.133 to 0.323 indicating an
overall tendency towards negative platykurtic kurtosis i.e., with thinner tails than a
normal distribution resulting in fewer extreme positive or negative answers, than in the
case of full statistical normality. These values still fall within the acceptable normality
range for an exploratory factor analysis [31].

To explore the factorial structure of constructs in the dataset, all remaining 17 items
of the dataset were subjected to an exploratory factor analysis (EFA)/PCAwith Varimax
rotation, to reduce the dimensions. We see that Principal Component Analysis (PCA)
and Factor Analysis (FA) are not the same, although they do share similarities and are
often used for similar purposes in data analysis. For instance, Ref. [12] discusses the use
of exploratory factor analysis in psychological research, highlighting its applications in
identifying latent constructs and assessing construct validity, or Ref. [29] who compares
PCA and factor analysis.

The minimum factor loading criteria was set to 0.45. The Kaiser-Meyer-Olkin mea-
sure verified the sampling adequacy for the analysis KMO = 0.631. Bartlett’s test of
sphericity was 347.514 with p < 0.001, indicating that the correlation structure of the
remaining data set is adequate for exploratory factor analyses. The Kaiser’s criterion of
eigenvalues was greater than 1. This in the end yielded a 5-factor solution as the best fit
for the data, accounting for 57% of the variance. The results of this factor analysis are
presented in Table 1.

Table 1 above shows us the rotated component matrix from an exploratory factor
analysis. Such a table is the end output of an exploratory factor analysis. The numbers
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Table 1. Results from exploratory factor analysis as a rotated component matrix. Extraction
method: Principal Component Analysis, Rotation Method, Varimax with Kaiser Normalization.
Rotation converged in 7 interactions.

For collaborative work, the roles and responsibilities of
difference actors must be established by public authorities

0.802

Public sector leadership is crucial for the development and
implementation of MaaS

0.742

Public authorities must lead the process to ensure that MaaS
moves towards sustainability

0.724

Integrated mobility services could play a part in achieving a
sustainable regional transport system

0.546

There is a high level of incompatibility between public and
private goals, such as between public transports’ goal of
sustainable transport and the commercial goals of a MaaS
business

0.778

It is not given that a commercial actor would consider a
sustainable society as the goal for the business

0.734

MaaS should be a public task and be run in a non-commercial
way

0.644

Overall there is a negative attitude of the private entrepreneurial
mindset towards innovation and change, and willingness to
participate in pilots or collaborative innovation

0.615

It is not clear who is allowed to sell tickets, who is allowed to
give certain discounts and under what conditions

0.741

MaaS implementation is difficult because of State aid and public
procurements rule (e.g. PT authority cannot cooperate with
specific private firms without procurement and public actors and
are not allowed restrict or distort market competition,

0.731

National law is unclear about what is the role of public transport
within a MaaS ecosystem that includes both subsidised and
commercial services

0.634

There is a clear lack of national vision for MaaS implementation 0.474

There is a public sectors lack of competence in the field so it is
not realistic to that a public actor could be able to be the driving
force of MaaS

0.822

Public transport authorities and their goals are largely designed
for their traditional task, i.e. to manage the regional public
transport system and not innovate outside the traditional border
of public transport

0.632

(continued)
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Table 1. (continued)

Loosing own brand image as well as relation to the customers is
a big risk that affects the willingness of operators to integrate
MaaS Platforms

0.700

Entering a MaaS business model will lead to loss of market
control for certain participants

0.642

Overall, there is an underlying degree of suspicion of even fear
of being dominated by other actors of losing control over the
development

0.597

are the Pearson correlations between the responses to the questionnaire items and the
“factors”. The numbers shown are sometimes referred to as the “factor loadings”. The
five factors can be read as five indicative latent variables. The five groupings/factors tell
us that the respondents to a degree found these items to more or less represent the same
underlying mental representation, i.e., the degree to which the items are a reflection of
the same underlying “factor”. This is a bottoms-up exploratory data analysis that can
point us in the direction of constructs in the area of MaaS and from that further on
towards GovTech.

We find that the three items “For collaborative work, the roles and responsibilities
of different actors must be established by public authorities”, “Public authorities must
lead the process to ensure that MaaS moves towards sustainability”, “Public sector
leadership is crucial for the development and implementation of MaaS” are all strongly
correlated with factor loadings of 0.724 to 0.802. This indicates the existence of a
construct that takes the shape of a strong belief in the public sector. The item “Integrated
mobility services could play a part in achieving a sustainable regional transport” has
with a factor loading of 0.546 a medium strength relation to the central construct, and
its topic is less intuitively related to the other three, than these three are to each other.
However, the factor loading still indicates that this item has some degree of belonging
to this group hence telling us that a belief in “sustainable transport” in the minds of the
respondents belong together with a strong belief in the public sector. That is then one
potential construct defined, we can call it Construct 1 - belief in the public sector. As
it indicates a belief that the public sector shall be the normatively leading party to MaaS
development and initiatives must be taken by the public sector.

The second factor is the four items “There is a high level of incompatibility between
public and private goals, such as between public transport’s goals of sustainable trans-
port and the commercial goals of a MaaS business”, “It is not given that a commercial
actor would consider a sustainable society as the goal for the business”, “MaaS should
be a public task and be run in a non-commercial way”, and “Overall, there is a neg-
ative attitude of the private entrepreneurial mindset towards innovation and change,
and willingness to participate in pilots, or collaborative innovation”. These items group
together with factor loadings of 0.615 to 0.778. These all indicate a scepticism towards
the private sector as a party toMaaS.While expressing a scepticism of the private sector,
this factor does not in any way express a converse positive belief in the public sector in
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the same way as Construct 1 does. Therefore, we can call this Construct 2 - scepticism
towards the private sector.

The third factor is the three items “It is not clear who is allowed to sell tickets,
who is allowed to give certain discounts and under which conditions”, “National law is
unclear about what is the role of public transport within a MaaS ecosystem that includes
both subsidised and commercial services”, “MaaS implementation is difficult because
of state aid and public procurement rules (e.g., PT authority cannot cooperate with
specific private firms without procurement, and public actors are not allowed to restrict,
or distort market competition)”, who with factor loadings of 0.634 to 0.741 groups into
a factor. This factor expresses a belief in the respondents’ minds that the MaaS public-
private markets are complex due to the influence of public sector policy making onto
the market structures. It can also be noted that the phrasing of the items reads somewhat
as if the phrasing speaks from the perspective of a private sector, that puts the blame for
the complexity on the public sector. We can call this Construct 3 - the public-private
markets are overly complex, due to public sector policy.

There is a fourth item who loads onto this factor with the weak factor loading of
0.474, “There is a clear lack of national vision for MaaS implementation”. This is a
weak loading, still if it falls into any factor it falls into factor three. Topically it can be
read as belonging to the topic of factor three. If we interpret it inversely, if there was a
clear national vision forMaaS, then the other three items would not be “complain-items”
in the way they are. Hence factor three has four items, forming a complaint that public
sector norms complicate private-public markets in general and MaaS development in
particular.

The fourth factor are the two items “There is a clear public sector’s lack of compe-
tence in the field so it is not realistic that a public actor could be able to be the driving
force of MaaS” and “Public transport authorities and their goals are largely designed
for their traditional task, i.e., to manage the regional public transport system and not
to innovate outside the traditional border of public transport” who with factor loadings
of 0.632 and 0.822 form one factor. This factor like factor three expresses a general
scepticism of the public sector as a market actor in MaaS, still it is not the same kind of
scepticism as factor three. While factor three has an aim towards the dominating public
sector rules and norms the public sector imposes on the private-public markets, then
factor four instead expresses a more direct scepticism of the public sector as a market
actor in MaaS development. We can call this Construct 4 - scepticism towards the
public sector.

The fifth factor is made up of the three items “Losing own brand image as well as
relation to the customers is a big risk that affects the willingness of operators to integrate
MaaS platforms”, “Entering a MaaS business model will lead to loss of market control
for certain participants”, “Overall, there is an underlying degree of suspicion or even
fear of being dominated by other actors and of losing control over the development” who
with factor loadings of round 0.597 to 0.700 make up one factor. This factor expresses
a sense of the insecurities, and downright fears that can come with a public-private
partnership. We can call this Construct 5 – the PPP markets are dangerous.

The Essence of the EFA. Acknowledging the set of five factors as indicative constructs
points in the direction of the following. The respondents show a generic belief that the
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public sector must be responsible, and an expectation that only given public sector
leadership will value from tech utilisation in the public sector be created. However, this
is only for as long as there is no interaction with the private sector within a public-private
market - then there is a disbelief in the public sector. There is also a generic disbelief in
the public sector. That it will not be willing to innovate and change, and that the private
sector will not be interested in pursuing sustainability. There is also a distrust towards
public-private markets in general, and a projection that neither the public nor the private
sector per se would be interested in becoming actors on a market and that any market
supposedly to be created, from initiatives taken by the public sector, will be flawed and
inefficient, mainly due to the norms and regulations the public sector must follow and
impose on those markets, e.g., public procurement rules, and also a risk of general loss
of current market positions when the public-private market of MaaS develops.

3.2 Exploring and Testing Constructs with PLS-SEM

We further the exploration of constructs by attempting to put the results of the factor
analysis into a partial least square based structural equation model (PLS-SEM). This is
a technique for evaluating theoretical relationships between multiple variables, grouped
as latent variables, by evaluating the causality of latent variables versus each other [15].
The model is built up out of grouping data items, in our case the survey items, which
in this context are called “manifest variables” into groups. The groups are then called
“latent variables”. The latent variables, like constructs, exist in data sets, but cannot be
directly seen. PLS-SEM is a form of casual modelling that can be called “soft modelling”
as it is based on a holistic evaluation of outcomes together with theory and where critical
exploratory data analysis can be done in parallel with confirmatory data analysis [4].

Connecting latent variables to severalmanifest variables often allows inferring values
of the latent variables based on the measurements of the manifest variables, hence the
previous exploratory factor analysis. The five factors do not necessarily equate to five
latent variables in a PLS-SEM, but they are in the overall holistic and theoretically
inspired process of building a new PLS-SEM, indicator towards latent variables in a
PLS-SEM and the basis for the setting up of the PLS-SEM.

It may be worth noting that the dataset was not originally designed for being applied
to PLS-SEM, a fact that may in itself impact the PLS-SEM. The implicit structures of
a dataset that a PLS-SEM detects may, in this dataset, have another shape than what is
optimal for PLS-SEM. We may however apply PLS-SEM to this data set as an instance
of a limited exploratory data analysis in the vein of Jebb et al. (2017). We do so because
e.g., a multiple regression analysis only takes single itemmeasures, while even a limited
PLS-SEM can handle the measurements of plural groupings of data items versus plural
groupings of other data items (latent variables) in a way that multiple regression analysis
cannot.

Based on our research aim we chose to explore if variance in Construct 3 - the
public-private markets are overly complex, due to public sector policy can explain
variance in Construct 5 - the markets are dangerous. In layman’s terms if a belief in
that the public-private markets are dangerous can be explained by a belief in that these
markets are so due to them being (in the eyes of the respondents) overly influenced by
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public sector policy. This question was operationalized by putting the constructs into
Smart PLS 32 for analysis.

PSL-SEM Results. An initial run with all the items from the two constructs showed
too much multicollinearity on the item “Losing own brand image as well as relation to
the customers is a big risk that affects the willingness of operators to integrate MaaS
platforms”. It was therefore excluded, and a second and final iterationwas done as shown
below in Fig. 1. In the second iteration the variance inflation factor (VIF) values, i.e., the
measure of the amount of multicollinearity were in the range of 1.425 to 2.146 which is
more acceptable.

Fig. 1. Relationship between Construct 3 and Construct 5 in PLS-SEM.

ConstructReliability andValidity. Construct Reliability andValidity is an assessment
of whether the latent variables measure the concept of what they are intended tomeasure.
Construct validity is assessedbyestablishingConvergent andDiscriminantValidity.Both
Convergent and Discriminant validity is established in reflectively measured constructs
[14].

Table 2. Measures for assessing construct validity.

Cronbach’s Alpha rho_A Composite Reliability AVE

Construct 3 - the
public-private markets are
complex

0.569 0.854 0.736 0.484

Construct 5 – the markets
are dangerous

0.844 0.886 0.927 0.864

We can note from Table 2 that most of the values are within the acceptable range,
with the Cronbach’s Alpha and AVE of Construct 3 on the weak side and the values
for Construct 5 being overall stronger. This can be read as the Construct 5 numerically
being a stronger construct than Construct 3.

The Fornell-Larcker Criterion. The Fornell-Larcker criterion is a traditional tech-
nique used to check the discriminant validity of measurement models. According to

2 https://www.smartpls.com/ (accessed 2023-03-38).

https://www.smartpls.com/
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this criterion, the square root of the average variance extracted by a construct shall be
greater than the correlation between the construct and any other construct [14]. In our
very simple case, it is only one case we need to observe. As we can see 0.874 is greater
than 0.695, which is not as it should be and hence discriminant validity between the
two constructs is poor. If so, then conclusions made regarding relationships between
the two constructs we are investigating may be incorrect. For example, the strength of
the relationship could be overestimated, confirming a relationship when in fact there is
none. It may also perhaps be so that the two constructs are so strongly related that they
are not distinct and should perhaps be more suited as one single construct (Table 3).

Table 3. Discriminant validity.

Construct 3 Construct 5 -

Construct 3 0.695

Construct 5 0.874 0.929

Heterotrait-Monotrait (HTMT) Ratio of The Model. The HTMT is a measure of
similarity between latent variables. If theHTMT is clearly smaller than one, discriminant
validity can be regarded as established [17]. In many practical situations, a threshold of
0.85 reliably distinguishes between those pairs of latent variables that have discriminant
validity and those that have not. If concepts indeed are theoretically similar, values
of up to 0.9 can be accepted but values above that can be seen as indicating a lack of
discriminant validity.We have aHTMT-value of 1.003, indicating that the two constructs
in the model, in the minds of the respondents, may be overlapping constructs rather than
two distinct constructs. That is also what the Fornell-Larcker table indicates.

Cross Loadings. A cross loadings table shows how all the manifest variables in a
PLS-SEM load onto all the latent variables. Each manifest variable should have higher
loadings on its own parent latent variable than on the others. If not, then there are issues
of discriminant validity between the latent variables, and we by that also see where
and how those originate. In our model the cross loadings measure several cases of items
loading “wrong”, this is in linewithwhat theHTMT-values andwhat the Fornell-Larcker
criterion shows (Table 4).
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Table 4. Cross loadings for Construct 5 and Construct 3.

Item Construct 5 Construct 3

Entering a MaaS business model will lead to loose market control
for certain

0.905 0.948

Overall, there is an underlying degree of suspicion of even fear of
being dominated by other actors of losing control over the
development

0.698 0.910

MaaS implementation is difficult because of state aid and public
procurement rules

0.701 0.290

National law is unclear about what is the role of public transport
within a MaaS ecosystem that includes both subsidised and
commercial services

0.000 0.000

It is not clear who is allowed to sell tickets, who is allowed to
give certain discounts and under what conditions

0.897 0.917

There is a clear lack of national vision for MaaS implementation 0.799 0.655

4 Concluding Remarks

The contributions of this paper are two-fold, first as an exploratory data analysis with
the aim to identify phenomena to explain and to lay a groundwork for more deductively
aimed quantitative research on GovTech and the GovTech market in particular. The
analysis was based on a re-interpretation of secondary data, and we shall perhaps not
draw too definitive conclusions from it. Yet, what we can see is that in order to understand
prerequisites and mechanisms for a GovTech market, then clearer research constructs
are needed. We have demonstrated that such clear constructs are not self-evident, at least
not in the MaaS data that we took as an example of GovTech.

Second, we still can infer some conclusions for the GovTech market. If it can be
read so that a belief that the public-private markets are dangerous is driven by a belief
that they are so, due to the regulations and norms the public sector exists to fulfil,
which is one interpretation of the exploratory data analysis given the strong connection
found, a bleak picture is painted of the way forward for the GovTech market. If so,
then that result indicates that in the eyes of the respondents the negative aspects of a
public-private market are the norms and regulations the public sector must uphold. If
that is the case, it is not necessarily a desirable outcome for the GovTech research area.
While those conclusions paint a bleak picture of what may be assumed to be the private
sectors’ view of the public sector, there is a balance to that in the construct regarding the
scepticism toward the private sector. Further, we could see that while those beliefs may
appear to be clearly driven by each other, the impression that it is so, may stem from
the beliefs being to some or perhaps a large degree overlapping into one construct that
tells a different story, but that has not yet been found and is yet to be defined. There is a
missing link restricting our capability to understand the GovTech context, and the prima
facie constructs across what can be called the GovTech area are disparate and perhaps
even contradictory.
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What we can do is to observe that if constructs really are abstractions of thought
that researchers use to express ideas, and a way of bringing theory down to a hands-on
level and for researchers to be able to build the common constructs that are necessary
and underlie well conducted quantitative research, then governance, management and
business research needs to find ways to work with both the public and the private sectors
and aid the sectors in reaching across the aisle. Based on that we prescribe further
research into developing constructs that can cut across the research area, enabling for a
build-up of a stronger theoretical base of a tech business in public-private markets.
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Abstract. The standardization of procurement procedures is a complex process
requiring multiple layers of interoperability along the European Interoperability
Framework (EIF) to be ensured. The high number of distinct actors and different
legal frameworks involved hampers efficiency and interoperability of procedures.
This problem situation is even more critical during the pre-award phase of pro-
curement, which has so far received less attention from researchers and solution
providers alike. While many individual solution components are available for the
pre-award phase, these are not orchestrated towards a holistic procedure model.
This paper aims to close this gap by A) elaborating a theoretical overview and
mapping between issues and proposed solutions, and B) deriving a holistic model
for the harmonization of the pre-award phase centered on the orchestration of all
identified solution components. Based on the maturity level of the solution com-
ponents, specific recommendations for action regarding the implementation of the
harmonization model are formulated. Methodically, A) is elaborated by iterating
three literature review cycles to i) establish relevant concepts in the research field
of eProcurement, ii) identify common key issue areas during the pre-award phase
and iii) identify solutions for these issues. B) is derived using Design Science
Research (DSR).

Keywords: Interoperability · eProcurement · E-Procurement · pre-award ·
eGovernment · digital transformation · SME · Data Governance · EIF

1 Introduction

The early adoption of eProcurement along the Directives 2014/24/EU [1] and
2014/25/EU [2] demonstrates the European Union’s (EU) capability to recognize the
significance of utilizing ICT to digitally transform and reduce inefficiencies and costs in
public procurement. Despite eProcurement’s prominence on the Digital Single Market
[3] vision, public bodies have, however, been slow to deploy technology to enhance their
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procedures [4]. Public procurement procedures are complicated, multifaceted processes
requiring the coordination of several involved actors and the consideration of multiple
interoperability layers (legal, organizational, technical, and semantic) along the EIF [5]
while maintaining accountability and transparency.

The current literature on eProcurement indicates that academics are more focused on
the post award phase (e.g., eInvoicing) and less so on the pre award phase, which is the
entry point of eProcurement processes and where the main data is generated. This paper
aims to identify common concepts and issues that emerge in the pre-award phase, and
more specifically in the eSourcing, eNotification, eTendering, and eAward phases [6].
It furthermore aims to map these concepts and issues to existing solutions and provide
a holistic model and recommendations for the orchestration of such solutions.

The paper is structured as follows: Sect. 2 describes themethodology used to identify
theprevalent concepts, key issue areas and solutions appearing in current literature,which
is supported by three distinct cycles of literature reviews. Section 3 presents the identified
concepts in respect to frequently occurring key issue areas discovered throughout the first
two literature review cycles. Section 4 summarizes the results of the final literature review
cycle, which maps solutions to the concepts and key issue areas. Section 5 develops a
synthesis of the identified solutions and translates these into a holistic model. Finally,
Sect. 6 concludes this paper by discussing the results and indicating future research
needs.

2 Methodology and Relevant Concepts of the Research

The theoretical foundation for the paper evolves through three cycles of literature review,
based on Webster & Watson and Mueller-Bloch & Kranz [7, 8]. These iterative cycles
(each cycle following a different objective) provide the knowledge contributions along a
structured artefact for the harmonization of the pre-award phase. The first cycle creates an
overview of the most relevant literature concepts regarding eProcurement optimization,
with an emphasis on the pre-award phase. As a starting point, several literature review
studies [9–12] and important EU documents [5, 13] are analyzed and evaluated. Eight
concepts, persisting over all sources, are identified, using the methodology prescribed
by Vom Brocke et al. [14]. The result of this first literature review is a concept matrix,
which structures and supports the subsequent literature review cycles.

The second cycle of literature review identifies key problem areas during the pre-
award phase of eProcurement. Based on the identified concept matrix, multiple key word
searches are performed based on the concepts. The literature findings for each concept
are analyzed and summarized in the sub-sections of Sect. 3 before being synthesized
at the end of the chapter. The resulting artifact is a matrix of key issue areas mapped
to relevant sources of literature and their corresponding literature concepts. The final
literature review cycle maps potential solutions to the previously identified problem
areas. In addition to rigorous sources from the literature, relevant sources fromEUreports
as well as corresponding projects and public initiatives are considered. The result is an
extension of the problemmatrix by mapping different solution components to each issue
areas. Altogether the three cycles of literature review provide a set of concrete solutions
for the pre-award phase, supported by rigorous and relevant literature findings, for the



20 A. Schmitz et al.

development of a model for the harmonization and optimization of pre-award. Figure 1
visualizes the structure of the described literature review cycles.

Fig. 1. Overview of literature review cycles

Based on three structured literature reviews from relevant journals and conferences
[9–12], a set of eight general literature concepts regarding eProcurement are identified
for the problem analysis. Panayiotou and Stavrou focus on electronic G2B services in
general, also including procurement services. The authors evaluates 331 publications.
Altogether, the study identifies nine dimensions for G2B Services: Interoperability, E-
Procurement, E-Customs, SMEs, Personalized Services, Evaluation, Enterprise Archi-
tecture, Stakeholder collaboration, OpenData / data sharing, and adoption factors. These
dimensions already indicate that interoperability, especially on an organizational layer
between different groups of actors, is of high importance [9]. Focusing on implemen-
tation issues in eProcurement, Mohungoo et al., provide a different perspective. Based
on 165 scientific articles, identified issues are grouped into technical, organizational,
and environmental issues. Key technical issues include the introduction of disruptive
technologies and digital signatures, while the organizational category mostly covers
the coordination between different stakeholders, a lack of personnel, and resistance to
change. The environmental category provides insights regarding issues of SMEs and
different regulatory frameworks that may be different from country to country, thus
yielding interoperability issues [10]. The analysis of critical success-factors for moving
from E-Procurement 3.0 to E-Procurement 4.0 is studied by Mavidis und Folinas [11].
A total of 215 sources from literature are evaluated. As in [10], the three categories
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technical, organizational and technical issues are used to structure the findings. The key
findings of [11] and [10] are mostly identical on the categories. However, data quality
is added as an important further technological factor in [11]. Finally, Shirzad and Bell
evaluate factors for the evolution of e-procurement marketplaces, focusing on establish-
ing flexibility. Based on an initial selection of 493 sources, 22 key studies are evaluated.
Four main types of needed flexibility are identified as success factors: Environmental,
Technical, Strategic, and Organizational flexibility [12].

Based on the results of the four studies, e-procurement involves the following con-
cepts: Contracting Authorities (CA), Economic Operators (EO), Small- and medium-
sized enterprises (SMEs), data governance and the four layers of interoperability of the
EIF (Legal organizational, semantic, technical) [5, 15]. The concepts CA, EO, SME can
be grouped as an actor related category, while legal, organization, semantic, and tech-
nical belong to the concept category of interoperability layers. Since all studies stress
the importance of interoperability between different actor groups, dimensions for all
relevant stakeholder types are chosen. The layers of the EIF are well suited to represent
the different findings regarding interoperability. Finally, Data Governance covers all
remaining information related aspects that are not primary considered on the technical
and semantic layer. Table 1 provides an overview of the literature concepts and how
many relevant literature sources are found for each concept.

Table 1. Concept matrix for public eProcurement

Concept-Category Concept High

Actors CA 22: [5, 9–12, 16–32]

EO 18: [5, 9–12, 16–20, 23–28, 33, 34]

SME 17: [9, 18, 20–23, 25, 27–33, 35–37]

Data Governance 15: [9–11, 16–18, 20, 23, 24, 26, 33–35, 38]

Interoperability Layers Legal 18: [5, 9–12, 16–18, 20, 22–25, 30, 32, 35, 36]

Organizational 20: [5, 10–12, 16–20, 23–27, 29–31, 36, 37, 39]

Semantic 14: [10–12, 16, 17, 20, 23, 24, 26, 27, 32, 33, 35, 39]

Technical 10: [5, 10–12, 16, 17, 20, 24, 26, 30]

3 Problem Analysis

Based on the literature concepts identified in chapter 2, the second cycle of literature
review investigates the main issues along the concepts. The results are presented and
synthesized below along the three main concept categories. Key issue areas for each
concept are analyzed in the resulting evaluation and presented as an issue matrix.
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3.1 Actors: Contracting Authorities, Economic Operators and SMEs

The literature review on the main actors reveals several concerns and challenges that
Contracting Authorities face when it comes to efficient use of public procurement. Lack
of market knowledge and ambiguity in defining needs impedes the definition of effective
and understandable by the Economic Operators, tendering documents and the effective
evaluation of vendor suitability [20]. The coordination of heterogenous actors and inter-
operability at different levels are essential for ensuring the transparency and account-
ability on efficient use of public resources, as well as the fairness of competition among
vendors [11, 16]. Organizational, legal, political and social factors exacerbate a diffi-
culty of ensuring transparency and interoperability in the public sector [18, 19]. This
results in difficulties of translating policies into efficient procurement practices [17] and,
at the same time, law-restricted and complex procedures that prevent the participation
of Economic Operators and especially SMEs.

SMEs view the public procurement process as excessively convoluted and bureau-
cratic [22], which feeds the notion that the public sector market is inaccessible and
institutionalized, hence a tradeoff and cost associated with tendering for public sector
contracts [40]. The same study and an analysis by the European Commission (EC) [35]
also point out that SMEs find the qualification requirements and tender procedures as
overly complex and difficult to comprehend. This, combined with the lack of expertise
and prior engagement in bidding for public sector contracts, leads to SMEs under-
representation, resource constraints [21] and technical barriers, which in turn leads to
the inability of SMEs to compete effectively against larger enterprises [40]. In addition,
DiMauro et al. argue that the expenses of bidding, costs of seeking out business opportu-
nities and unclear tendering criteria hinder the SME involvement in public procurement
[30]. According to Tammi et al., SMEs continue to be under-represented in public sector
- supplier relationships despite their significance to national and regional economies
[31]. Flynn found out that a restructure of procurement procedures and implementa-
tion of SME targeted policies is necessary [36]. Finally Loader, argues that low SME
awareness of initiatives and challenges in identifying contract opportunities in the public
sector impede SMEs access to public procurement [22].

3.2 eProcurement Interoperability Implementation along EIF Layers

The interoperability layers of the EIF frame the analysis of the implementation of inter-
operability in eProcurement procedures [5]. Legal interoperability covers the interop-
erability between different legal frameworks and policies. Hardy and Williams have
discovered that most issues for eGovernment initiatives and the implementation of pol-
icy stem from social and organizational factors rather than technical implementations.
The big number of dependencies between different actors during the design and imple-
mentation of policies is a key issue [17]. This is further reflected by the Interoperability
Maturity model proposed by Concha et al., where legal and institutional affairs are the
primary area for thematurity of interoperability and an enabler for technical and semanti-
cal interoperability [24]. Kalogirou et al. further exemplify this point by showing several
issues for the implementation of European Policies on a practical and national level [26].
Organizational issues can be a main problem factor on all layers of interoperability. This
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is further exemplified by Palova and Vejacka who show organizational issues faced dur-
ing the implementation of data standardization on a semantic level [39]. All layers of
interoperability are closely connected and the organizational interoperability needs to
coordinate between different objectives, policies, actors, and semantical or technical
implementations [25]. The creation of networks that can coordinate between all these
factors, while ensuring trust and a centralized governance are key for the organizational
adoption of interoperability [18]. The definition of suitable tendering criteria and the
creation of a clearly structured data flow along the business process are key issues on the
semantic layer. The focus on purely monetary tendering is seen as an issue by multiple
authors [27, 28, 32]. Instead of focusing on the price, different models are discussed by
scholars, such as tendering based on qualification [28], based on the reputation of the
bidding EOs and past contracts [27], or partly based on sustainability and environmental
concerns [32]. The absence of a clearly structured semantical specification in proce-
dures can disrupt interoperability on other layers, including e.g. the technical exchange
of unstructured documents or missing relevant information required for organizational
purposes [33]. Finally, the technical layer highly depends on the results of the other lay-
ers, since technical failures are mostly caused by insufficient inputs from policy, process
organization, or semantic specifications [9, 17].

3.3 Data Governance

Data Governance is concerned with managing and ensuring the quality and value of data
along its entire lifecycle [34]. This is an important aspect for the success of eProcurement
procedures, especially in the pre-award stage, which needs to supply all information that
is used along subsequent steps. Gorgun et al. show that a higher level of quality in notices
has significant positive effects on public procurement procedures [23]. Besides poor data
quality, the lack of transparency is a key problem for data governance in procurement
procedures. Lack of transparency can lead to fraud, corruption, and waste thus leading
to financial damage and further hurting the overall integrity and trust of the tendering
procedure [38].

3.4 Synthesis of the Second Literature Review Cycle

The combined view on all issues identified during the second cycle of literature review
reveals a set of common issues. Generally, most issues of public procurement are at
least partly connected to organizational issues. A great number of different stakeholders
with different drivers and concerns, combined with numerous dependencies to different
layers of interoperability, create an overall complexity on the organizational layer that is
hard to handle. Another relevant general observation is the lack of literature focused on
the pre-award phase of procurement. While eProcurement in general and the post-award
phase in particular are well represented in literature and other relevant sources, the only
well researched aspects regarding pre-award are the tendering criteria, the inclusion
of SMEs, and other price impacting factors. However, organizational, semantical and
technical aspects are scarcely considered by literature. This leads to a literature gap,
which this paper tries to close. Table 2 provides an overview of the identified key issue
areas and maps them to the relevant literature concepts and findings.
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Table 2. Key Issue areas identified in the second literature review cycle

Concepts Key Issue Areas Literature References

Organizational (High),
Legal (High), CA (High),
EO (Medium)

1. Poor Stakeholder coordination
on the organizational level

[10, 11, 16–20, 24–27, 29, 30]

SME (High), Legal
(Medium), Organizational
(Medium)

2. SMEs are not properly
included into processes and
procurement
procedures/policies

[10, 11, 21, 22, 28–31, 35–37]

Semantic (High), EO
(High), SME (Medium)

3. Tendering Criteria are not
chosen and structured
properly

[23, 28, 32, 33, 38, 39]

Semantic (High), Data
Governance (High)

4. Tendering Data is poorly
structured and not transparent

[10–12, 20, 23, 34, 38]

Organizational (High),
Semantic (Medium)

5. Lack of holistically structured
and consistent procedures
across all layers

[5, 16–18, 24–26, 28]

4 Solution Analysis

The third literature cycle spots potential solutions for problems identified in Sect. 3.

4.1 Introducing Standardized Transactions (PEPPOL)

Ensuring interoperability betweenbuyer’s and supplier’s systems is amajormulti-faceted
challenge [41]. Interoperable systems must agree on interfaces that encompass all four
layers of interoperability as defined by the EIF [5]. Bilateral agreements on these inter-
faces are impractical since it would require the implementation of new interfaces and
agreements each time a new buyer-supplier connection is established. Hence, standard-
ization is essential for effectively addressing interoperability concerns across all interop-
erability layers [41]. The objectives of initiatives such as the EU-funded project PEPPOL
(Pan-European Public Procurement Online1) was to standardize cross-border public pro-
curement processes. It supported the electronic document exchange between buyers and
suppliers (both pre-award2 and post-award3 eProcurement processes) by first defining
a set of specifications (Business Interoperability Specification – BIS), then conducting
the exchanges via an open and secure network (eDelivery), and finally by its transport
infrastructure agreement4,5 [42]. In 2012, openPeppol was founded to sustain the project
results and to continue the maintenance and further development of the PEPPOL BIS.

1 https://peppol.org/, last accessed on 26.03.23.
2 https://docs.peppol.eu/pracc/, last accessed on 26.03.23.
3 https://docs.peppol.eu/poacc/upgrade-3/, last accessed on 26.03.23.
4 https://peppol.eu/what-is-peppol/.
5 https://peppol.eu/what-is-peppol/peppol-profiles-specifications/.

https://peppol.org/
https://docs.peppol.eu/pracc/
https://docs.peppol.eu/poacc/upgrade-3/
https://peppol.eu/what-is-peppol/
https://peppol.eu/what-is-peppol/peppol-profiles-specifications/
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The PEPPOL BIS, which is based on EIF and international open standards, consists
of PEPPOL profiles for common eProcurement processes, which can be implemented
in existing solutions [43]. Each profile defines the choreography of transactions that
can take place between the parties. These also document the underlying eProcurement
business process, as well as the technical specifications of each transaction, which are
based on worldwide open technological standards [44, 45] (e.g., UBL6, OASIS ebXML
[46]). The PEPPOLBIS in the pre-award supports the following processes: procurement
procedure subscription (P001), procurement document access (P002), tender submis-
sion (P003), call for tenders questions and answers (P005), tender clarification (P005),
search notices (P006), tender withdrawal (P007), publication of notices (P008), award
notification (P009) [47].

4.2 Using Enterprise Architecture for Process / Service Design

As identified, the majority of issues in eProcurement and the development of public
services in general stem from the incredibly complicated coordination between multiple
stakeholders and layers. The usage of Enterprise Architecture (EA)Methods such as The
OpenGroupArchitecture Framework (TOGAF) [48] can help to address this complexity
by providing a step-by-step approach for different architectural domains and stakeholder
views targeting individual problems [49]. Literature has already shown the effectiveness
of using EAmethods in the public sector, both conceptually [50] and practically [51]. In
[44], we propose a framework for designing interoperable public service architectures
based on the use-case of eProcurement. Combining the architectural layers of TOGAF
ADM with the interoperability layers of EIF enables iterative design of architectures.
Following such a holistic approach targetsmany key issues regarding the implementation
of policies into practice, addressing concerns of the relevant stakeholders, and represent-
ing each interoperability layer properly. The use of EA Frameworks and methodologies
for the design of public services targets the “Poor stakeholder coordination on the orga-
nizational level” key issue area by dividing organizational interoperability into multiple
architectural views that can assist in translating legal and organizational interoperability
concepts to the other layers. Interoperability frameworks such as AgInTef [52] can be
utilized during the technical implementation and testing between multiple international
stakeholders to provide a tangible solution example.

4.3 Pre-qualification/ESPD

The primary goals of the ECDirectives 2014/24/EU [1] and 2014/25/EU [2] is the reduc-
tion of administrative burdens for CAs and EOs, including SMEs. The European Single
Procurement Document (ESPD) is a crucial part of this endeavor. Its standard form is
established by the EC on January 5, 2016 via an implementation regulation. According to
the implementation regulation, the ESPD is a “self-declaration of the business’s financial
status, abilities, and suitability for a public procurement procedure” that substitutes the
obligation to present all formal evidence and qualification documents as proof of their
compliance with legal and specific requirements set by the contracting authorities in

6 https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=ubl#overview.

https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=ubl#overview
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order to participate in the procurement procedure [53]. Member State CAs are required
by law to recognize the qualification criteria established in the ESPD, and EOs can eas-
ily qualify for any public procurement in Europe, thereby increasing competition and
decreasing transaction costs associated with public procurement participation [53]. The
ESPD combined with eCertis7, a service to check criteria to evidence mapping in other
Member States, can enhance tendering criteria selection and structure by standardizing
and reusing them when publishing tendering notices.

4.4 Pre-award Catalogues

The usage of electronic catalogues is a well-established practice in post-award proce-
dures. Ordering and delivering goods and the corresponding invoicing can be greatly
simplified by using already established and highly structured information from cata-
logues. This further enables EOs to use their already established product catalogues,
reducing effort and making the creation of a tender more profitable and attractive [54].
To enable these benefits during the pre-award phase of procedures, Pre-Award Cata-
logues are developed, for example the PEPPOL Pre-Award Catalogue8. The usage of
Pre-Award catalogue follows these steps: First the CA creates a catalogue request with
all requirements towards the procured goods and the tender. Second an EO can fill out
this catalogue template using its already established product catalogue information. The
CA can then easily evaluate all tenders by checking howwell the original requirement of
the request is adhered to. The usage of Pre-Award Catalogues introduces a full standard-
ization of the procurement contents during pre-award, while also reducing effort for both
CAs and EOs. Providing a catalogue request template further enables SMEs to partici-
pate, even if they do not have an established catalogue solution. The issues addressed are:
First, the public buyer specification can be documented in the form of catalogue requests
for future usage and increasing re-usability of tenders for CAs. Secondly, a structured
pre-award catalogue can be machine processed and semi-automatically converted into a
post-award catalogue.

4.5 Dynamic Purchasing Systems (DPS)

DPS are entirely digital procurement mechanisms that assist CAs in streamlining and
enhancing the competitiveness of public procurement procedures [55]. The Directive
2014/24/EU simplifies the DPS regulations, requiring contracting authorities not to limit
the number of suppliers that can be admitted to the system, not to impose a time restriction
on when an EO can be accepted to the system [1, 56]. EOs can join in at any time if they
are qualified and meet the requirements set by the CAs. Moreover, competitiveness is
increased since suppliers cannot be awarded contracts directly, but must instead compete
for every business opportunity in the DPS, a fact that according to the findings of [29]
can influence the participation and success of SMEs [1].

7 https://ec.europa.eu/tools/ecertis/#/about.
8 https://docs.peppol.eu/pracc/catalogue/1.0/bis/, last accessed 26.03.2023.

https://ec.europa.eu/tools/ecertis/#/about
https://docs.peppol.eu/pracc/catalogue/1.0/bis/
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4.6 eID

In 2014, the EC published the “electronic Identification Authentication and Signature
Regulation” (eIDAS) [57] to facilitate seamless interoperable and secure cross-border
authentication. Its objective is to make it simpler for European citizens and businesses
to utilize electronic identification authentication channels at the European level and
establish a common legal framework to increase the trust of individuals, businesses, and
public authorities in electronic transactions. The fact that each Member State operates
under its own legislative framework and that eIDAS remains technologically neutral
and open to different interpretations has resulted in a diversity of digital identification
systems and an impediment to interoperability in the European internal market, with
just 59% of the population reaping the benefits [58, 59]. Hence, in June 2021, the EC
proposed an amendment to this regulation, establishing a “framework for European
Digital Identity” to mitigate identified challenges of the previous regulation. The revised
regulation includes the adoption of the “European Digital Identity Wallet” and “Self-
Sovereign Identity” and a common toolbox to prevent technical fragmentation resulting
from divergent standards and interpretations of the regulation [60].

4.7 Core Dataset

The described PEPPOL profiles and extended specifications such as the pre-award cat-
alogue can be combined to cover the entire procurement procedure. While this helps to
introduce organizational and semantic interoperability, it does not necessarily introduce
sufficient data governance. All relevant PEPPOL specifications during the pre-award
phase share a common set of persistent data elements. Based on these data elements,
a core dataset artifact can be designed to support partly automatable transformations
between process steps and PEPPOL specifications. Furthermore, this enables overarch-
ing Schematron9 validation and even verification of contents across multiple steps, lead-
ing to increased data quality. By using core dataset artifacts, different steps of the process
can be easily reproduced, thus increasing data transparency and reusability. Altogether,
using a core dataset can support data governance along all semantic specifications.

4.8 Matrix to Map Issue Areas with Solutions

Table 3 presents an overview of the previously described solutions, mapped to literature
references, maturity level, and the key issue areas where these can be applied.

5 Harmonization of the Pre-award Phase

Thedifferent solution components presented inSect. 4 are selected basedon the identified
key issue areas in Sect. 3. We now integrate these solution components into a unified
holistic model for the pre-award phase’s harmonization.

9 HYPERLINK "sps:urlprefix::https" https://www.schematron.com/home/overview.html, last
accessed 31.03.2023.
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Table 3. Solutions mapped to key issue areas spotted in Table 2

Solutions Solution Lit. Ref Maturity Key Issue Areas

PEPPOL transactions [41–43, 45] High 1, 2, 3

EA methodologies [44, 49–51] Medium 1, 5

DPS [21, 55, 56] Medium 2

Pre award eCatalogues [54] Medium 2, 3, 4

Pre-qualification/ESPD [1, 2, 53] Medium 2, 3, 4

eID [58–60] Low 1, 2, 3, 4, 5

Core Dataset PEPPOL data mapping Low 4, 5

Figure 2 depicts the harmonization model, which organizes the solution components
across the four interoperability layers vertically and the four main steps of pre-award
horizontally. Adoption of EAMethodologies and other structured methods can promote
the establishment of legal and organizational interoperability. Especially the challenging
implementations of policies and legal frameworks into practical usage can be designed
by such methods. This can have further positive effects on the semantical and technical
layer since these will result in well-defined and concrete requirements from the top
level. When it comes to execution of the processes determined on the legal layer and
defined on the organizational layer, structured PEPPOL transaction profiles can provide
a cornerstone for semantic coverage of all required business information.However, while
the pre-award profiles provide standardized business processes and transaction flows,
there are existing gaps. Firstly, the profiles do not entail actual procurement data in a
structured format. Secondly, these do not cover the initial phase of eSourcing. Thirdly,
these are not optimized towards efficiency for smaller scaled procedures and splitting into
lots. These gaps can be filled by introducing pre-award catalogues and DPS processes.
The usage of pre-award catalogues both fills the process gap during eSourcing and
enables the inclusion of procurement data in a standardized catalogue format. Instead
of only providing process control, P002 and P003 can be extended by either providing
a pre-award catalogue request (P002) or a filled-out pre-award catalogue as the main
content of the tender (P003). This also improves interoperability between pre-award and
post-award phases, since the previously structured catalogue data can be easily reused.
DPS can be used in conjunction with pre-award catalogues to increase the efficiency
of procurement procedures for both EOs and CAs. This can increase the attractiveness
of participating for SMEs. However, these are entirely optional and should only be
used in smaller-scaled procurement procedures that are suitable for this specialized and
restricted approach. Another gap regarding the qualification of bidders can be filled by
introducing the ESPD and eCertis. This not only provides clear criteria for qualification
that can be easily supplied by EOs, it can also be integrated into the PEPPOL-based
choreography of transactions. ESPD artifacts can be attached to the profiles P006 and
P008 during the notification to automatically include qualification in a standardized
and reusable fashion. To further increase data quality and transparency, a core dataset
artifact can be introduced, including all persistent data of an individual procedure. This
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way procurement data can be easily validated, compared, and reused in each step of the
process. Finally on a technical level, eIDs can be introduced to support many parts of
the process. The possibility of shareable verifiable credentials and verifiable electronic
identifying data of the involved parties can make the attestation of submitted evidences
faster and more secure, hence shortening the evaluation time of bidders and improving
the entire process chain.

Fig. 2. Pre-Award Harmonization Model

6 Discussion and Further Research Needs

This work provides threemain contributions: First, a thorough literature analysis of com-
mon issue areas in eProcurement focusing on the pre-award phase. Second, a research
and overview of practical solutions that can address the defined issue areas. Third and
finally, a harmonization model for the pre-award phase that combines the solution com-
ponents in a holistic architectural approach. The rigorous foundation is established by
conducting three cycles of literature research, resulting in three interconnected concept
matrices. These matrices provide a detailed mapping between issue areas, solution com-
ponents and the scientific sources these maps are based upon. In addition to scientific
literature review, the third cycle focuses on researching relevant solution components
and introduces several projects and initiatives of the public sector.

Together thesefindings enable the designof a relevant and rigorous solutionmodel for
the pre-award phase as themain contribution of thework. Both the theoretical foundation
and the established harmonization model show that solutions to all prevalent issue areas
exist but are not aligned to each other.

The proposed solutions have differing levels of maturity, with most of them being
still on a piloting level. Therefore, the established harmonization model can target the
issues areas in theory but still needs research and development until all needed solutions
reach a maturity level that is sufficient for productive usage. This development could be
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further delayed by the general lack of attention on the pre-award phase. We recommend
prioritizing on individual solution components first that are both on a medium to high
maturity level and can offer quickwins for the pre-award phase. A focus on establishing a
joint usage of pre-award catalogues, ESPD, and DPS procedures along the standardized
PEPPOL transactions can help to include a new group of bidders such as SMEs.

Increasing the number of interested participants strengthens the general interest in
the pre-award area, feeding more resources into the development of further solution
components. The introduction of pre-award catalogues also improves interoperability
towards post-award, potentially drawing more attention of the post-award community
towards pre-award developments.

Future research will extend the approach of this paper towards the post-award phase
to achieve a full harmonization of eProcurement procedures. The same approach of
constructing a harmonization model can be well applied to the post-award phase, thus
creating a holistic and optimized view towards procurement procedures in general. Espe-
cially the handshake between pre-award and post-award is a relevant research area.Many
solution components addressed in this paper can be utilized for the development of such
a transition. An preliminary analysis how these components affect post-award processes
yields interesting results.

Additional research on the proposed solutions is necessary to provide more detailed
concepts and specifications. Furthermore, the proposed harmonization model needs to
be piloted to verify its effectiveness and suitability to real-world environments. As this
contribution focuses on a theoretical concept, a logical next step is to research practical
factors that may impact or prevent the real-world implementation of the model. Finally,
legal and licensing-based impact factors such as “open specification” rights, patenting
and FRAND (fair, reasonable, and nondiscriminatory) terms need to be analyzed.
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Abstract. Government as a Platform (GaaP) promises better and more efficient
public services. More and more countries are applying the approach to eGovern-
ment development. However, there is scant empirical evidence on how to properly
implement GaaP in practice. In particular, most of the literature focusses on the
adoption in individual countries. We address this gap by investigating and sys-
tematically comparing three countries with successful GaaP implementations. By
means of expert interviews and analysis of public documents we are able to extract
four commonalities and three differences. We discuss our results as lessons learnt.
We further contribute to theory and practice by enhancing the knowledge on GaaP
approaches, providing a first basis for guidelines toward GaaP.

Keywords: Government as a Platform · Platform-Oriented Infrastructures ·
Digital Transformation

1 Introduction

Government as a Platform (GaaP) is an approach to the digital transformation of the
public sector that promises better and more efficient public services [1]. Coined by
O’Reilly [2],GaaP represents the idea ofmaking use of platform structures and principles
to improve the public sector. This includes the political level, e.g. in form of platforms
for participation [3], as well as the technical level, e.g. in form of platform infrastructures
with shared IT components across government entities [4].

In practice, multiple countries have applied the approach. For instance, the UK’s
Government Digital Service explicitly refers to GaaP as the central approach guiding
their activities, but also Italy, Estonia, Singapore, and others follow the GaaP paradigm
[5–7]. The individual development paths followed by each one of these countries are
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partially documented in literature – both scientific (e.g. [8, 9]) and governmental (e.g.,
gds.blog.uk).

However, while information on individual GaaP approaches are available, there is
no consolidated knowledge on what the various approaches have in common. Most of
the literature provides anecdotal exploration of individual countries’ adoption [8, 9].
For countries struggling with GaaP in practice [10], these examples can inspire decision
making, but do not provide clear guidance. Consolidated knowledge of commonalities
but also differences in the application of GaaP across countries would help to prioritize
decisions and, thus, support the application of GaaP by practitioners.

We address this gap by comparing the successful GaaP implementations in Estonia,
UK, and Italy. To this end, we conducted two rounds of expert interviews and analyzed
public documents. The collected empirical evidence allowed us to extract four common-
alities and three differences in the respective GaaP implementations. We discuss our
findings and formulate lessons learnt that can be considered by governments that want
to implement GaaP.

We contribute to theory by enhancing the knowledge on GaaP approaches in prac-
tice. We contribute to practice by providing a first basis for guidelines for GaaP
implementations.

2 Theoretical Background

The term “Government as a Platform” was coined by O’Reilly [2], who describes plat-
form structures and principles in the private sector and discusses their potential adoption
in the public sector. Since then, scholars have investigated various aspects of GaaP.
This includes the benefits of GaaP, which can be clustered into efficiency and user-
friendliness [10]. The former stems from the concentration on core functionalities of
digital public service delivery. For instance, sharing technical components such as elec-
tronic IDs across entities allows governments to do “more with less” [1]. The latter is
based on the idea that, by concentrating on core functionalities, the resulting freedom
outside of those functionalities allows for co-creation and the development of dynamic
ecosystems, which foster user-friendly solutions [2, 9, 11].

There is no common definition of GaaP [12, 13], but scholars differentiate vari-
ous types of platforms [14], and different perspectives and lenses to understand the
phenomenon (e.g. [15] and [16]).

From technical and architectural perspectives, it is a shared IT infrastructure – such
as shared components for authentication and payment – that arguably constitutes GaaP
[4]. Also, modularity and interoperability models for the automatic exchange of data,
e.g. in form of APIs, play a central role [8]. For the scalability and flexibility of GaaP
architectures cloud computing is considered an enabler of GaaP [12, 17].

From a governance andmanagerial perspective, scholars agree that with GaaP comes
a new role of government, which is described as platform owner and orchestrator [9, 11].
For the adoption of this role in practice, scholars find that the local stakeholders represent
a pivotal element since the new role is associated with changes in responsibilities [10].
TheGaaPapproachoften affects IT systems and responsibilities across different branches
of government. Therefore GaaP requires the communication and enforcement of the
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approach with various actors. The mechanisms for this communication depend on the
specific context of the country. For example, federal states require more decentral and
cooperative mechanisms [9, 17].

From the perspective of platform principles, scholars describe openness, participa-
tion and co-creation as central drivers of GaaP [1, 9, 11]. For instance, [11] describes
openness as a means to ensure public value. In an “Open Governance System” the open-
ness of assets, services and engagement leads to participation, co-creation and innova-
tion. In this context, the interpretation of government as an ecosystem has been proposed
[16].

Various governments around the world apply GaaP more or less explicitly. These
include UK [8], Estonia [6], Italy [9], Russia [18], India [7], Singapore [19], USA, and
Australia [20]. The label “Government as a Platform” is used explicitly in the UK, where
the Government Digital Service (GDS) has released several blog posts referencing GaaP
[21], but also in Italy [22].

In literature, the reporting on GaaP approaches of different countries mostly has
country-specific foci, such as federalism [17], orchestration [9], and factors for adoption
[12].While most publications focus on one country, Gil-Garcia considers three countries
in a short paper, Australia, the UK and the USA [20]. Also Bender and Heine consider
multiple countries, but from a theoretical perspective [4]. To the best of our knowledge,
there is no systematic empirical comparison of GaaP implementations across countries.

3 Methodology

This research reports on the investigation and comparison of GaaP approaches in three
European countries, which have been chosen for the maturity of their GaaP implemen-
tations (cf. Case selection). The investigation is based on publicly available documents
and two rounds of expert interviews (cf. Data collection). For the comparison, we use
a coding schema based on four dimensions to systematically derive the commonalities
and differences among cases (cf. Data analysis).

3.1 Case Selection

Tocollect data for our analysis,we investigated countries that canbe considered advanced
in their GaaP approach. Since there is no universal definition of the GaaP approach, we
consider it the application of platform structures and principles to IT infrastructure for
digital public service delivery. This can happen on purpose, e.g. in form of a deliberate
GaaP strategy, or de facto, e.g. without a deliberate GaaP strategy.

Since there are various countries that correspond with that definition, we focused on
three countries that are discussed prominently in government and academic literature.We
chose Estonia because of its high ranking in eGovernment scores, often being considered
the leader in Europe [23]. The country is also considered a role model by other countries
[6].We chose Italy and UK because they explicitly pursue GaaP and reflect on it publicly
[21, 22]. Moreover, both countries have been investigated by scholars [8, 9] in major
academic outlets as advanced examples of GaaP implementation.
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The GaaP approach in Estonia is not officially using the term “Government as a
Platform”. However, typical steps such as the introduction of an interoperability system
can be traced back to 2001, when X-Road was introduced as a distributed data exchange
layer for registers and information systems, building the “backbone of e-Estonia” [24].
The e-ID and digital signature followed in 2002.

The GaaP approach in the UK can be traced back to at least 2015, when the found-
ing executive director of the GDS, Mike Bracken, wrote a blog post calling GaaP the
next phase of digital transformation [25]. Since then, already existing building blocks
GOV.UK and GOV.UK Verify have been complemented by GOV.UK Pay and GOV.UK
Notify. Moreover, a set of service standards complete the service toolkit that constitutes
the core of the British GaaP approach.

The GaaP approach in Italy can be traced back to 2016, when the founding leader
of the Italian Government’s Digital Transformation Team laid out a path towards “the
new operating system” of the country” [26]. Today, the building blocks of the Italian
GaaP approach includes several components, among them a payment (pagoPA), an eID
(SPID), and an App (IO) component.

3.2 Data Collection

We collected data from two sources: expert interviews and publicly available documents.
With regard to interviews, we conducted two rounds of expert interviews. The first

round of 19 interviews was conducted with experts from UK, Estonia, and Italy from
May to July 2021. The interviews were semi-structured and had an exploratory character
that aimed at getting an overview over the respective GaaP approaches and understand
the relevant areas of decision making.

The second round was conducted with 10 experts from UK, Estonia, and Italy in
January and February 2023. The interviews were semi-structured and focused on the
specific steps and decisions made when applying GaaP in practice. To recruit for the
second round, we contacted the experts from the first round, of whom eight agreed to
a second interview and two referred us to colleagues because they didn’t have time or
changed position. Table 1 gives an overview over the expert interviews in the second
round.

The interviewed experts have or had key strategic roles in the application of GaaP in
their respective countries. These roles include head of executive bodies, political decision
makers as well as consultants. Most of them can be considered IT strategists, with
some also identifying as IT architects or IT consultants. In the selection we considered
the specific historical circumstances of each country. In Estonia, consultants played an
important role, especially at the beginning of the GaaP efforts. In turn, in the UK, digital
transformationwas and ismostly driven by theGDS. Finally, in Italy, several members of
parliamentwere central in the conceptualization of the ItalianGaaP effort. Consequently,
we interviewed – among others – consultants from Estonia, heads of GDS from the UK
and members of parliament from Italy.

With regard to documents, information was retrieved from publicly available sources
based on internet search. The goal of the search was to identify documents summarizing
central aspects of the respectiveGaaP approaches. Tovalidate the selection of documents,
the interviewed experts were asked to name relevant documents. In total we selected six
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Table 1. Overview over the conducted interviews in the second round.

Interviewee Organisation (Former) Role Country Duration

I1 Consulting Expert for Legal Aspects Estonia 53 min

I2 Consulting Lead architect of IT infrastructure Estonia 55 min

I3 Government Prime minister Estonia 35 min

I4 Digital Agency Head of digital agency UK 45 min

I5 Digital Agency Head of digital agency UK 45 min

I6 Digital Agency CTO of digital agency Italy 53 min

I7 Parliament Member of steering committee of digital
agency

Italy 48 min

I8 Digital Agency Lead of core component at digital agency Italy 57 min

I9 Parliament Chairman of steering committee of digital
agency

Italy 34 min

I10 Government Minister for digital transformation Italy 19 min

documents, two from each country. The documents were mostly written by the leaders
of the respective digital agencies and lay out a strategy for the coming years or report in
retrospective about the lessons learnt in the work of the recent years. Table 2 gives an
overview over the analyzed documents.

Table 2. Overview over the analyzed documents.

Title Type Outlet Country

How to build digital public
infrastructure: 7 lessons from Estonia
[27]

blog article world economic forum Estonia

The E-Estonia Story [24] website post e-estonia.com Estonia

Government as a Platform: the next
phase of digital transformation [25]

blog article gds.blog.uk UK

Government Digital Service: updates
on our 2021–2024 strategy [28]

blog article gds.blog.uk UK

Toward a new “operating system” for
the country [26]

blog article medium Italy

Three year plan 2020–2022 [5] strategic report - Italy

3.3 Data Analysis

The first round of interviews was transcribed and coded along the elements of design
decisions, i.e. issue, alternative, and justification [29]. The analysis was iterative and
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had the goal to identify central areas and aspects of decision making in the process of
implementing GaaP. These results were the basis for the interview guidelines of the
second round.

The second round of interviews and the selected documents were transcribed and
coded for design decisions along different dimensions of GaaP, namely architecture,
governance, principles andmanagement [4, 8, 11]. The decisionswere also distinguished
between: (i) descriptive statements that cover GaaP implementation in practice (without
judging whether this was or was not a best practice) and (ii) prescriptive statements, in
which experts explicitly recommended decisions also to other countries.

To analyze the rich body of data collected, we draw from grounded theory [30].
According to the tips set out for multiple case study theory building, within- and cross-
case analyses were performed [31]. The authors first analyzed the interviews of the first
round individually and triangulated the data with the documents. Then, adopting an
inductive approach [32], we coded the interviews of the second round. The systematic
approach suggested by Gioia et al. [33] allowed us to review the transcripts line by line,
and develop new conceptswhile keeping “qualitative rigor” in conducting and presenting
our findings.

In the first order analysis, the most promising concepts were extracted and the inter-
viewees’ words were left unchanged, to keep a faithful record of the original terms. After
that, a second order analysis (cross-case) was carried out by replicating the logic across
the cases and grouping sentences with similar meanings. Each group was labelled, and
the original terms were retained where possible. At this point, we started making con-
nections between the interviewees’ level and the theoretical level, and understanding the
theoretical implications of the topics that were emerging from the interviews [33].

Once the cross-case analysis was running, we moved between the case data, the
emerging concepts and dimensions, and the academic literature, in order to refine the
emerging construct definitions, abstraction levels, construct measures and theoretical
relationships.

In the interviews of the first round we asked general questions such as the intervie-
wee’s definition of GaaP and the potential of the concepts. This provided the authors with
information about the general circumstances of each country.But the coding revealed that
the specific steps made towards GaaP were not comprehensively covered, which limited
the cross-country comparison. The second round was therefore designed to specifically
retrieve the central aspects of the respective GaaP approaches in several dimensions.
Consequently, the results are based on both rounds but refers mostly to the second round
of interviews.

4 Results

Our research identified commonalities and differences in the GaaP approaches of UK,
Italy, and Estonia. Table 3 gives and overview over the results. The commonalities are
described in Subsect. 4.1, followed by the differences in Subsect. 4.2.
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Table 3. Overview over the GaaP approaches of UK, Italy, and Estonia.

Commonalities Differences

• Centralization of core functionalities
• Strong digital agencies with strong leaders
• Carrot and stick management
• Openness and Co-creation

• Building blocks vs. data integration layer
• Centralization vs. decentralization
• Third parties vs. no third parties

4.1 Commonalities

We report on the identified commonalities along four themes. The commonalities are
based on the collected data and supported by quotes. The quotes are tagged with
the responding country (EE for Estonia, UK for Great Britain, and IT for Italy) and
interviewee (01, 02, and so forth) of origin.

Centralization of Core Functionalities. The first set of commonalities concerns the
technical architecture of the GaaP approaches in the investigated countries. All three of
them centralized certain functionalities in their IT infrastructure. This “platform core”
was described as a “set of standards, set of technologies, set of systems, set of services that
enable to implement various governmental business processes” (02-EE). The function-
alities include but are not limited to the login / authentication functionality, the payment
and some form of interoperability functionality. The criteria that decided whether or not
to centralize is also similar for the countries. They centralized functionalities that are
“common across all the digital services of the public administration” (01-IT). Often the
functionalities were realized in terms of shared IT components, which are developed and
deployed centrally and can be used by all public entities. But the functionalities can also
be realized by means of standards and protocols, e.g. X-Road in Estonia. Both, compo-
nents and standards serve as “building blocks” (01-GB) on which the public services of
the public entities can be based upon. At the same time all other parts of service provision
such as the business logic remains decentral. The reason to centralize functionalities are
speed and efficiency: “If it’s decentral, then maybe you don’t proceed that fast” (02-IT ).
Consequently, centralizing was described as essential for GaaP: “In my experience, the
countries that are consistently in the top 10 governments in the world, have all central-
ized the key components, and there’s really no exceptions to that I’ve seen” (01-GB).
Despite its advantages, this centralization does not happen automatically when imple-
menting GaaP. The experts described deliberate plans following “a political choice”
(02-IT). On an operational level, cloud technology is used. “We defined a national cloud
where citizens, where public administrations can [provide] their services.” (05-IT). In
summary, our data suggest the centralization of core functionalities as a commonality
across countries that implement GaaP.

Strong Digital Agencies with Strong Leaders. The second set of commonalities con-
cerns the governance of the GaaP approach. While the experts emphasized the need to
include all ministries and departments, all three countries have a strong entity leading
their GaaP approaches. The responsibility of that entity does not include all aspects of
GaaP“but you still need somebody who’s in charge of the sort of central issues” (01-EE).
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This “primus inter pares” is necessary because “it’s really difficult to do anything when
you have multiple owners and unclear governance. So, the trick is having somebody who
can do things despite this situation” (01-IT). For instance, in Italy the Digital Team – a
team within the Presidency of the Council of Ministries focused on eGovernment accel-
eration – has a strong role. As an example, the Digital Team has the right to take over the
ownership of components if it assesses that the progress of development by the current
owner is not sufficient. In practice, this possibility was never used, but the existence
of this possibility allows the Digital Team to exercise power over other entities. Clear
governance in this context was described as the responsibilities being well defined for
all actors involved. However, even with well-defined responsibilities and enforcement
rights, there is a need for political backing: “it’s quite hard to achieve that without the
use of the Prime Minister” (01-GB). A second aspect, related to this, is the role of single
personalities for the success of GaaP. In Estonia it was prime minister Mart Laar, who
was significantly advancing e-government in his tenure, and in the UK the heads of the
Government Digital Service were credited for their positive role in the advancement
of GaaP. The starkest example, however, might be Mr. Diego Piacentini, who for two
years acted as special commissioner for digital transformation in the Italian government
and served as leader of the Digital Team. He was a former Amazon executive directly
reporting to Jeff Bezos. With this past he had the credibility to make changes and use
his mandate to its full extent. Beyond strong personalities at the top, multiple experts
stressed the importance of skilled personnel in general [27], describing extensive pro-
grams and efforts to make sure the according entities in charge of GaaP had employees
with skills in IT, design and agile management at their disposal. An example is Piacen-
tini’s call for Italians from all over the world to join his Digital Team at the start of his
tenure. In summary, our data suggest clear governance with strong leaders and skilled
personnel as a commonality across countries that implement GaaP.

Carrot and Stick. The third set of commonalities evolves around themanagement style
of the GaaP approach. All three countries described a management approach that aims
at enabling. For instance, central functionalities were designed such that their usage is
easy and cheap. One effect of this was the fast adoption of the provided functionalities.
“They were free to choose, but most of them in the end chose to use our tools because
they were better in terms of user experience and cheaper as well” (01-IT). A similar
effect was achieved by means of monetary incentives: “we set aside a pot of money
effectively, and said to all our municipalities, if you conform to our standards, we will
effectively subsidize your work” (01-GB). At the same time, all countries complemented
their enabling management with standards and regulations. In UK, for instance, the use
of GOV.UK as a frontend is mandatory. Also standards regarding accessibility and style
guides are part of this regulation. Additionally, the experts pointed out the need for legal
adoptions for the implementation of GaaP. “We don’t need different laws because we go
further with sort of government as a platform, but maybe the picture of deciding what
laws we need changes because the situations are different.” (01-EE). In summary, our
data suggests a carrot and stick management approach, complementing incentives with
standards and (legal) regulation as a commonality across countries that implement GaaP.

Openness and Co-creation. Beyond certain management decisions, a culture of open-
ness and co-creation was emphasized by the experts as an important ingredient to their
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GaaP approach: “we work with the ministries to make their software open source for
example, which was never done before” (03-IT). Openness includes also the transparency
of private data used by public administrations. “The authorities who have the right to
access your data have to be able to explain why.” (01-EE). Besides accountability via
transparency, the benefits of this openness were described as innovation and flexibility.
For example, during the covid-19 pandemic this openness allowed for faster and better
development of new public services: “if you don’t have openness, if you can’t access
your own code base and change your designs and edit your content very quickly, then
you can’t service that user need” (02-GB). Based on openness the countries pushed for
participation and co-creation with actors from both within and outside the public sector:
“[…] and then we also created the community, I think we created two. One was called
developers, and the other one designers” (01-IT). These communities constantly con-
tribute to the further development and improvement of services and core functionalities
in the respective countries. Finally, open communication of the GaaP approaches and
underlying strategies is shared by the three countries. All three countries have been out-
spoken about their efforts, decisions, and effectiveness, for example, in form of reports or
blog posts. “Celebrate and share wins – and failures” [27] is one of the lessons Estonia
draws from their experience and also recommends to other countries. In summary, our
data suggest that embracing platform principles such as openness and co-creation are a
commonality across countries that implement GaaP.

4.2 Differences

Despite many commonalities, our investigation revealed also differences in the
approaches of the three countries.

Building Blocks vs. Data Integration Layer. Notwithstanding the centralization of
core functionalities, the infrastructure architecture differs between countries. Italy’s and
UK’s technical approach to GaaP can be described as an infrastructure of core compo-
nents, i.e. connected but individual components that provide core functionalities to the
public sector. “Typically within those platforms are things like the notification server. So
if you are a municipal or another department, you can link to that notification server”
(01-GB). In contrast, the X-Road in Estonia is described as a decentral data integration
layer that connects the IT systems of the public sector entities. A good example for this
deliberately decentral approach is the payment functionality which is not realized as a
central component in Estonia, but by a private standard, that is used by the data integra-
tion layer. “you can seamlessly pay via the bank’s system but it’s in the same system.”
(01-EE). This suggests that the technical setup providing core functionalities for GaaP
can differ between countries.

Centralization vs.Decentralization. Secondly, the degree of centralization of the fron-
tends differs between countries. The UK has the most central approach with GOV.UK
being a mandatory frontend for public entities. This follows the idea of a one-stop-shop,
which aims at user-friendliness by means of one website for everything “GOV UK when
we built it consolidated 1,780 sites.” (01-GB). Significantly, even the UK’s approach has
a decentral element. The content of the pages of GOV.UK are provided by the respective
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entities: “one content management system, but with federated authority.” (02-GB). The
other end of the spectrum is represented by Italy, where the frontend is the responsibility
of service providing entities “we let each administration have its own website.” (01-IT).
The reasoning stems from the federal structure of the Italian state. “If you want to pro-
mote the adoption of services you should talk with regions.” (03-IT) Yet, also in Italy,
the user-friendliness of the frontend and the idea of a one-stop-shop play a role. To that
end, the federal government provides style guides, templates and other standards with
the goal to harmonize the frontends within the country. Additionally, the new App IO
is aiming at a centralized frontend for mobile phones. Taken together, our investigation
suggest that the exact degree of (de)centralization of the frontend can differ between
countries that implement GaaP.

Third Parties vs. No Third Parties. Lastly, the openness towards third parties differs
between countries. In theUK the login functionalitywas initially a private sector initiative
but subsequently failed for a number of reasons. For instance, the data privacy of the
solutionwas notmeeting expectations.“Access to people’s passport details was provided
to the private sector and there’s been some usage of that” (01-GB). The consequencewas
that the public sector built its own solution after all. In contrast, in Estonia, the payment is
handled by a private solution of the banking sector “the banks have been integrated into
the system. So the banks were linked to the X-Road” (01-EE). This system is considered a
success and there are no plans to privatize it. In general, the interviewed experts consider
the integration of the private sector as challenging “There are others that have got that
facility, Singapore and Iceland, but there’s only really about three or four countries that
have managed to cross the government and the private sector and use it successfully.”
(01-GB). Yet, the two described examples document the openness of governments at the
same time. Taken together, our investigation suggest that the inclusion of third parties
differs between countries that implement GaaP.

5 Discussion

Based on the presented results we discuss implications for theory and practice.
Firstly, our results suggest that there isnouniquepath toGaaP. Eachof the countries

has their own history of design decisions and steps toward GaaP. For example, the GaaP
efforts of Estonia can be tracked back to 2001, while the Italian journey started only in
2016. The presented differences suggest that a country’s context play an important role
for this path. This is in line with literature’s variety and reported aspects, ranging from
managerial themes such as orchestration [9] to specific architectural questions such as
constituting elements of GaaP [4]. Further research could investigate how the context
of a country such as size and degree of federalism, but also general societal progress in
digital transformation affects these paths.

Secondly, our results suggest that – notwithstanding the previous point – GaaP
approaches result in similar structures and principles. While the implementations
follow individual paths, central architectural and managerial patterns can be observed.
For example, while the exact set of building blocks differ, the payment and identity func-
tionalities are part of all three investigated GaaP infrastructures. Also, openness in form
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of co-creation and communication of strategies and lessons learnt are central to all three
approaches. This is in line with literature such as [11] and suggests there could be a gen-
eral blue print or guidelines for GaaP. For practice this means, copying from successful
countries can be a valid strategy. With regard to theory, some scholars already attempt
to capture these commonalities [4, 8]. However, our results include several aspects that
are currently not present in literature - for example, the role of skilled personnel and
strong leaders. For theory, this means existing concepts should be extended by important
aspects from practice.

Thirdly, our results show that applying GaaP in practice requires the balancing of
trade-offs. Despite the general commonalities across countries, the approaches differ
in the details of their implementation. This can potentially be explained by the different
context, with Estonia being smaller and Italy being more federal than the UK. We find
that often this adoption can be described as the balancing of two extremes where the
equilibrium depends on the context. For example, the ideal degree of centrality might
be smaller in a federal than in a more centralized countries. In the UK even the frontend
is centralized, while in Italy there are only standards and templates. This is in line with
literature from Russia [17] and Germany [10], but has not been explicitly described yet.
Similarly, the need for balancing also extends to the governance dimension. In theUK the
GDS has the ownership of themain components, whereas in Italy, the ownership remains
with theministries and theDigital Teamonlyorchestrates them. In IS literature, balancing
trade-offs in the context of platforms has been described for boundary resources. The so-
called “tuning” [34] corresponds with the balancing described in this paper. For practice,
this means context matters and it is important to find the right balance for each country
individually. For theory, this means the role of trade-offs should be investigated and
existing IS literature might contribute to developing theoretical insight into this aspect
of GaaP.

6 Conclusion

In this paper we present the findings from an in-depth investigation of three successful
GaaP implementations. We find that the countries have several commonalities that can
be considered in future conceptualizations of GaaP. Also, we find several differences,
which can be interpreted as adherence to individual contexts.

Our research has several limitations. Firstly, we investigated only three countries.
This allowed for an in-depth analysis but also limits the generalizability of the results.
Many other countries have implemented GaaP and might not have the same commonal-
ities. Our results are therefore only a first basis for further research on commonalities of
GaaP implementations. Secondly, the counterfactuals to the decisions of the investigated
countries are unknown, i.e. we don’t know what would’ve happened if the governments
decided differently. Therefore we cannot know whether the success of the countries
is because of or despite their respective GaaP decisions. Future research should also
investigate countries that are not successful yet or took different decisions. This could
allow for the distinction between critical and non-critical decisions in the application of
GaaP. Thirdly, most of our results are descriptive for the current GaaP configuration and
less about the steps to get there. While this can be helpful to understand GaaP in these
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countries, the results are not prescriptive in the sense of a procedure that can be followed.
Further research should attempt to provide guidelines in order to further support GaaP
in practice.

While limitations exist, we believe this research enhances the structured knowl-
edge on GaaP implementations and can be a suitable starting point towards prescriptive
knowledge on the application of GaaP in practice.
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Abstract. The promotion of digital self-services has generated a shift within dig-
ital government, which has implications for citizens that depend on welfare ser-
vices. From the policy perspective, users can benefit from better service access,
process efficiency and opportunities for citizens to co-produce their public ser-
vices. These opportunities are accompanied by increasing responsibilities for citi-
zens that are expected to serve themselves to a higher extent. This article analyses
how vulnerable citizens engage in self-services and their co-production of pub-
lic services that play out in the digital public service setting. Data were gathered
through participatory observations at a service office at the Norwegian welfare
administration (NAV) when citizens visited the office to apply for public welfare
services. The article provides a novel theoretical framework for conceptualizing
dynamic actor-co-production, showing how co-production preconditions can be
understood in relation to the actors involved in the service procedure. From a
citizen-centric perspective, the article explores the roles of the human state actor –
frontline workers, technology state actor – self-service stations, and the private
actor – citizens – in the co-production. It sheds light on how participation can be
understood at different levels of abstraction and describes the impact of actors’
roles, motives, actions, and preconditions in the co-production of welfare services.
The findings show that most citizens that visit the office are vulnerable in relation
to financial circumstances and struggle to independently co-produce their services
in the public self-service setting.

Keywords: co-production · digital government · digital self-services ·
vulnerable citizens · actor network theory · participation

1 Introduction

Co-production, which can be described as the involvement of individual citizens and
groups in public service delivery [1], has been a central element in the provision of pub-
lic services for many years. As the old welfare state model with its underlying ‘provider
centricity’ was abandoned, new government reforms such as New Public Management
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and New Public Governance focused on integrating clients, i.e., citizens, into the pro-
duction of public services [2, 3]. The element of action is essential in co-production [4]
since it provides citizens with an active role that can refer to both collective and indi-
vidual action [5–7]. Co-production can be described as joint activities between a citizen
and the public sector that result in value creation and the immediate consumption of a
service [8]. Following this understanding, any public service that requires some form of
interaction between a citizen and the public sector, is co-produced.

The proliferation of digital self-services in the public sector has led to an even more
prominent role of co-production in public service delivery. Compared to traditional pub-
lic services, digital self-services shift the responsibility of providing relevant and correct
information towards the citizens, thus augmenting their role as ‘co-producers’ [9]. Based
on the idea of an active citizenship [10], increasing co-production is seen as promising in
the light of an efficient, transparent, and flexible citizen-to-government relationship. For
example, the EU has adopted a digital public service agenda that focuses on values such
as efficiency and high quality and user-centric services where co-production replaces the
old service provision that rests upon a passive consumer logic [11]. Thus, citizens’ roles
are changing as they are expected to engage in new forms of co-production in digital
self-services.

However, the growing emphasis on co-production poses challenges to some citizens
as the responsibility for the service procedure moves away from government profes-
sionals and closer to the citizen [12, 13]. Digital self-services require citizens to develop
capabilities to independently solve problems and serve themselves [14–16]. However,
citizens that depend on welfare services, for instance, often face health issues, limited
executive functioning, struggle with language barriers, or lack the digital or adminis-
trative skills to master digital self-services. Thus, while digitalizing public services can
offer new forms to co-produce value, this form of interaction creates new, systematic
barriers for some citizens [17].

Despite the increasing interest in co-production, little is known about the practical
implications for citizens. There are few empirical studies that consider co-production
in action, i.e., that analyze the interaction taking place between citizens and the public
sector in the act of co-production empirically [1]. Furthermore, the existing literature
does not provide us with an analytical framework that can be used for studying and
evaluating co-production from a citizens’ point of view. Thus, research is needed to
provide us with a conceptual understanding of co-production as well as with empirical
data on how co-production unfolds from a citizens’ perspective [18].

Therefore, our research goal (RG) is to design an analytical framework for
describing co-production practices in digital self-services.

Based on this analytical framework,wewill answer our research question (RQ)What
are citizens’ experiences as they engage in the co-production of digital self-services?

Our focus is on the individual level of co-production from a citizen’s perspective
during service delivery, i.e., when a citizen performs activities and contributes to the
service procedure to receive welfare service. The focus of this article is self-services
co-produced in the NAV office. In this article, we take a two-step approach. First, we
develop an analytical framework for understanding co-production in a digital service
setting and the implications for the actors involved. Based on actor-network theory, we



50 H. H. Rydén et al.

understand co-production as a network that involves both human and non-human actors.
We build on Nabatchi et al.’s understanding of the who, when and what of co-production
and extend it by incorporating the actors’ motivation (why). Further, we integrate digital
self-services as a non-human actor in the framework. Second, we apply this framework
empirically to identify implications for citizens that engage in co-production in digital
self-services at the stage of co-delivery, also elaborated on from Nabatchi et al.’s. In
doing so, we observe citizens’ interaction with digital self-service stations and frontline
workers at local offices of the Norwegian Labor andWelfare Organization (NAV). These
observations are supplemented by frontlineworkers’ perspectives in the observed service
setting.

Our article provides conceptual, empirical, andmethodological contributions. It pro-
vides conceptual clarity by presenting a framework for analyzing co-production in a
digital self-service setting. The findings show how digital self-services are co-produced
at an office setting, thus challenging the idea of independency that lies in the concept
of self -service. Empirically, it advances the understanding of implications for citizens
engaged in digital self-service co-production and explicitly shows the challenges and
obstacles. Finally, we provide methodological contributions for research designs by
capturing co-production in action through participant observations.

2 Related Work

2.1 The Concept of Co-production

While there is a broad variety in the definition of co-production, the literature agrees
that co-production is about involving citizens in service delivery. According to Brudney
and England [19], for example, “coproduction consists of citizen involvement or par-
ticipation (rather than bureaucratic responsiveness) in the delivery of urban services.”
while Levine and Fisher [20] describe it more broadly as “the joint provision of public
services by public agencies and service consumers”. Similarly, Pestoff [21] understands
co-production as “a model for the mix of both public service agents and citizens who
contribute to the provision of a public service”. All these definitions have in common
that they mention the involvement of citizens in providing public services.

A further important element in the definition of co-production is the distinction of
involved roles. Several definitions explicitly stress that the relationship between actors
outside and inside organization is important to optimize the service provision of orga-
nizations [22]. Other researchers argue that the essence of co-production is the mutual
resource contribution into the service provision [7]. Full co-production is at play when
professionals and service users share the responsibility for both service delivery and
design [23]. Thus, two central actors in co-production are the public organization that is
responsible for delivering the service as well as “individuals who are not ‘in’ the same
organization”, i.e., citizens [6].

The literature does not agree as to whether co-production needs to be voluntary
from the citizens’ perspective or whether also the ‘forced’ involvement of citizens can
be considered as co-production. Some argue that co-production needs to be based on
“voluntary cooperation on the part of citizens (rather than compliance with laws or
city ordinances)” [18, 23] and citizens can freely decide whether they would like to
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contribute to a co-production process or not [24]. In contrast to this, others consider all
public services where some sort of input is required from a citizen as co-production [2],
even when citizens do not want to be involved but have no choice as they are dependent
on a public service. This differing view can to a certain extent be explained by noting that
the term co-production has previously been used to describe both citizens’ involvement
in receiving a public service as well as in the (voluntary) development of services, often
also referred to as co-design or co-creation [10].

While also creating value for citizens, co-production is strongly motivated by the
public sector’s financial interests. It is closely linked to the introduction of the public
sector reforms New Public Management and New Public Governance [26] and is con-
sidered an essential part of social policy in Europe as many governments are forced
to balance scarce resources in the public service provision [4]. From an organizational
value perspective, co-production can lead to both cost savings and higher service quality
as public sector organizations can shift some of the workload towards citizens. Fol-
lowing this argument, co-production ensures both service quality and quantity that will
benefit citizens, but to an even higher extent the organizations that create room for the
co-production [19].

2.2 Co-production in Digital Self-services

The increased provision of digital self-services has strengthened the importance of co-
production in public service delivery. Digital self-services refer to the access to public
services through digital technologieswithout having to dealwith government employees.
In most cases, this means no direct interaction between citizens and service workers,
hence reducing the face-to-face interaction [28]. These technologies alter the roles and
expectations of citizens and frontline workers in the service procedure where some
scholars consider self-services as a new form of co-production between consumer and
the provider [29]. Citizens are sometimes referred to as ‘screen level workers’, in charge
of their own service procedure [31, 32] since digital self-servicesmove the responsibility
for the required tasks towards the citizens [14].

In addition to the organizational benefits, co-production in digital self-services offers
advantages for citizens as well. Motivated by the arguments of participative politics that
foster an active citizenship, the technical development opens for new possibilities of co-
production through “self-service politics” [33]. This policy argumentation is in line with
the servicemanagement literaturewhere the concept of co-production is surroundedwith
positive connotations of how individuals can benefit from empowerment, ownership,
voice, and openness that resonates with the co-production concept [34]. This ideal has
been adopted by public policy resulting in more arenas for self-service in the name of
co-production [17, 35]. The digital self-service is molded as one arena where the citizen
can be an active participant in the public service procedure.

On the other hand, co-production in digital self-services creates severe challenges
for both citizens and public sector organizations. One of the greatest obstacles is the
exclusion of citizens who struggle to access or lack the ability to benefit from digital
services [36]. This exclusion mostly affects vulnerable citizens who need support and
personal contact in the service procedure [37]. Disadvantaged or vulnerable people are
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often racial minorities, those with lower education and in lower socioeconomic situa-
tions. They face higher obstacles to participating, which contributes further to existing
inequalities [26]. Consequently, co-production can enforce the insider-outsider dynamic
as this kind of service provision may only be accessible for some groups [1].

Therefore, this article takes a critical perspective on co-production framed in the
context of digital self-services as it argues that co-production will not always benefit the
citizen. It also points to the need of understanding the motivation of the different actors
in the co-production procedure since co-production is no means in itself [18].

3 Method and Case Description

In this article, we applied a mixed method approach. To answer the research goal of
developing a conceptual framework to understand co-production in a digital self-service
setting, we developed an analytical framework based on the literature on co-production
and digital self-services with a specific focus on Nabatchi et al.’s understanding of the
who, when and what of co-production. To evaluate our analytical framework as well
as to answer our research question (What are citizens’ experiences as they engage in
the co-production of digital self-services?), we collected empirical data from citizens
co-producing digital self-services in action.

The main method for the data collection was participant observations that positioned
the article as a qualitative interpretive case study [38]. The qualitative interpretive meth-
ods aim to better understand the lived situations of people from their experiences and
realities [39]. Many of the citizens that came to the office where the fieldwork took place
were highly depended on the welfare services (see Table 1 for an overview).

The first author carried out participant observations [40] in one office of the Norwe-
gian Labour and Welfare Administration (NAV). NAV is the largest government orga-
nization in Norway and administers a third of the national budget by providing both
state and municipal services to citizens. The office has a computer area (self-service
stations) where citizens can log on to nav.no to apply for services, send information to
NAV and collect information and documentation online. Our research focused on the
interactions between citizens, frontline workers, and digital self-service stations. From
the co-production perspective, the focus is “the moment of truth”, when expectations of
co-production meet the realization of the same [10]. This is studied in the “single point
of interaction”, which is the moment of action when services are co-produced [11] that
also can be described as the stage of co-delivery [5].

Eleven office visits that lasted four hours each were conducted over a period of
four weeks in the spring of 2022. The method has been to observe, interact and ask
questions to the citizens during the interactions [41]. Initially, the plan was to conduct
passive observation of the citizens’ use of the self-service computers, but some citizens
approached the researcher with questions when they did not understand how to use
the computers or how to interact with the platform of nav.no. The researcher became a
volunteer that helped the citizens use the self-service computers turning into an ‘involved
researcher’ [42]. The ability to take on the role as an insider provided insight regarding
diverse life situations and get close to participants that otherwise would be hard to
connect with due to language and cultural differences. In this way, the observations
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also enhanced the contextual understanding of the situations that took place in a context
that was unknown for the researcher [43]. During most of the observations the frontline
workers were present at some point during the interactions and in those cases, questions
were also asked to the frontline workers after the interactions took place. These informal
talks with the frontline workers served as background information and confirmation of
the findings gained from observing the citizens.

We analyzed the data with the help of thematic analysis using our analytical frame-
work. The coding was done in Nvivo and was carried out and refined in three phases.
First, the data was coded roughly, and some events were coded according to several
nodes. Second, the double-coded nodes were analyzed in relation to the other nodes in
the given category and then distributed to the category that they reasoned best with. In a
third step, we went through all the nodes to move or remove nodes that where not clearly
relating to the category.

4 Results

4.1 Analytical Framework for Co-production in Digital Self-services

Based on relatedwork on co-production, digital self-services and actor-network theory as
well as inspired by strategical documents and policies, interviews with frontline workers
and observations of citizens at office visits, we developed our analytical framework for
understanding citizens’ involvement in co-production in a digital self-service setting.
We especially build on Nabatchi et al.’s typology of (offline) co-production and extend
it to the digital sphere [5].

As co-production can be seen as taking place within a network of actors that are
part of the same system framed by a common context, we anchor our framework in
the tradition of the actor-network theory. In an actor-network, the different actors per-
form activities according to their different roles, motives, preconditions, that all together
contribute to and make up the design of the co-production process. An actor-network
consists of heterogenous actors including both social and technical elements, such as
humans, artifacts, or organisations [44].Whilewe are primarily interested in the citizens’
perspective of co-production in digital self-services, we argue that we cannot consider
themwithout account for the other actors involved as the citizens’ experiences are linked
to them.We consider the other actors as reacting towards the citizens’ needs and actions.

Our main point of departure is Nabatchi et al.’s conceptualisation of co-production,
which they describe based on the level of co-production (individual, group or collective),
the actors involved (who?), the phase within the co-production process (when?) and the
activities that the involved actors perform (what?). Nabatchi et al. consider the actors
involved as lay and state actors where the lay actor is the user of public services outside
the organization and state actors are professionals within the public service organization.
The authors outline different steps where co-production occurs in the so-called service
cycle, distinguishing between co-commissioning (identifying and prioritizing prospec-
tive service elements), co-design (planning and designing services), co-delivery (provid-
ing public services), and co-assessment (evaluating services). Our analytical framework
will focus on the co-delivery phase representing the performance of co-production in an
actual service setting and will consider co-production on the individual level.
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Table 1. Overview of data from observations

ID Gender Duration Situation

O1 M 30 min Came to apply for financial assistance. Struggled with the digital
application and tried the digital self-service for a long time without
managing to apply before leaving the office

O2 W 5 min Two women struggled to use the copy machine. Applied on paper for
financial assistance and needed to hand in documents on paper
because of this

O3 W 10 min Came for personal assistance regarding her activity plan (for
unemployment). Struggled with what and where to type in
information in the scheme. Found it difficult to get access to personal
assistance at the office as all the frontline workers were busy

O4 M 5 min Came to access his decision regarding financial assistance. Could not
find this at nav.no because he did not have full access due to security
level of digital ID

O5 W 10 min Came because she does not speak Norwegian and needed an
appointment regarding financial benefits with a translator. Could not
write and the frontline worker needed to copy her personal number
from a letter that she brought to the office

O6 W 10 min Came to print documents to her application on financial assistance.
Preferred to hand in documents on paper even if she sent the
application digitally

O7 M 10 min Came to talk to a frontline worker as he got a rejection on his
application for financial assistance. Struggled to understand the
reason and logics of NAV. Received information about what he needs
to do and how to send in his complaint

O8 W 5 min Two women came to the office to hand in a report to NAV regarding
work assessment allowance that was due that day. Because of system
failure, they could not send in the report. Came to the office to get
help and to get in contact with the counsellor

O9 M 5 min Came to get help for his friend to register his CV on the digital
(unemployment) activity plan. Due to problems with the system, the
procedure took long time

O10 W 40 min Came to get help to apply for financial assistance. Preferred the
paper application but did not get access to this at the office. Managed
to apply with the help of one of the frontline workers. Much
frustration and stress in the interaction

O11 W 45 min Came to get help to apply for financial assistance. Complex life
situation; had contact with NAV for many years. Struggled with the
digital application and did not manage to send this in

In our analytical framework for describing co-production in digital self-services,
we distinguish three actors: two actors within (state actors) and one actor (lay actor)
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outside of the organization. We conceptualize the lay actors as the private actor, i.e., the
citizen, to emphasize that this actor is outside the organizationwith private interests in the
co-production of services. As our context is a digital self-service setting where citizens
interact with both public sector agents and computers, we differentiate between a human
state actor, represented by the frontline workers, and a non-human, i.e., technological
state actor, represented by the computers, i.e., self-service stations. The idea of the
state technological actor as an equal actor in co-production, in our case consisting of
technology artefacts and systems, is in line with the actor network theory originally
developed by Latour [44].

The actors and their interactions are further described by the four dimensions role,
contribution, motives, and barriers/preconditions. Roles are the actor’s activities in the
co-production process, contributions refer to what the actors (co-)produce, motives
describe why actors co-produce, and barriers/preconditions are the limitations or pre-
requisites for the respective actors to be able to participate in co-production. An example
of the role of the human state actor is frontline workers acting as guides that provide
consultation regarding services and application procedures. A contribution from the
technological state actor is, for instance, to provide access to online information and
standardized schemes. The private actor’s motives are, for example, to receive personal
financial benefits from the NAV’s system. Finally, barriers/preconditions for the human
state actor can be workload in terms of levels of requests as well as expertise and time.

4.2 Empirical Evidence of Co-production in Self-services

We analyze the empirical data using the presented analytical framework and present how
the three actors participate in co-production, centered around the perspectives of citizens.
Each actor is described in relation to their role, motive, contribution, and preconditions.

The Private Actor in Self-service Co-production. The private actor is in our case
the citizen interacting with the state actors at NAV. The private actor is outside of the
organizational structures and does not have the same knowledge as the actor inside
the organization. Most of the citizens observed visited the NAV office to receive some
interpersonal service in relation to their case.

The citizens often had the role of a passive bystander and informer. Citizens using the
digital self-service often requested personal assistance from frontline workers or, when
unavailable, from other persons at the office. Some citizens became irritated, anxious,
or frustrated when they were encouraged to manage the self-service procedure. Citizens
often stepped back and wanted the frontline workers to navigate on the computer on
their behalf. Citizens explained their life situations upon frontline workers’ request and
explainedwhat theywanted to apply forwhile the frontlineworkersmodified and inserted
the information into the system.

The citizens were motivated by familiarity, consultation and to get through the pro-
cedure. Many citizens asked for a paper-based application because they were familiar
with this procedure. However, they were most often directed to the digital self-service
stations instead. They perceived it hard to fill out the digital application, worried about
making mistakes, and, thus, wished to get consultation. Some citizens that were directed
to the digital application against their will, ended up leaving the office without applying.
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Citizens showed little interest in learning about the digital procedures as their primary
focus was to get the application right and through the system.

The contribution of citizens was often to download, print, and hand in paper docu-
ments rather than following instructions, navigating on platforms, and inserting infor-
mation. When being directed to the self-service stations, citizens received a note with
instructions. However, citizens seldom read this but asked for help instead. When citi-
zens were urged to use the note, many seemed stressed and did not manage to find the
application with the help of the instructions. Few citizens succeeded in providing the
information themselves. Instead, most citizens resisted to try, or gave up because they
struggled to write in Norwegian. Citizens mostly contributed by communicating their
needs and providing information verbally. Most citizens also engaged in the activity of
downloading, printing and handing in paper documents at the service counter, stating
that this was easier for them.

Preconditions of time, language, frequency, digital knowledge, and stress mattered.
While some citizens were not in a hurry, others had limited time due to duties such as
school or work activities. Most of the citizens were non-native Norwegians and per-
ceived language barriers and, thus, struggled to fill out the digital application without
personal assistance. When the office was busy, citizens were often left on their own.
Some citizens seemed to lack experience of how to use a computer as they did not have
one at home. Others were first time applicants or did not apply frequently and forgot
about the procedure between the application periods. Many citizens expressed stress and
anxiety when no frontline worker could help them and, finally, they gave up.

The State Human Actor in Self-service Co-production. The state human actor is
represented by the frontline worker at the NAV office. During most of the observations
citizens were at some point assisted by a frontline-worker.

The human actor had the role as expert, guide, inquirer, and assistant. The frontline
workers took on the role of expert and explained the logic of the system and the service
procedure. They also informed citizens about the processing time and the next step in
the service process. Often, they guided citizens in finding and starting the application.
In most of the cases, the frontline workers inserted and retrieved information on the
computers on citizens’ behalf. Furthermore, the frontline worker often took on the role
of an inquirer and asked guiding questions that helped citizens articulate their needs.

The motives were protocol redirection, efficiency, and independence. Most often,
the frontline workers redirected citizens to the digital self-service stations according to
the protocol of NAV. A frontline worker explained that this made the processes more
efficient as less paper handling was needed. When citizens were declined to use paper-
based applications, the frontline workers explained that citizens should manage the
digital self-service on their own with the support of the instructions to become more
independent. However, in themany cases when citizens requested help at the self-service
stations, most frontline workers performed the tasks on behalf of the citizen to make the
application procedure more efficient.

The contribution was consultation and hands-on assistance in the application proce-
dure. The frontline workers asked questions and translated the answers into the system.
This allowed them to check that the information entered was relevant and to reassure that
citizens applied for what they needed and were entitled to. Sometimes frontline workers
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informed citizens about additional support they could be entitled to. During the interac-
tion, the frontline workers informed citizens about rights and responsibilities and the evi-
dence they had to show to support their claims. When misunderstandings occurred, the
frontline workers explained again until they noticed that the citizens had understood.

Thepreconditionswere scarce resources and systemexperiences. The frontlinework-
ers had limited time to assist all citizens that required help and sometimes instructed
several citizens simultaneously. Some said that they felt stressed when they could not
help all citizens that needed it. Sometimes the stressful situation made frontline workers
seem tense and irritated during the interactions with citizens. Some frontline workers
were experts in specific topic areas, which helped them assist citizens efficiently.

The State Technology Actor in Self-service Co-production. The state technology
actor is in our case the digital self-service stations at the NAV office. These stations are
composed of hardware tools, computers, printers and copy machines and information
system software (platforms). If logged into the system with a digital ID, citizens can use
digital services and personal functions depending on each case. All together the office
provides eight self-service stations. The identified motives mirror the motives of the
designers and managers within NAV, manifested in the state technology actor.

The state technology actor had the role of enabler, visualizer, transmitter, and collec-
tor of personal data. The self-service stations provided information and, if logged into
nav.no, citizens could see the history of their digital applications as well as messages
with information frommeetingswithNAV.This information confused some citizenswho
did not understand why the information was presented and what actions were expected
from them.Most citizens collected documents at the self-service station by downloading
and printing them. The self-service stations also allowed citizens to transmit personal
information digitally to NAV. Even though the self-service stations provided functions
that enabled independent application, citizens often requested assistance. Some citizens
managed to use the digital self-service to a large extent independently, but when digital
instructions left room for interpretation, citizens often were insecure in how to proceed.

Motives of the state technology actor were efficiency, standardization, and access.
The digital self-servicewas promoted by frontlineworkers as away for citizens to escape
the lines to the reception. They also argued that the digital functions saved time for NAV
as the steps of receiving, controlling and scanning paper documents into the system
disappeared and, thus, would speed up the response time. The digital self-service was
motivated by independent access to information and applications. Still, citizens mostly
benefited when they were assisted by a frontline worker. According to frontline workers,
the self-service provided a standardized application format that should make it easy to
apply. However, many citizens perceived this system as more complex.

The contribution to store, print, provide and transmit information was identified.
Citizens with a bank ID could in theory use all functions needed to store and send
information digitally to NAV. For citizens who struggled to use a bank ID, the self-
service stations provided limited functionality. The self-service stations provided general
information at nav.no and specific instructions at each step in the digital application
process. This information was not always processed by citizens, and some perceived
it as vague made them insecure of how to proceed. Especially, when the digital form
expected free text entries, many citizens were unsure how and what information to
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provide. For some citizens, the digital system did not contribute to co-production at all
but rather hindered them.

The preconditions of “outside” maintenance, connection, and usability sometimes
became a barrier. In several cases, the self-service stations did not allow access to nav.no.
Internet connection is a precondition for self-service and according to the frontline
workers, the computers needed continuous restarts to work properly. It was often the
security guard that solved technical issues. Some citizens became reluctant to use the
self-services when theywere not working as expected. In some cases when citizensmade
repeatedly mistakes in the application, technical errors stopped the procedure (Table 2).

Table 2. Findings put in framework (redeveloped from Nabatchi et al. 2017)

Private actors State human actor State technology actor

Roles Passive informant at the
self-service stations,
following instructions
upon request
Informer about own life
situation

Guide and expert
regarding NAV services,
digital self-service, and
application procedure
Inquirer and assistant

Enabler of self-services
by providing functions
and applications
Visualizer
and transmitter of
digital information
Collector of personal
data

Motives Getting the application
done and receiving
personal benefits
Familiarity by using
known paper
applications
Consultation in the
service procedure

Redirecting citizens
towards digital
self-services according
to protocol, efficiency,
and empowering
citizens’ independency

Digital service access
and user independency
Standardization of
application and service
efficiency by digital
functions and ease of
administration

Contributions Providing application
content orally based on
life situation and using
paper-based
applications rather than
navigate on the
platform to insert
information into the
digital application
Struggling to follow
written instructions

Providing interpersonal
consultation, control
and information and
hands on assistance at
the self-service stations

Storing, printing,
providing, and
transmitting
information by
hardware and online
platform
Mostly used to convert
digital information to
analog paper documents

Preconditions/
barriers

Timespan to conduct
business within the
opening hours of the
office, language
differences, digital
skills, and the level of
stress

Time to assist citizens at
the self-service stations,
depend on the number
of visitors, language
differences, knowledge,
and experience but also
the level of stress

Functionality of
hardware and system,
internet access enable
system and platform
functionality
System failure is a
showstopper for actors
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5 Discussion and Conclusion

To answer our research goal, we presented an analytical framework for co-production in
digital self-services that distinguishes three actors: private actor (citizens), state human
actor (frontline workers), and state technological actor (self-service station). In doing
so, we have extended Nabatchi et al.’s [5] conceptualization of service co-production
to the digital self-service context. The idea of the state technological actor as an equal
actor in co-production, in our case consisting of technology artefacts and systems, is
in line with the actor network theory originally developed by Latour [44]. Our findings
show how co-production takes place within a network of actors that are part of the
same system framed by the context of digital self-services. In this network, the three
different actors act according to their different roles, motives/protocols, contributions,
and preconditions/barriers, which are the four dimensions in our analytical framework
that detail the actors’ engagement in the co-production process.

All three actors take different roles to jointly co-produce digital self-services. Front-
line workers as state human actors provide essential support to citizens. As actors of the
organization, they use their organizational knowledge to guide citizens in the system.
The self-service stations as state technological actors have the role of the enabler of
the service procedure, serving as information vessel and offering digital functionality.
However, our findings show that the private actors, represented by the citizens, seldom
wish to take part in co-production with the technological actor – at least not without the
involvement of frontline workers. This became evident when citizens who were forced
to conduct business without human assistance, were faced with system barriers and left
the office without accomplishing their errand.

The tensions between actormotives in co-production is based on different underlying
logics of the three actors. Organizational motives are transmitted through the practices of
the human state actor. They are also inherent in the design of the technological state actor,
designed in functions that allow citizens to act. However, if citizens are not equipped
or willing to make use of these functions, the technology actor provides little value.
Motives of organizational efficiency and empowering user independency showed to be
contradictive in practice for many of the citizens that were vulnerable in relation to
their life situation and became further vulnerable when they were expected to face the
digital system alone. Citizens often resisted the digital self-service and rarely conducted
their service independently while frontline workers did not have the resources of time
to motivate and guide them to act on their own.

We identified a typical pattern of contributions – or lack thereof – to the co-production
process. 1) Frontline workers asked citizens about digital access and their bank ID while
citizens tried to negotiate to receive a paper-based application. 2) The frontline workers
directed citizens to use the self-service stations and provided citizens a document with
written instructions. 3) Citizens often resisted to follow the instructions and asked for
interpersonal help. 4) Based on available resources, some citizens received assistance to
fill out the steps in the digital application while some left the office without completing
the task they came to carry out. These conflicting and interfering contributions indicate
that a common understanding of the co-production process is still lacking.

The preconditions for engaging in co-production are similar for the state human
actor and the private actor. Citizens had limited time in situations when they had taken
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time off from other duties whereas frontline workers had limited time in the service
interactions as many citizens requested help. The knowledge was also an important
precondition as some frontline workers were experts on the digital application but were
not always available to citizens. Citizens’ prior knowledge from (digitally) interacting
with NAV also affected the service co-production. Also, stress created unbeneficial
circumstances for the service co-production for both citizens and frontline workers.
Furthermore, citizens with language barriers struggled to use the digital self-service
stations. Altogether the resources of time, knowledge, the level of stress and language
differences thatwere present in the service interactions between the human actors created
barriers for co-production. For the state technological actor, preconditions regarding
system functionality, maintenance and design represented potential barriers for all actors
involved.

To answer our research goal, we presented a novel analytical framework to analyze
co-production froman actor-centered perspective, containing our three actor dimensions:
the private actor (the citizen), the state human actor (the frontline worker), and the state
technological actor (the self-service station). To answer our research question “What
are citizens’ experiences as they engage in the co-production of digital self-services?”,
we demonstrated how the actor-centered framework advances our understanding of how
citizens’ ability to co-produce in a digital self-service setting is dependent on the support
and involvement of the state human actor.

In this sense, our paper makes a theoretical contribution by providing a novel frame-
work for actor co-production that is molded to fit a digital self-service setting. We
advance the understanding of co-production and link it to the Information System field
by incorporating and framing the IT actor and technology artifacts in co-production,
which is often at risk of being hidden in context [45]. In addition, we offer an empirical
contribution as we provide insight in how co-production unfolds in practice by framing
co-production to the stage of co-delivery understood from the perspectives of vulnerable
citizens. In doing so, we answer the call for more empirical studies in co-production of
digital self-services. Our finding shows that citizens that visit NAV often are vulnerable
in some aspects of life and struggle to co-produce their services in a digital service
setting and depend on the support of a state human actor.

Our approach has several limitations and requires future research to understand
co-production more comprehensively in digital self-services. First, we only consider
co-production in digital self-services that takes place at the NAV office. While this
gave us the unique opportunity to observe co-production in action, we acknowledge
that citizens often use digital self-services from home and have other experiences with
co-production and may only encounter the state digital actor. In these cases, the two
state actors will take a different shape. The state technological actor, for example, might
only consist of a digital government platform that is accessed via private hardware,
which can present a further non-human actor. At the same time, the state human actor
might not be visible at all while other human actors such as family might be part of
the co-production network. Future research should take these different forms of co-
production into consideration. Furthermore, the description of the actors’ roles, motives,
contributions, and preconditions has been purely based on empirical data. It would
be interesting to contrast our empirical findings with assumptions from the literature.
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Finally, our data collection took place in a NAV office, which probably entails that those
people coming to the office struggle a lot more with digital self-services than others and
are (as Table 1 show) dependent on the welfare services of financial assistance to master
their daily lives. Thus the empirical findings drawn from the specific context are not
representative of the whole population.
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Abstract. Ten percent of the Swedish population over the age of sixteen can be
counted as digitally excluded. Many of them turn to public libraries for support
with e.g. public e-services. As street-level bureaucrats, library staff can support
citizens’ digital inclusion within the scope of their assignment and institutional
framework. However, they face dilemmaswhen they encounter citizenswith needs
that fall partly outside this framework.

According to a classic work of Weber, bureaucrats can be seen as locked in
an iron cage of rules and norms. It could be argued that digitalization is changing
the conditions in bureaucracies even further. As a complement to Weber’s iron
cage, Peeters and Widlak described the disciplining logic of digital information
architecture as a form of digital cage that can exclude citizens and frame the
discretion of street-level bureaucrats.

This article elaborates on the concept digital cage, built on the iron cage con-
cept, to analyse how street-level bureaucrats cope with discretionary boundaries in
their work for citizens’ digital inclusion. Based on an analysis of interviews with
library staff at local centres for digital inclusion, policy documents and interviews
with local politicians in charge of these centres, the study shows the relevance of
the digital cage concept and that the use of new technologies changes and partly
limits street-level discretion. However, it also shows that politicians allow library
staff a considerable degree of freedom in their work, and that the centres’ focus on
face-to-facemeetings and entrepreneurial solutions is an asset for digital inclusion.

Keywords: Digital Cage · Iron Cage · Digital Inclusion · Street-level
Bureaucrats · Discretionary Boundaries

1 Introduction

Ten percent of the Swedish population over sixteen can be counted as digitally excluded
[1]. At the same time, the digitalization of public services is increasing in Sweden as
in many other countries. As a result, a considerable proportion of the population needs
support with understanding and handling public e-services. There are several important
actors and institutions involved in lowering the threshold to digital participation among
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citizens: schools, working life, adult education, civil society, and various contact centres,
such as civic offices, all play their parts [2, 3]. In a public service context where the
use of digital services increases and partly replaces other channels, there is a need for
extra support, and it is relevant to explore how increased digitalization changes the
discretionary boundaries of street-level bureaucrats (SLBs) in their work to include
citizens in a digital society.

Studies of digital government reveal several similarities with what Weber described
as far back as 1930 as an ‘iron cage’ of rational rules and norms that locks bureaucrats in
and limits their discretion [4]. Today, it can be added that conditions in bureaucracies are
changing, with trends including new technologies that affect the roles of both citizen and
bureaucrat. Bureaucrats are more active in several different areas, but their discretion is
still constrained by organizational and political decisions and structures. Digitalization
can result in new roles for public servants – roles that are characterized by spending
less time with citizens and more time with computers [5]. Today’s citizens are also
more active and use public services more extensively than the citizens of Weber’s time,
and often do so via digital channels. This article focuses on a complement to Weber’s
iron cage; Peeters and Widlak [6] described the disciplining logic of digital information
architecture as a form of ‘digital cage’ that can exclude citizens and limit the autonomy
and influence of street-level bureaucrats.

To obtain a deeper understanding of street-level discretionary boundaries and the
digital cage concept, this article is based onqualitative studies in the public library setting.
This setting is an easily accessible node for digital inclusion that many citizens turn to
for digital support [7]. While, according to national legislation [8], every municipality in
Sweden has to offer library services and work for digital inclusion, these local libraries
can be led and managed in very different ways in line with the constitutional local
autonomy of municipalities [9]. The chosen public libraries are local centres for digital
inclusion, known as Digidel centres. To be able to make a comparison, centres have been
selected in ten municipalities spread across the country. These centres are governed and
organized in different ways, which might lead to different discretionary boundaries for
the SLBs. The article is based on an analysis of interviews with SLBs at the Digidel
centres, policy documents and interviews with local politicians who, on a general level,
oversee the municipal areas that the centres belong to.

1.1 Aim and Research Questions

The aimof this article is to further the understanding of the concept digital cage in relation
to SLB discretionary boundaries. To be able to add to the knowledge on modern-day
discretionary boundaries of SLBs, the article analyzes how SLBs, in this case public
library staff, cope with their discretionary boundaries in their assignment to support
citizens who feel a need to develop their digital skills. The following research questions
guide the analysis:

– How do library staff describe their discretionary boundaries and their coping
strategies to adapt to or to bend the bars of the digital cage?

– Are there discrepancies between the political expectations and the street-level views
of the library staff when it comes to their work for citizens’ digital inclusion?
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– How can the digital cage concept extend knowledge about street-level discretionary
boundaries in general, and in relation to digital government in particular?

1.2 Background – Digital Inclusion and Libraries

The increased digitalization of society is changing our daily lives and, simultaneously,
so are the expectations of what a citizen needs to be able to do to play an active part
in society. This raises questions about inclusion and exclusion. It is important to note
that there is a link between digital inequality and other forms of inequality, and that it
can be difficult to bridge the gap with digital means alone [10]. Being digitally excluded
is problematic, but it can also reinforce exclusion in other areas. For example, digital
exclusion can make it more difficult to make informed decisions on health issues such as
selfcare and choice of healthcare providers, something that can have long-lasting effects
on an individual’s employment and general quality of life.

According to van Dijk [11], the road to digital inclusion can be described as a kind
of staircase. The citizen must start with being motivated to use digital services and tools,
but he or she also needs to have access to technology, such as broadband, a phone or
a computer, and to acquire the necessary knowledge and skills to be able to use digital
services. Frequent usage is also an important step towards digital inclusion. Still, even if
citizens are motivated and have access and skills, they might use the Internet in different
ways, for different reasons, and to a different extent. It is possible to be skilled in certain
aspects of the digital society, for example blogging or using video communication tools,
without having the necessary skills to use public e-services to apply for education online.
This is often referred to as digital diversity.

A lack of access and technology literacy are challenges to digital inclusion [12].
Even users who have sufficient access to the Internet and digital tools can be hampered
by a lack of knowledge and skills. Providing citizens with equal access to qualitative and
inclusive e-services is pivotal for the successful and legitimate implementation of digital
government [13]. However, this cannot be done without considering more than just the
individual’s access and technology literacy. The usability of the technology, accessibility
for all groups and functionality also must be taken into account [12].

On a global scale, the issue of digital exclusion can be described as a digital divide
between countries and is closely linked to the level of universalism of a country’s welfare
state [14]. However, a divide can also exist between different socio-economic groups
within a country, and even between groups that are active in the online community but
use the Internet in different ways.

Several European digitalization policies, including the Swedish National Digitaliza-
tion Strategy, describe digital skills as basic prerequisites for full participation in society
[15, 16]. However, the European Commission emphasizes that a digital transformation
must be inclusive; it “can only work if it works for all and not only a few” [17]. This
consideration is also emphasized in the Swedish Library Act [8]. The assignment of
Swedish public libraries includes several areas related to digitalization, such as mak-
ing knowledge available and accessible, strengthening the population’s digital literacy
skills as a democratic value, promoting freedom of opinion, and working for citizens’
digital inclusion regardless of their background and economic means [8, 18, 19]. Public
libraries have been mentioned in earlier research as institutions with insights into the
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consequences of digital exclusion among citizens [e.g. 20, 21] and somewhere to turn
for support in claiming digital citizenship rights [22].

There are many practical examples of digital support at libraries, notably computer
and internet access and IT helpdesks, as well as beginners’ courses, mentoring projects,
mobile outreach vehicles and makerspaces [21, 23]. The initiatives for digital inclusion
include the Digidel centres, nodes for digital inclusion originating from a national,
politically independent network for digital inclusion called theDigidel network [24]. The
currently 26 Digidel centres are locally run by municipalities, but funding sources can
vary and include local, regional and national sources [25]. In many cases, the Swedish
Internet Foundation and the Swedish Government have been important contributors.
The centres offer digital support free of charge and focus on accessibility and personal
meetings. Although a Digidel centre should be recognizable regardless of where it is
located, local differences in the activities offered are encouraged in order to meet the
needs of each municipality. The focus of a Digidel centre is to provide digital support,
but the centre is at the same time embedded in the library organization, which means
that it falls under Swedish library law. In many cases, this also results in shared positions
where library staff split their time between the centre and regular library services.

2 Theoretical Framing

As a theoretical framing, this article uses Weber’s iron cage and the newer concept of a
digital cage that can ‘trap’ citizens but also frame the discretion of SLBs. In the search
for a digital cage, SLBs are studied based on theories on digital discretion, especially that
proposed by Lipsky [26]. The article focuses on street-level discretionary boundaries
and their relationship to the digital cage concept. Thus, it intends to contribute to the
understanding of one of the aspects of the development of digital government.

2.1 Street-Level Bureaucrats

The concept of SLBs was proposed by Lipsky to describe the dilemmas of frontline staff
in public administration. A wide range of public servants who are in direct contact with
citizens can be categorized as SLBs if they have scope for discretion in the execution
of their work [26], p. 3. They should achieve certain policy objectives while taking the
specific features of each case into consideration, thereby contributing to shaping public
policy in their everyday interactions with citizens. While SLBs are supposed to give the
best possible support in each case, they are also meant to process cases efficiently to
fulfil the high – but possibly vague and conflicting – institutional goals. This, Lipsky
argues, could create tension between client-centred and organizational goals, a dilemma
that might result in goal displacement and prioritizing methods that produce results that
can be measured rather than the kind of results that the process was intended for in the
first place. However, SLBs can develop coping strategies like rationing the services they
provide citizens with or conserving resources by setting aside more time than necessary
for certain tasks [27].

Discretion can be interpreted in different ways, but in SLB literature it means the
freedom to make decisions on client cases regarding whether, in what ways and to what
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extent they should receive rewards or sanctions [28]. Thus, bureaucrats who have strong
discretion can exercise power, sometimes referred to as discretionary power, in their
daily policy implementation [29].

2.2 From Iron Cage to Digital Cage

The discretion of SLBs is closely linked to Weber’s classic bureaucracy model that
described bureaucrats as locked in an iron cage. The termwasmeant as a warning against
a formal rationality that causes the ideals and values of organizations to stand back in
favour of regulation and calculation of goal fulfilment [4]. In the iron cage of bureaucracy,
how things are done and how they can be measured becomes more important than their
originally intended meaning [30, 31]. This emphasis on predictability through discipline
rather than through expertise can create dehumanizing structures that reduce citizens to
“cogs in a machine” [6]. Although Weber saw advantages in formal rationality, he also
feared that it could end up in a “disenchanted” society led by “specialists without spirit,
sensualists without heart” [4], p. 182.

Bureaucrats can only support individuals within the discretionary boundaries
imposed by the institution, and they can therefore face a variety of practical and ethi-
cal dilemmas in their daily work when they encounter problems that fall outside these
boundaries. Iron cage boundaries often emanate from rules or management based on
policies, but they are, in some cases, driven by a collegial point of view and controlled
by peer pressure in self-governing teams [32]. Thus, the iron cage can be seen as a
socially constructed frame hampering the discretion of the SLBs.

Many researchers have stressed that digitalization is changing the conditions in
bureaucracies even further, and partly undermines the foundation of some professions
[29, 33, 34]. The roles of SLBs have shifted from providing service to citizens to pro-
viding more support than before. As in other sections of society, some of the public
tasks that used to be performed by paid personnel have been turned into self-service
conducted by citizens [35]. In addition, the digitalization of public services can shift
the balance between different professions within an organization. When public servants
and case workers are partly replaced by digital services created by other professions,
it may become unclear how, and by whom, the core knowledge and values are passed
on within the organization [5]. New digital technologies and the extensive data collec-
tion that they facilitate can be used for control and hierarchical discipline that might
reduce or even end street-level discretionary power [36]. Street-level bureaucrats could
be renamed ‘screen-level bureaucrats’, as they spend less time with individual cases and
more time optimizing online information processes in systems overseen by system-level
bureaucrats [6].

To develop Weber’s iron cage concept, Peeters and Widlak highlighted how infor-
mation technology can exclude citizens and lead to injustice and inequality in public
service provision [6]. In their study of the Dutch population register’s data processing
system, they argued that the new conditions for SLBs can be seen as a digital cage rather
than Weber’s iron cage. The disciplining logic of this cage is not only tied to rules and
procedures but also to a possibly excluding information infrastructure that rationalizes
processes to an extent where citizens and SLBs can be unable to control or influence
the outcome. They claimed that a digital cage not only traps the citizen but also reduces
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the possibilities for SLB discretion and makes the roles of SLBs less important in soci-
ety: “The civil servants subjected to a digital cage are no longer the experts of their
own rules – as they were in Weber’s legal system – but work with a system made by
software developers and IT engineers.” [6] Thus, the rapid changes that public admin-
istration faces and contributes to with new digital technologies also involves changes at
street level; a new and different ‘cage’ frames the discretionary boundaries of today’s
street-level – or screen-level – bureaucrats.

3 Method

Sweden is a mature and highly digitalized welfare state where public e-services are
common, which makes the country an interesting context for studies of digital inclusion
and for reflections on the digital cage. Furthermore, focusing on Digidel centres is one
way of giving a direct, frontline view of digital inclusion, or the lack thereof.

3.1 Data Collection

The data collection is qualitative and focuses on daily work for digital inclusion at the
Digidel centres, street-level discretionary boundaries in termsof policies, digital systems,
etc., and in terms of how the SLBs cope with these boundaries. Here, discretion is both
an analytical concept and a concrete way to describe what the SLBs can and cannot do.

A sample of ten Digidel centres was selected from the existing 26. These selected
centres are geographically widespread and, with a few exceptions, located in smaller
municipalities. The contact person at each centre was approached, and the selected ten
SLB respondents were informed about the study design and further use of data before
choosing to be interviewed. Two of the centres were visited in person, but all SLB
interviews were conducted by video. The ten SLB interviews were semi-structured and
followed an interview guide that focused on their work for digital inclusion of citizens
and covered the following themes: background, dailywork, perceived challenges for dig-
ital inclusion and discretionary boundaries related to policy, management expectations,
digitalization and competences.

To include other perspectives on the work and boundaries of the SLBs at the Digidel
centres, six semi-structured interviews were conducted with local politicians who chair
the library-related committees in six of the abovementioned municipalities. This inter-
view guide focused on the politicians’ impressions of the daily work at the Digidel
centres, the role of libraries in society, challenges for digital inclusion, expectations on
the Digidel centres as well as to what extent and how they govern the centres. In addi-
tion, policy documents that explain the assignment of the Digidel centres were studied
as background data.

All interviews were conducted in Swedish and transcribed verbatim. The quotations
used in the article were translated by the author. The SLB interviews (with respondents
R1-R10) lasted around 40 min each, while the interviews with politicians (respondents
RA-RF) were slightly shorter. Since the focus is on the work and roles of the SLBs, the
visitors at the centres were not included in the study and no names or personal data about
visitors were included in the interviews. There was no interaction with visitors in the few
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cases when respondents showed the interviewer around the Digidel centers and, thus,
the data collection can be considered to be in line with the ethical guidelines as specified
in the Act Concerning the Ethical Review of Research Involving Humans [37]. Apart
from quotations, the statements from respondents in the text are used to provide general
impressions and are therefore not referenced individually. SLB respondent backgrounds
and the political positions of the politician respondents are listed in the table below
(Table 1).

Table 1. Respondents.

Background Gender Interview date

SLB
respondents

R1 Librarian M 2022–02-09

R2 Librarian M 2022–03-02

R3 Librarian and educator F 2022–02-09

R4 IT, employment services and social care M 2022–02-16

R5 Librarian F 2022–04-25

R6 Teacher F 2022–03-01

R7 Media and information literacy librarian F 2022–02-18

R8 Librarian M 2022–02-19

R9 Interpreter and social care F 2022–02-17

R10 IT educator M 2022–04-07

Political position at the time of the
interview

Gender Interview date

Political
respondents

RA Chairman of the culture- and leisure
committee

F 2022–04-05

RB Chairman of the culture- and leisure
committee

F 2022–04-04

RC Chairman of the culture committee F 2022–04-25

RD Chairman of the culture committee M 2022–04-14

RE Chairman of the culture- and leisure
committee

M 2023–02-01

RF Chairman of the culture- and public health
Committee

F 2023–03-02

3.2 Analytical Approach

Using interpretive inquiry, the article focuses on individual experiences of bureaucrats
who are directly involved in the work for digital inclusion of citizens. By understanding
how they look at their discretionary boundaries and what intentions they give to their
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own actions, it can add to the knowledge on modern-day SLB discretion in relation to
the digital cage concept.

The interview data was read in full to provide an overview. After that, the data
was coded in NVivo into the following reoccurring categories: background, daily work,
digital exclusion, digital society, discretionary boundaries (with the subthemes compe-
tences, digital limitations, management expectations, policies and public expectations),
entrepreneurial practices and values. This made is possible to describe and interpret the
data as well as to analyse discretionary boundaries and coping strategies.

A possible limitation of this study design is that the respondents are very familiar
with digital support because of the nature of their work at the nodes for digital inclusion.
Thus, the interview answers could differ slightly from and be more elaborated than they
would be in similar studies in libraries without Digidel centres.

4 Results

Digidel centres are generally located in public libraries. However, the staff can be a mix
of librarians and other professionals within a wider field of literacy and learning. This is
mirrored in the data where some respondents are coming from the educational sector or
having experience of working with citizens with special needs. Others come from either
the private or public IT sector, or had a traditional library background. Activities vary
between the centres, but they all offer digital support through helpdesks and booked
appointments. Regular questions concern mobile phones or e-services from agencies
such as the Employment Agency, the Tax Agency, regional health care or municipal
authorities. Questions related to private actors are also common, e.g. concerning banks
and social media use. Apart from this, questions are often asked about cybersecurity or
information-seeking skills. The need for support differs between different life situations
and age groups. While senior citizens might ask for help with issues such as bank IDs or
parking apps, middle-aged citizens may need advice on online job-seeking or e-services,
for example. Young citizens may have questions that require other forms of guidance,
such as how to react to being subjected to cyberbullying or nude pictures.

Many visitors bring their own devices to the centre when they need support. Ascer-
taining what the main problem is can involve some ‘detective work’ since not all visitors
will necessarily know the technical terms or the scope of what they are looking for. The
SLB role can also be motivating or therapeutic: “We have many senior visitors, and they
like just having someone to talk to… [-] I think it makes a difference just to be able to
vent these problems and feelings, that they think it’s rather tough. But many realize that
they need it to function in society.” (R5).

The centres also offer public computers, printing services, courses, lectures and
exhibitions. A Digidel centre is both a physical place and a wider concept that can be
moved to branch libraries or other places such as retirement homes. Inspired by book
buses, some centres have or plan to obtain digital outreach vehicles (buses, trucks or
box bikes) that can raise awareness and support citizens who live far from the centres or
have difficulties reaching them.
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4.1 Policy-Related Discretionary Boundaries

In terms of policy, the discretionary boundaries of the SLBs are mainly imposed by
the Swedish Library Act, GDPR, the National Digitalization Strategy and some local
assignments, funding application statements and policies. Of these, the Swedish Library
Act has a special position as themost emphasizedpolicydocument among the library staff
respondents. According to this law, the main stated purpose for all public library services
is to act for the development of a democratic society through working for mediation of
knowledge and free opinion building [8]. Libraries should be accessible institutions that
promote literature, learning, education and research in society. They should also promote
knowledge about the use of information technologies. This last part of the mission was
further developed by theDigidel networkwith the goal of strengthening digital inclusion,
and thus democratic society. [25] The network defines a Digidel centre as an accessible
citizen service node focused on digital inclusion, where citizens can get free digital
support face-to-face. The node must have a clear mandate from the municipality and
take part in national quality development linked to digitalization.

There are several examples of local policies and assignments linked to the Digidel
centres, notably municipal library policies, but also application statements to funding
agencies and detailed operational plans for the centres. The boundaries in these local
policies are generally drawn both to avoid exposing and handling sensitive information,
and to avoid making mistakes that can have serious consequences for the citizen.

Typical limits are avoiding certain banking questions, medical journals or applica-
tions for residence permits: “We have drawn up guidelines for our staff – what kind of
service we can offer and what it entails, and where we can draw the line in different
subfields [-] For example, that someone wants to apply for residence permit and wants
help with applying through the Migration Board website. We don’t feel like meddling
with the contents, where there is a risk of consequences that can affect the user…” (R6)
This can, however, be interpreted slightly differently at different centres. For example,
some SLBs refer all bank ID questions to the bank, while others can help download the
ID as long as they avoid looking at the account, and some can go further after informing
the citizen and offering a choice: “… our interpretation is that if they want to show their
personal records to get help, then that is a choice that they have made. Obviously, we
inform them that ‘to be able to help you and explain this, I will see e.g. what you have in
your bank account or – if it concerns health care – I will see your medical records – or
what you click on here’. And then, they have to choose… if they want this help, they
renounce some of their personal privacy to get it. They have to make a choice about
what is more pressing.” (R8) Another of the SLBs mentions that he does not deal with
hardware questions to avoid unfair public competition with the private sector.

The laws and policies can cause discussions about priority order within the staff
groups or with the management. However, the SLBs generally express that the rules are
rather clear and that they feel quite free to structure their work as they wish if it fits
within the budget.

4.2 Discretionary Boundaries in Political and Management Expectations

The interviewed SLBs rarely give concrete examples of what they perceive as manage-
ment expectations, but they know or assume that their respective managers want them to
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provide citizens with digital support, both through their own work and in collaboration
with other actors. They also mention expectations of accessibility, like in this quota-
tion: “[They expect me] to work with digitalization in the whole municipality, based on
both the competence at the Digidel centre and the opportunities that we have for citizen
contact. Because it is an entirely different thing for a citizen to step into an open and
free library or a Digidel centre where they can find staff to talk to, rather than trying
to contact someone in a locked city hall…” (R7) This impression matches the views of
the local politicians in charge of the library-related committees in their municipalities.
While the politicians highlight the importance of local work for digital inclusion, their
governance of the Digidel centres is limited to certain strategic occasions, e.g. making
a decision on library policy every fourth year or making budget decisions that concern
a centre. Several, although not all, of them also state that they have limited insight into
the everyday work of the Digidel centres. However, they all express trust in the SLBs’
knowledge and professional assessments. Locating a Digidel centre at the library is seen
as a good choice, both because of its accessibility and because of pre-existing trust in
the library as an institution. Many of the politicians describe a gradually increasing
demand for digital support at libraries, mainly caused by rapid digitalization in general
and decreased local presence from the state: “… from being a physical place for books,
it has become more of… you could say that it has been kind of given parts of other
societal responsibilities. It has become more like a regular municipal reception.” (RB)
This indicates that the politicians see a need for a new and broader role for libraries.

As one of the politicians emphasizes, the work to combat digital exclusion could
expand almost indefinitely if it were not for resources (RF). She reflects on the street-
level dilemma that higher service levels also affect and heighten the expectations from
the public; while she is under the impression that the SLBs at the centre are doing a good
and ambitious job, she also has a word of caution that broad assignments like this can
cause a strain on public servants.

4.3 Competence-Related Discretionary Boundaries

The SLBs also reflect on their own digital competence and what they can or cannot
do for visitors. Here, the answers differ somewhat depending on the background, but
several refer to knowledge acquisition via theDigidel network as a strength in their work.
They are generally content with their own competence levels, and when they encounter
questions that they cannot answer, they often search for a solution together with the
visitor. However, it can also be questioned whether library staff, especially librarians,
can be expected to handle these issues. Do they generally have the right competencies
or do they, as one of the SLBs implies when he talks about a colleague below, have
other competencies that are used to a lesser extent than they ought to be because of the
demand for digital support? “… when he got double degrees, he didn’t expect to spend
his days copying and printing. […] If we see this as a library mission, I think we should
hire different kinds of staff. This is like if a fast-food chain only hired doctors and let
them cook.” (R4) The library can, on the other hand, also be seen as the perfect place for
digital support: “No other professional group is so… has a place that is open to all and
experience of talking to everyone from different age groups, solving problems without
loads of prior knowledge and navigating the societal context needed for handling digital
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competence.” (R7) Thus, the interviews show a mixed picture, not necessarily of the
library´s mission for digital inclusion but of how and by whom it should be carried out.

4.4 Digital Discretionary Boundaries

The support the SLBs can provide is also limited by the visitors’ digital skills, their ability
to describe the problem, and the kind of technical devices that they bring with them to
the support desk. The respondents give examples of the types of systems and e-services
that they help with, and highlight what they see as weaknesses in the systems. They
see their discretion as being framed by certain digital boundaries that they have no – or
limited – influence over, both since they are left “in the hands of the giant tech corps”
(R10) like Apple and Google, and since they lack ownership of most public e-services.
Several public e-services are described as being unnecessarily complicated even for
experienced users, and practically inaccessible for vulnerable groups. “Honestly, some
of the public pages and other websites where they are supposed to fill in data are really
substandard. They are so counterintuitive that you… I am almost baffled at how bad
they are. […] If you lack the language skills as well, it gets even trickier.” (R8) Their
agitation over certain e-services also indicate frustration in their own inability to give
support that can make a difference in the long run.

They reflect upon how digital exclusion is context-related and can appear from one
day to the next with changing life situations, such as the death of a partner, unemploy-
ment or illness. It is also diverse; a citizen can be digitally competent in several areas,
e.g. social media, while unskilled in others, e.g. public e-services. Many of their stories
of support are focused on the groups that are furthest away from digital inclusion, and
they emphasize how stuck, frustrated and lonely some of the visitors seem to be. In com-
bination with their critical stance towards certain public e-services, this can entice SLBs
to focus more on the short-term technical solution than on a more general bureaucratic
role, as seen in this story of a visitor who needed help to log on to a digital Employ-
ment Agency meeting: “He came by in panic about the risk of having his unemployment
benefit stopped. […] At last, we managed to log him on to a lecture that of course was
way… totally pointless, but he needed it to get his benefit. Well, then he thanked me for
helping him, put the tablet in a corner and let it lie there while he rattled on with us over
a coffee…” (R4).

Several SLBs see a challenge in the current pace of digitalization of public services
and ask for impact analyses to ensure that all citizens have access to the information and
services they are entitled to. Other suggestions are for the national coordination of public
service digitalization and more inclusive ways to staff system design teams: “There is
this huge gap between those who construct and those who use systems, devices or apps.
[…] we live in very different realities, and that can be compared to this urban/rural
conflict we have struggled with for a hundred years or so, since we began moving to
the cities. In many ways, I think we kind of repeat history. That we create and recreate
gaps.” (R7) This indicates that the digital cage rearranges the discretionary boundaries
of SLBs and shifts power from the street-level to other professional groups.
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4.5 Coping Strategies in the Digital Cage

The SLBs’ stories about how they approach questions, support and activities differ
between bureaucrats from different backgrounds. The local differences in service are
partly due to different perceived needs in the local area, and partly – and to a large
extent – to what the individual staff member can do or choose to focus on. Previous
networks and experiences, for example from working with certain vulnerable groups
or school pupils, come into play. The diversity of digital skills among the SLBs is also
relevant; having a background in IT can enable other levels of service than having, for
example, a background as a librarian.

The discretionary boundaries highlighted above are handled in different ways by
the SLBs, but they largely cope by being entrepreneurial and open, and by getting help
from other institutions over which the libraries have no formal influence, such as banks,
local companies, associations or national authorities. They have discretionary freedom
to choose how they approach the problems and who they work with. Their interests and
backgrounds seem to matter in their choices, and are part of the explanation for the
“different help at different times depending on whom you turn to” (R3), both between
the centres and within the same centre.

The SLBs sharemany positive stories about howvisitors are empowered by obtaining
new skills. However, there are limits to howdigitally inclusive they believe certain groups
can become. In some cases, the demands of society are perceived as high or unachievable.
They also criticize the tendency to shut down meeting places and offer anonymous,
digital services that make it more difficult for already excluded groups. In line with
this, clashes between visitor expectations and the aforementioned policy boundaries
do occur, especially linked to banking tasks and the content of e-services. This can
sometimes cause dilemmas where SLBs see the need for urgent help but are unable to
supply it without acting outside their discretionary boundaries. This is exemplified by
the following quotation: “For example, one person came in with a plastic pocket full of
bills. Some of them were overdue. She was extremely stressed by not really being able
to manage it and the bank office was not in [our city]. She was kind of like, ‘Here, just
take the bank token, take everything. Just do this because I need help right now.’ We felt
that we absolutely shouldn’t do it, we are not supposed to get involved in this.” (R9) In
this specific case, as in many others, the SLBs coped with the dilemma by referring the
visitor to another agency. However, some respondents wished that they could contribute
more and act as a link for knowledge transfer between cultural and humanistic values
on one hand and technological values on the other.

5 Discussion

The scope for discretion among library staff has been changed in several ways by digital-
ization. While the public inquiry on the national library strategy describes digitalization
as a change that increases the power and responsibility of librarians [9], this article
shows examples of how digitalization limits their discretion to some extent, for example
through indirectly making them the support staff of systems that they cannot influence
and, in some cases, have limited knowledge of. However, unlike Peeters and Widlak’s
argument that the reduction in SLBs’ discretion is followed by a more sidelined position
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in society, the findings in this article do not indicate that library staff become less impor-
tant. Rather, the fact that they are providing face-to-face support for digital systems and
services makes them stand out from the general trends described by Peeters andWidlak,
and gives them a key function for citizens who are digitally – and otherwise – excluded.
Being able to sort out problems with, for example, public e-services by talking to an
SLB in person is important, especially when other doors in society are closing.

The library staff describe several layers of discretionary boundaries related to their
work. They are framed by classic aspects such as policy, governance and competence.
As seen in the interviews, the client-centred goal of solving citizens’ urgent digital
problems can come into conflict with the organizational goal of keeping the provided
service within policy boundaries. However, they are also formed by digital systems and
e-governance, especially since the use of new technologies changes the power relations
between professional groups and, in the words of one of the respondents, leaves the
SLBs “in the hands of the giant tech corps” (R10).

There are no pronounced discrepancies between the local politicians’ expectations
and the street-level implementation of digital support of citizens. The groups have sim-
ilar views on the rapid digitalization of society and the need to support citizens. They
both emphasize the advantages of digital inclusion, but also the potential problems that
can occur when, for example, national authorities switch from office to device. The
politicians’ governance is limited, which provides the basis for discretionary freedom
in policy implementation. These unintrusive attitudes of the politicians, as well as the
local differences between approaches and service levels at the various centres, imply that
the SLBs are entrepreneurial bureaucrats who are actively involved in shaping policy. In
response to the dilemmas that they face, the SLBs form coping strategies; by networking
with local community actors, they harness more power than they formally have, which
gives them the opportunity to slightly bend the bars of the digital cage.

It is notable that their allegiance is shaped by their close encounters with citizens,
in particular the visitors who have identified a need for digital support and chosen to
reach out for help. They show care and empathy for the visitors and seem, at times,
to identify more with the visitors than with a general image of official Sweden. At the
same time, SLBs feel that it can be difficult to help certain groups in society. There is
a slight technological pessimism within the group, and some of them picture libraries
as a last outpost in a society that contributes to exclusion by demanding too much of
certain groups of citizens. Their stories from the street level are, in many cases, stories
of citizens who are caught in a digital cage and unable to get out on their own, e.g.
because of lack of digital literacy. This is, however, not described as simply a problem
of individual motivation and skills. A lack of accessible user design is highlighted,
indicating responsibilities for e-service providers and tech companies. The interviews
also reveal a street-level frustration with the shifting roles of SLBs. Struggling with the
assignment to help citizens with digital services that they have no to limited power over,
the SLBs are also framed by a digital cage.

5.1 Conclusions

The classic concept of the iron cage is a relevant way of looking at the discretion of SLBs
that remains useful within the field of digital government today. The clear boundaries of
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SLB discretion in the data can be explained as a socially constructed frame that creates
certain dilemmas between what the citizen needs and what the SLB is allowed to do.
There is, however, a difference between the data in this case study and the worst-case
scenario that Weber warned us of: the “disenchanted” society where formal rationality
leads to “specialists without spirit” and “sensualists without heart”. In this case study,
the SLBs express commitment and compassion with their visitors, which leads them to
listen, comfort and, in some cases, venture slightly outside the municipal assignment to
meet the needs of the citizens.

Although this case study is made in a Swedish context, it illustrates a wider phe-
nomenonwithin digital government. The concept digital cage does not replace the earlier
description of a bureaucracy framed by formal rationality but is an important complement
that should not be overlooked. It adds to the understanding of street-level discretionary
boundaries today by shining a light on the difficulties of working framed by a more
diversified power structure than the classic iron cage bars of legislation and policies.
The results indicate that there are ways to facilitate equal and just public service deliv-
ery and make the digital cage less limiting. However, that requires a combination of
public service knowledge, target group knowledge, user design skills and understanding
of how technology can frame bureaucracy and citizens.

While there is a clear ambition from SLBs and local politicians to include citizens
in a digital society, the development is swift and governed by a multitude of different
actors. The assignment to ensure that as many people as possible are digitally included
is demanding and can cause frustration and stress at street level. In relation to digital
government, the strive for digital inclusion must, of course, involve more than libraries.
However, the valuable competences of the SLBs at Digidel centers provides an opportu-
nity that should be further explored in research and practice. Could the library – a place
where the spacing between the bars of the digital cage is somewhat wider – serve as a
meeting place between user design and cultural context understanding?
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Abstract. Public service automation and no-stop government are currently two
intensively discussed concepts in digital government literature. Although their
definitions point to different meanings, some scholars equate the terms and use
them interchangeably. Since a clear shared understanding is crucial for scholars
to produce reliable research, this conceptual paper aims to shed light on the two
terms and support conceptual clarity. We investigate the meaning and relationship
between the concepts of public service automation and no-stop government in
digital government research. We review the meaning of each concept and discuss
the relationship between the two. Thereby, we show that both terms refer to the
substitution of a human in public service delivery, but differences lie in the arrange-
ment of the substitution. In automation, a machine substitutes a public official. In
contrast, in no-stop government the public organization substitutes the client. We
illustrate the relationship between the two concepts using a three-sided model,
showing how the use of digital technologies can create an overlap between the
two concepts. This conceptual understanding can be used to guide future research
and theorizing in the digital government domain.

Keywords: Digital Government · Conceptual Analysis · Automation · No-Stop
Shop · Proactive Public Service

1 Introduction

Two currently discussed terms in digital government literature are public service automa-
tion and no-stop government. Roughly speaking, automation refers to when a machine
agent (usually a computer) is used to execute a function that was previously carried
out by a human [1], and no-stop government means that a client (citizen or business
representative) receives a public service from a public organization without having to
do anything to obtain the service [2]. Both terms thus refer to a public service delivery
process in which a human is removed from the process by introducing some digital
technology; either in the back-office, or on the consumer side.

In the digital government literature, these terms—automation and no-stop govern-
ment—are sometimes used interchangeably, equating the two. This can be seen in the
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2022 UN e-government survey, stating that “Invisible government is achieved when ser-
vices are fully automated, with codified data-oriented processes and AI-driven applica-
tions used to complete specific bureaucratic tasks and transactions—oftenwith no human
input or interaction” [3, p. 182]. Here, we equate ‘invisible government’ with no-stop
government. But are the terms automation and no-stop government really referring to
the same phenomenon? Although similar, we argue that there are, indeed, important
differences between these two concepts and that these differences must be clarified.

In the past, digital government research has been criticized for overlooking previous
theories and experiences [4] and for using imprecise and vague definitions of central
terms and concepts, e.g., digital government [5–7], e-service [8], smart city [9, 10],
and citizens/government [11]. We observe a similar problem related to the meaning and
relationship of automation and no-stop government. Such conditions are problematic
since the foundation of scientific work is a clear understanding of the concepts used.
Of course, concepts need to evolve and be adaptable to give scholars the opportunity
to account for new insights and developments. Further, a controversial discourse with
different viewpoints is essential for fruitful and innovative research. However, to achieve
reliable and comparable results, scholars need to have a shared understanding of at least
the foundational concepts in their research area.

We see a risk that our collective (mis-)use of the automation and no-stop government
concepts obscures important differences between these terms and related phenomena. In
this conceptual paper, we therefore investigate the meanings of public service automa-
tion and no-stop government and clarify the relationship between these two concepts.
Our analysis is guided by the following research question: What is the meaning and
relationship between the concepts of public service automation and no-stop government
in digital government research?

We address our research question by first reviewing definitions and literature on
the two concepts. We then proceed to relate the two concepts, discussing similarities,
differences, and relationships between the two concepts. By answering the research
question in this way, we contribute with conceptual clarifications of two central concepts
in digital government literature. This is important to make sure that scholars within the
field can engage in fruitful discussion and build cumulative knowledge.

This paper is structured as follows. Section 2 presents related work regarding the
terms automation and no-stop government. In Sect. 3, we present the results of our
conceptual analysis to provide conceptual clarity regarding these terms. We discuss our
results and conclude in Sect. 4.

2 Research Background

Our discussion on automation and no-stop government is positioned in the larger context
of digital government research and government digitalization,where digital government
research deals with the ongoing digitalization in public organizations. Digitalization, in
turn, refers to processual and organizational changes beyond a mere 1:1 transition from
the analog to digital mode [12] and thus brings subsequent effects on, for instance, insti-
tutional and organizational design, and stakeholder relationships. We see digitalization
as an overarching concept, in relation to which public service automation and no-stop
government are different, but partly related, manifestations and applications.
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2.1 Public Service Automation

Automation, as a concept and phenomenon, can be traced back to the ancient Greek
word for ‘self-moving’ [13]. In everyday language, the term automation can have several
meanings and is associated to terms such as automated and automatic. Today, automation
typically refer to self-operating equipment/machinery. An important aspect of automa-
tion is that the self-operating machinery replaces human beings [14]. This is seen also
in the research literature, for instance, in the definition by Parasuraman and Riley [1,
p. 231], stating that automation refers to “the execution by a machine agent (usually
a computer) of a function that was previously carried out by a human”. This, in turn,
means that automation is both referring to (1) a self-operating machine (a noun) and
(2) the process of replacing humans with machines (a verb). The first meaning is also
related to the adjective automatic,which can both refer to a device that activates, moves,
or regulates itself, but also involuntary or reflex actions [15]. The secondmeaning relates
to practices of developing and applying automation/self-operating machines [16]. These
differences in meaning may look trivial, but as we will later argue, are important for
understanding the relationship between automation and no-stop government.

Automation is easy to spot when it is under development, but harder to observe
once it has been successfully implemented, as elegantly put by Parasuraman and Riley
[1, p. 231]: “What is considered automation will therefore change with time. When the
reallocation of a function from human to machine is complete and permanent, then the
function will tend to be seen simply as a machine operation, not as automation”. Once
in place, the final automation (i.e., the self-operating machine) is thus easily taken for
granted.

Automation has been a central theme in digital government literature since the onset
of our field, as using digital technologies to automate work is part of the very essence
of digital government. In the early 2000’s, there was also an ongoing discussion in our
field on the need to widen the perspective from government automation to government
transformation [17]. As a term, however, ‘automation’ then turned cold for more than a
decade. More recently, automation has re-emerged as a central topic in digital govern-
ment, triggered by the new spring of artificial intelligence (AI) [18] and the introduction
of Robotic Process Automation (RPA) in the public sector [19]. As AI and RPA have
become more mature, sophisticated, and affordable, a wider array of processes can now
be automated [20], for instance, administrative work and decision-making related to
public service [21].

Following on the above, public service automation thus refers to the introduction
of software to replace humans in the internal machinery of public organizations; pre-
dominantly in administrative work, as part of the everyday activities of public officials
and case workers as they deliver public service [21]. Automation is currently used to
replace humans to various degrees in public service processes; from taking over simple
data- and information-handling (e.g., cut-and-paste of data between systems, see [22]),
to making formal decisions on incoming applications by clients (e.g., parental benefits
in Norway, see [23]).

As a final but important note, automation can be achieved without digital technolo-
gies. In fact, most automation implemented in the history of mankind has been based on
physical machines and apparatuses. The latest trajectory in the history of automation,
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however, is triggered by digital technology [13]. Public service automation is hence very
much a question of digitally enabled automation. But, for the sake of our argumentation
in this paper,wemust remember that automation, as a concept, is not necessarily achieved
by digitalization. Automation can be realized by analogue and physical apparatuses, by
digital technologies, or a mix thereof.

2.2 No-Stop Government

No-stop government refers to a proactive delivery mode of public services, and means
that “the citizen does not have to perform any action or fill in any forms to receive
government services” [2, p. 11]. In the dictionary, proactive is an adjective used to
denote an active, rather than passive, role in doing and accomplishing something, and to
initiate a change [24]. In the context of public services, the term ‘proactive’ means that
a public organization anticipates a client’s potential or actual need for service [25] and
acts before the client becomes active [26]. Essentially, proactivity indicates that public
organizations’ activities in public services are not triggered by the client. Proactivity in
public services is intensively discussed in recent digital government literature [e.g., 2,
26–36] and seen as comprising a shift from a “pull” to a “push” paradigm [35]. In the first
paradigm, clients pull services and in the second, public organizations push services.
Others frame both terms from the client perspective and talk about a shift from “pull”
to “pushed” [37], so that clients pull services first and then services are pushed to them.

Proactivity can take various shapes in public services. For example, proactivity can
appear in the shape of prefilled formfields or by a public organization suggesting suitable
subsequent services to a client. This ‘lightest’ form of proactivity is also known as
attentive government [28, 36, 38] and still requires some client activity to complete the
delivery process. In its most extreme form, proactivity is realized as no-stop government
[2, 39] (also discussed as no-stop shop in the literature). In no-stop government, a
client does not need to do anything to receive a public service and the entire delivery
process is completed without any client involvement. A public organization initiates the
delivery process itself, collects necessary data, and informs the client about the decision
on their eligibility. An intermediate step is the limited no-stop government where the
client needs to transmit some data to the public organization after the organization has
communicated its decision on the client’s eligibility [2]. In such a case, the client knows
that they will receive a service, but the organization needs more data for the subsequent
operational execution of the service, such as the calculation of the exact amount of a
regular payment or an address to send regular written information. Thus, in limited no-
stop government, data can be captured from a client after the public organization has
decided and communicated that the client will receive a service.

A notable example of no-stop government can be found in Austria, where public
organizations pay family allowance to parents of a newborn without the parents having
to submit an application [40]. After the birth, the hospital informs the central civil
registry at the Federal Ministry of the Interior where this data is integrated with further
data from the parents. This integrated data is then sent to the Federal Ministry of Finance
and forwarded to the responsible local tax office, which makes a decision on the case.
When all necessary data is available, the public organization informs the parents that
they will receive family allowance from now on (no-stop government). When necessary
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data is missing, the public organization sends letters to the parents to inform them about
the future payment of family allowance and request the bank account number, which
the parents need to provide subsequently (limited no-stop government). Similar no-stop
government services for family allowance are found in Norway (see [23]) and Sweden
(see [41]).

Data standardization and formats for information sharing within and across pub-
lic organizations are essential to build a solid data foundation and are enablers for the
realization of no-stop government [35]. As such, no-stop government is tied closely to
digital technologies and digitalization. However, similar to automation, digital technolo-
gies are not necessary means for proactivity in a no-stop government, but they sure help.
No-stop government can be realized by analogue and manual work, by the use of digital
technologies, or a mix thereof.

3 Relating Public Service Automation and No-Stop Government

Why do we need to unpack and relate public service automation and no-stop govern-
ment? From the accounts above, the concepts look sufficiently different. Still, in the
literature, these concepts are often muddled together. Triggered by certain unclarities
described below, wewant to illustrate how automation can indeed be ameans for no-stop
government, but automation and no-stop government can also be completely unrelated.

3.1 Different Understandings of Automation and No-Stop Government

For example, we have come across these terms being used interchangeable in pub-
lic administration literature. To name an example, the public administration scholars
Moynihan et al. [42] discuss the possibilities for automatic enrollment of clients into
public programs, meaning that clients that fit certain criteria for participating in public
programs should be ‘automatically’ assigned to these programs to ensure uptake and
realization of citizen rights. However, the meaning of ‘automatic’ is not clear. It seems
as if Moynihan et al. [42] use the adjective ‘automatic’ to illustrate that the enrollment is
made without the client’s conscious action (cf. automatic, as meaning self-operating and
reflexive). However, in public programs it is not the clients who enroll themselves; the
enrollment is done by public officials, i.e., the action that is subject for automation is not
performed by the client. Therefore, based on the definitions above, automatic enrollment
should then mean that a self-operating machine has replaced public officials to do the
enrollment. Looking closer at their arguments, Moynihan et al. [42] use the term ‘auto-
matic’ to denote that public organizations should use available information about clients
to ensure that eligible clients are enrolled to public programs without having to actively
apply. Following our argumentation above, this would translate to no-stop government
and proactive service rather than automation. To be fair, such proactive enrollment can
indeed be an automatic enrollment, meaning that a software is programmed to enroll
citizens into public programs when they fit certain criteria in some system (i.e., digitally
enabled automation). However, Moynihan et al. [42] do not discuss automation soft-
ware in their article and whether or not the ‘automatic enrollment’ is really based on
automation is not clear from their arguments.
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Similarly, the sociologists Larasati et al. [43, p. 537] discuss the concept of digital
welfare state (DWS), defined as a system “providing welfare services by the state based
on the use of technology and data”. They further define DWS as a system that utilizes
digitized data that “is then processed by algorithms and artificial intelligence to produce
effective and efficient policies concerning social services” [43, p. 538]. The authors’
use of DWS thus corresponds with digitally enabled automation, as discussed here,
because of the required use of algorithms and AI. The authors also mention that DWS
can be used for “automated system control” (i.e., prediction, identification, monitoring,
detection, targeting and punishment), which is in several ways overlapping with no-stop
government.

The two examples used here, automatic enrollment and DWS, are meant to illustrate
how the underlying ideas that we call automation and no-stop government are visible
under various terms and with various relationships in various streams of literature. In our
view, the discussions about no-stop government and automation in public organizations
naturally overlap to a large extent. They are similar in the sense that they both relate
to removing humans from public organizations’ delivery of public service to clients.
An important difference, however, is that public service automation deals with reduc-
ing human involvement on the public organization side of the interaction, removing
humans in the internal administrative work. In contrast, no-stop government deals with
reducing human involvement on the client side of the interaction, thus removing humans
externally.

3.2 A Shared Understanding of Automation and No-Stop Government

A reason why automation and no-stop government are treated as similar concepts can
be the everyday, common-sense definition of automatic, which can both refer to (1) a
device that activates, moves, or regulates itself, but also (2) involuntary or reflex actions.
If a service is delivered without the client’s active engagement, it can be perceived
as automatic in common everyday language. From the client’s perspective, no-stop
government’s delivery of public services can be perceived as a form of automation, in
the sense that they receive something without acting, and we see this understanding of
automation mirrored also in the literature [e.g., 21, 23, 27, 44]. This is however not
the meaning of automation that we refer to here. Rather, for us, automation concerns
whether human employees are doing anything on the inside of a public organization
to make that service delivery happen. On the supplier side of the interaction, no-stop
government services can indeed be delivered using automated computer software, but
they are just as likely, or even more likely, to be delivered based on manual work,
or a mix of manual and automated work. Automated service delivery is increasingly
used by public organizations and the literature on automation of public services in
the digital government domain is growing [45–48]. But in these instances, the client
still initiates the service interaction, sometimes without being aware of interacting with
automated systems. Thus, the conceptual and practical link between automation and
no-stop-government are still unclear and needs to be sorted out.

Figure 1 illustrates our proposed link between public service automation and no-stop
government. Following the argumentation above, the figure has three axes that represent
three interrelated perspectives. The first axis is related to the internal organizational
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perspective. We differentiate between manual and automated work and acknowledge
that a mix of both modes of operation can be used. The second axis is related to the
external organizational perspective. We differentiate between reactive and no-stop ser-
vices. Again, we acknowledge that a mix of these two modes can be applied. The third
axis is related to the technological perspective, referring to what artifacts, tools, and
equipment are used for communication, administration, and decision-making. We dif-
ferentiate between digital/virtual and analog/physical modes through which a service
is delivered and acknowledge that a mix of both can be used. Put together, these three
axes form a three-dimensional cube to which we can relate public services, in relation
to internal, external, and technological aspects.
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Fig. 1. The relationship between public service automation and no-stop government in digital
government research

The cube can be used to classify public services along three perspectives. As a com-
plement to the cube, we furthermore suggest a set of questions to guide the classification
of the service delivery process:

• Corresponding to the external organizational perspective: Who is involved in the
service delivery process (internal actors and/or the client)?

• Corresponding to the internal organizational perspective: Who or what executes the
public organizations’ activities (a human and/or machine)?

• Corresponding to the technological perspective:What technology supports the service
delivery process (digital and/or analog)?
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The most extreme form of public service delivery, when it comes to digitalization
and proactivity, is a no-stop government service that is delivered through a digital and
fully automated system. In this type of service delivery, the client is not involved in
the service delivery process, nor is a public organization employee. Of course, public
officials and other human actors are part of the design and set-up of the service delivery
process, but once up-and-running, no humans are involved. Another extreme form of
public service delivery is the reactive service, delivered through a manual process with
only analog/physical tools. Many public services are likely to be automated, digital and
proactive to various degrees and located at interior parts of the cube. For example, if
a public organization uses a digital IT system to automatically prefill forms or suggest
services to potentially eligible clients, but client consent is necessary and finally a public
official makes a decision manually and communicates it on paper via mail, then the
service is partly automated, partly no-stop and partly digital.

4 Discussion and Conclusion

This conceptual paper aims to clarify the meaning and relationship between the concepts
of automation and no-stop government in digital government research.We asked: what is
the meaning and relationship between the concepts of public service automation and no-
stop government in digital government research? According to our conceptual analysis
above, automation and no-stop government are not the samebut complementary concepts
and phenomena. Both concepts refer to the substitution of humans in public service
delivery. All in all, the difference between the two concepts is a matter of perspective
andwhose actions are replaced or removed frompublic service delivery.While amachine
replaces a public official in public service automation, the client is removed from service
delivery in no-stop government. Hence, an important contribution of this paper is that
we clarify that automation and no-stop government can go hand in hand, but there can
also be automation without no-stop government if clients still perform actions in the
process, such as the initiation of the delivery process. Additionally, there can be no-stop
government without automation of public officials’ work and actions.

Another contribution of this paper is that we highlight that digitalization can facil-
itate automation and no-stop government, but digitalization is not a necessary means
for realizing any of them. Today, however, automation and no-stop government are pre-
dominantly achieved using digital technologies and digitalization of work processes.
The integral role of digitalization in both automation and no-stop government also con-
tributes to the unclear boundaries between the concepts. Bringing these perspectives
together, we distinguish various types of public service delivery as shown in the cube in
Fig. 1. By addressing the meaning of automation and no-stop government and possible
relationships between the two, we contribute to a deeper understanding and increased
conceptual clarity regarding two terms that scholars currently discuss intensively in
digital government literature. Some scholars view no-stop government as a form of
automation [e.g., 21, 23, 27, 44], but considering that no-stop government can also be
achieved through manual work, we argue for a differentiation between automation and
no-stop government. The cube in Fig. 1, its explanations, and related questions reflect
this viewpoint. Put together, the definitions provided, the cube, and its three questions
can guide the classification of different service delivery processes in practice.
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We recognize that the conceptual exercise conducted here can seem overly focused
on semantic details and that the end-result might be interesting only for a smaller subset
of digital government researchers at present. However, as public organizations continue
to invest in AI and automation technologies [49–51], the differences between automa-
tion and no-stop government will become increasingly visible also in digital government
practice. In order to study, document, and explain how digital government applications
play out in practice, we need a developed language for differentiating between differ-
ent types of public service delivery. This is necessary also for theorizing and building
cumulative knowledge in the field [11]. An important step towards further theorizing and
knowledge development is to clarify theoretical concepts, and thus the labels we put on
phenomena in the empirical context. Without clearly defined concepts and labels, com-
parative studies and mutual learning are made difficult. In this paper, we have detailed
the meaning of and relationship between public service automation and no-stop gov-
ernment. From our perspective, this paper thus forms a foundation for a discussion on
the meaning of automation and no-stop government, and the interplay between these
concepts, that we hope other researchers will find useful.

This paper is purely conceptual and is subject to limitations that can, in turn, spur
future work. First, the ideas presented here can be tested empirically by applying them
in the analysis of empirical work on automation and no-stop government respectively.
Both concepts discussed here need to be investigated and theorized further, separately
and in unison. Also, the ideas presented here can be used for further analysis of the
interplay between the two concepts. For example, the cube and its three perspectives
can guide the investigation of the role played by automation in the realization of no-
stop government. Furthermore, the three perspectives in Fig. 1 can be further unpacked
theoretically through a deeper conceptual and literature-based analysis. For example,
the external organizational perspective can be further explored and extended, e.g., in
terms of what happens to our understanding of these concepts and their relationships if
clients use RPAs on their own devices to share certain data and complete forms in their
interactions with public organizations. Moreover, scholars can incorporate further—
especially controversially discussed—terms such as AI and discretion [45, 52] in the
conceptual discussion and relate them to automation and no-stop government.
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Abstract. As a novel Artificial Intelligence (AI) application, ChatGPT holds
pertinence not only for the academic, medicine, law, computing or other sectors,
but also for the public sector-case in point being the Open Government Data
(OGD) initiative. However, though there has been some limited (as this topic is
quite new) research concerning the capabilities ChatGPT in these sectors, there has
been no research about the capabilities it can provide to government concerning
its wide range of functions and activities. This paper contributes to filling this
gap by investigating the capabilities that the ChatGPT can provide concerning
one of most recently initiated and novel, and at the same time most promising,
activities of government that aims to fuel the emerging data economy and society:
the opening of large amounts of government data; furthermore, we investigate the
public values that can be promoted through the use of ChatGPT in the area of OGD
by both the data publishers as well as their users. At the same time, we investigate
the issues that the use of ChatGPT in the area of OGD can pose, which can reduce
the capabilities identified as aforesaid as well as the benefits and public values
that can be generated from them. For these purposes interviews with 12 experts
have been conducted and their responses have been analyzed. Finally, based on
our findings we have developed a research agenda concerning the exploitation of
ChatGPT application in the OGD domain.

Keywords: Artificial Intelligence · ChatGPT · Open Government Data · Public
Values · Research Agenda

1 Introduction

As amajor breakthrough in theArtificial Intelligence (AI) landscape, the roll-out ofChat-
GPT (Chat Generative Pre-Trained Transformer) in November, 2022 [1], was acknowl-
edgedwith different reactions across academic circles, socialmedia and electronicmedia
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[2–7]. In its fundamental form, ChatGPT is “…a variant of the GPT (Generative Pre-
trained Transformer) architecture, a neural network trained using a large dataset to gen-
erate natural language text suitable for conversational contexts, such as responding to
user input in a chatbot or virtual assistant application… (and) it has been trained on a
massive text dataset, including various sources, allowing it to generate grammatically
correct, contextually appropriate, and coherent text” [8: 1]. Some first limited research
(as it is a quite new topic) on the implications of ChatGPT has revealed that it can
provide significant and highly beneficial capabilities in diverse sectors like academics,
law, medicine, media and computing (software development) to name a few with some
concomitant caveats too [9–15].

However, the implications of ChatGPT for the public sector have not been under-
scored so far. There has been no research about the capabilities it can provide to gov-
ernment concerning its wide range of functions and activities. So, it is necessary to
investigate the capabilities that the ChatGPT can provide concerning both the ‘tradi-
tional’ government functions and activities, and also the more recent and novel ones.
Our study contributes to filling this gap focusing on one of the most recently initiated
and novel, and at the same time one of the most promising, activities of government
that aims to fuel the emerging data economy and society: the opening of large amounts
of government data to be used by citizens, firms and the society in general [16–19].
Whilst the applications of ChatGPT in the digital government may be a research pointer
in itself, the present study seeks to provide an overview regarding the possible research
avenues of the ChatGPT applications in the context of Open Government Data (OGD)
initiative-the still-evolving digital government innovation across the globe [18]. Given
that the success of the OGD initiatives relies on the usability by a range of stakehold-
ers (user side) and the proactiveness of the government agencies (provider side) [20],
the present study seeks to provide research pointers across these two broad rubrics; to
investigate the implications of ChatGPT for OGD users and providers. Furthermore, we
proceed to a deeper investigation of the capabilities that the ChatGPT can provide in the
area of OGD from a public values perspective [21].

In particular, this paper contributes to filling this above-mentioned research gap
concerning the implications of the ChatGPT for the public sector; our main research
questions are:

i) Which capabilities are provided by the ChatGPT in the area of ODG to OGD users
and publishers?

ii) What are the public values that can be promoted through the use of ChatGPT by
OGD users and publishers exploiting these capabilities?

iii) Which are the issues (e.g., problems, risks) posed the use of ChatGPT in the area
of OGD, which can reduce the above capabilities as well as the benefits and public
values that can be generated from them?

iv) What should be the future research agenda concerning the exploitation of ChatGPT
application in the OGD domain?

For addressing the above research questions interviews with 12 experts have
been conducted and their responses have been analyzed; experts’ perspectives were
synthesized and filtered in alignment with the research objectives.
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The theoretical foundation of our study is ‘affordances theory’, which, though ini-
tially developed and used in the ecological psychology domain, is increasingly used
in the information systems domain [27]. An affordance is defined as ‘the potential for
behavior associated with achieving an immediate concrete outcome and arising from the
relation between an artifact and a goal-oriented actor or actors’ [23]: it constitutes a rela-
tionship between an actor and an artefact and concerns the action possibilities provided
to the actor, towards achieving his/her goals, by the artefact; however, we might have
not only ‘positive affordances’ but also ‘negative affordances’ as well [23]. So, in this
study we investigate the positive and the negative affordances of ChatGPT concerning
the OGD (for both their users and publishers).

Our study makes a contribution to the extant OGD-focused literature across two
streams: a) it adds to the OGD-AI linkage literature, which has been limited so far,
dealing with the generation of more value from OGD using the ‘classical AI’ (mainly
Machine Learning) [24] it also makes a contribution towards the evolving ChatGPT-
related literature.

This paper consists of six sections: In the following Sect. 2 the background of our
study is outlined, and then in Sect. 3 our research methodology is described. Next
the results are presented in Sects. 4 and 5, while in the final Sect. 6 conclusions are
summarized and future research directions are proposed.

2 Background

2.1 Public Values

The ‘public value’ theory was developed by Moore [21], and elaborated by other
researchers [24, 25], in order to provide a new public management paradigm to be used
both for activities and resources allocation planning as well as for the evaluation of pub-
lic sector organizations, which addresses the weaknesses of the two previous dominant
public management paradigms: the ‘bureaucratic’ and the ‘new public management’
ones. According to the public value theory government has a wide range of objectives,
that concern a wide range of collective needs, desires, aspirations and preferences of the
citizens, which are associated with values regarded by them as important: efficiency in
the use of public sector resources, quality of services, fairness, equal treatment of all
citizens, trust, legitimacy, social cohesion, cultural development, transparency, public
participation and collaboration, etc. Therefore, public resources should be used by gov-
ernment agencies in order to generate the above types of public value, in a way which
is analogous to the generation of private value within private firms.

There has been considerable research concerning the relationship between digital
governance and public values [26, 27]. One of its most interesting conclusions was
that public value theory constitutes a sound and comprehensive basis for the strategic
planning, the evaluation, and in general the analysis, of digital government, as well as
specific kinds of information systems and applications for the public sector, which is not
limited to the ‘traditional’ efficiency and cost reduction related objectives, but includes
additional political and social objectives concerning the promotion of a wide range of
public values, such as the above mentioned ones. An interesting stream of this research
concerning the relationship between digital governance and public values is dealing with
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the identification of specific public values, or categories of public values, that can be
substantially promoted through the use of ICT in government. The most representative
and widely used of these studies is the one of [27], which identifies four main categories
of public values that can be promoted through e-government systems and applications:

– Efficiency-related values: productivity, performance, efficient use of public resources
cost reduction, and value for money.

– Service-related values: public services quality, accessibility and utility, as well as
citizen centricity.

– Professionalism-related: independent, robust and consistent administration, governed
by a rule system based on law (legality), public record, which is the basis for
accountability, transparency and equal treatment of citizens (equity).

– Engagement-related: citizens’ participation, engagement with the civil society to
articulate the public good and facilitate policy development in accordance with liberal
democratic principles, deliberation, and ‘deeper’ democracy.

This framework developed by [27] concerning the public values that can be promoted
through e-government has been used for the analysis and evaluation of different kinds of
e-government systems and applications, including the application of AI in government
[28, 29]. So, in this study we examine the use of ChatGPT in the area of OGD from
this public value perspective, by investigating which of the above values (efficiency,
services, professionalism and engagement) can be promoted by the use of ChatGPT by
OGD users and publishers exploiting the capabilities offered by the former.

2.2 Public Values vis-a-vis OGD

Economic as well as social and political value derivation and innovation via OGD usage
is the prime raison d’etre for the implementation of OGD initiatives [16, 17]. As such,
public value creation frame encapsulates technical characteristics of OGD initiatives, i.e.
system planning and system implementation, as well as people characteristics, i.e. socio-
economic status, skills and political development, with the concomitant challenges of
citizen familiarity and engagement with theOGD initiatives and the associated legal stip-
ulations [30] as well as the complexity or poor OGD quality, lack of a OGD-supportive
management culture or cultural bottlenecks [31].

Given the provisioning of OGD across a range of socio-economic sectors, it is antic-
ipated that the diverse stakeholders, inclusive of the professionals and lay citizens, shall
derive value by re-using and harnessing OGD as per their needs and purposes (both
social-political and economic) [32]. This is also suggestive of the involvement of a
diverse set of stakeholders in the processes of social and economic value co-creation
from OGD [33] thereby making this value creation processes more democratic in nature
and scope [34]-case in point being the co-engagement of the public and private sec-
tor professionals in the OGD value derivation pursuits [35]. Moreover, the lynchpin of
such value derivation endeavors lies in the conducive factors pertaining to the linking
of granular OGD with congruent as well as non-congruent OGD belonging to the other
socio-economic sector, for that matter [36].
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2.3 OGD Research Agenda

Since OGD is a relatively recent and novel government activity, and at the same time
quite ambitious and promising, aiming to make a strong government contribution to the
development of data economy and society, extensive research is required in order to
improve its efficiency, effectiveness and in general its maturity, and finally the increase
the social and economic value generated from the large amounts of OGD that have been
published (which has required a considerable investment). So, there have been several
studies aiming to develop a future research agenda for the OGD domain, which are
shown in Table 1.

We can see that most of them aim to develop a research agenda concerning OGD
in general, while there are some studies aim to develop a more specific research agenda
concerning some specific aspects of OGD: its impact on democratic processes [37]
and also OGD services quality [19]. Our study aims to contribute to this latter direc-
tion: to develop a specific research agenda concerning the exploitation of the ChatGPT
application in the OGD domain.

3 Research Methodology

Since our research objective is to investigate a novel research question (for which there is
no previous research and knowledge), concerning the positive affordances (capabilities)
as well as the negative affordances (issues, e.g. problems, risks, etc.) of ChatGPT in
the area of OGD (for both users and publishers of them), we adopted a qualitative app-
roach based on structured interviews with experts [41]. Expert opinion is considered as
a viable research methodology in cases where the perspectives of experts are warranted
for understanding the possibilities of an under-researched or neglected research theme;
thus, the experts engage in deliberation and discussion over an issue and their perspec-
tives serve as “intellectual bins” for further filtering and analyses. In particular structured
interviews were conducted with 12 experts from Universities the authors belonged to or
had research collaborations with in the area of OGD (University of the Aegean, Eras-
mus University, Gdansk University of Technology) from the domains of management,
information systems and business analytics, who had knowledge about OGD on one
hand and AI as well as ChatGPT on the other. We believe that such University experts
would be a better source of insight concerning the capabilities that the ChatGPT can
provide in the area of OGD, as well as relevant problems and risks, than government
practitioners in the opening of government data, as the latter might currently have not
sufficient knowledge about ChatGPT.

For the present study, the expertswere contacted personally via email,which included
a brief description of the objectives of our research, explaining that we wanted to elicit
their views regarding these research objectives; for the ones who accepted (12 out of 15)
to participate in our research an electronic meeting/interview was arranged via skype;
all these electronic meetings/interviews were conducted in February 2023. Table 2 sum-
marizes the profiles of the interviewees. The following six questions were posed to the
experts which concerned the positive affordances (capabilities) of ChatGPT in the area
of OGD for their users and publishers (questions A, B, D, E) as well as relevant negative
affordances (e.g. possible problems and risks) (questions C and F):
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Table 1. Studies for developing OGD-research agenda.

Authors/year Emphasis Major pointers for further research

[38] Development of a taxonomy of OGD
research areas and topics

Four main OGD research areas are
identified: OGD management and
policies, OGD infrastructures, OGD
interoperability and OGD usage and
value

[37] Impact of OGD on democratic
processes

Systematic literature review with a
focus on the impact of OGD initiative
across monitorial, deliberative and
participatory aspects vis-a-vis
government

[39] Knowledge areas and themes of OGD
research are identifies using a co-word
analysis and then relevant future
research directions are proposed

What opportunities for innovation do
open data offer? What business models
can be developed through open data?
What financial impact do open data
have on businesses, and how can this
impact be measured? How can open
data be applied to improve managerial
information systems? How can new
educational arenas be developed
through open data? How can students
develop applications or tools through
open data?

[18] Traces the evolutionary trajectory of
OGD research and proposes relevant
future research directions

It identities future OGD research
directions concerning purpose and
benefits of OGD, use of artificial
intelligence for creating smartness in
OGD, innovation with OGD, theory
development - an integral approach of
OGD and sustainable OGD initiatives

(continued)
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Table 1. (continued)

Authors/year Emphasis Major pointers for further research

[40] Systematic literature review of OGD
empirical research that identifies six
clusters; viz., general/conceptual
development (OGD theory);
drivers/barriers (OGD antecedents);
adoption/usage/implementation (OGD
decisions); success/performance/value
(OGD outcomes);
acceptance/satisfaction/trust in
government (OGD impacts), and
policies/regulation/law (OGD
governance)

Based on the identified research
clusters the following future research
directions are identified: role of digital
intermediaries for closing the OGD
demand-supply gap; impact of
government activities; status and
prospects for economic OGD; specific
roles of socio-economic, demographic
and cultural characteristics of the
economy that spur or hinder OGD
implementation; causal linkage
between OGD access barriers and the
contribution of the digital economy in
providing data-based public services;
relationship between user-centric OGD
initiatives and the customer-centric
business models of the intermediaries

[19] OGD services quality Dimensions of OGD e-services
quality; impact on users’ satisfaction,
OGD e-services re-use and e-trust;
influences of culture; challenges for
achieving high OGD e-services quality

A. How do you perceive the efficacy of ChatGPT for Open Government Data (OGD)
initiatives?

B. What are the drivers for users’ interfacing with ChatGPT with regard to OGD usage?
C. What are the hindrances for users to tap ChatGPT vis-a-vis OGD initiatives?
D. Can ChatGPT help in value creation via OGD? If so, how?
E. How can the government use ChatGPT for OGD publishing?
F. Will ChatGPT be a danger for user privacy while interacting with OGD portals and

datasets?

All these electronic meetings/interviews were tape-recorded (with the permission of
the interviewees), transcribed and then coded manually by two of the authors separately,
using an open coding approach [41]; results were then compared and differences were
resolved. Then each of the identified capabilities that ChatGPT can provide in the area
of OGD was classified into one of the four categories of public values that can be
promoted through the use of ICT in government proposed by the relevant framework
of [27] (efficiency-related values, service-related values, professionalism-related and
engagement-related). Finally, based on the identified capabilities as well as issues (e.g.
problems, risks, etc.) a future research agendawas developed concerning the exploitation
of ChatGPT application in the OGD domain.
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Table 2. Experts profile/background.

Field of study Country Specialty

Information Systems Engineering Greece Cybersecurity, Data privacy, Digital
forensics, Gamification strategies,
Open and linked data ecosystems

Information Systems Engineering Greece Data mining, Computer security and
reliability, Artificial Intelligence

Business-Society Management Netherlands Policy and governance, Planning and
decision-making in China, Transport
infrastructures, Sustainable urban
development

Business Analytics Poland Big Data, Computational and Linguistic
Analytics, Smart Sustainable Cities

4 Results

Broadly speaking, the experts shared with us their quite interesting perspectives across
the capabilities, on the one hand, and the possible downside, on the other hand, vis-a-vis
the ChatGPT application in the OGD ecosystem.

4.1 Capabilities

a) The experts pointed out that user engagement with OGD shall be furthered on account
of the “open” and easy accessibility of ChatGPT, which can provide to the users sub-
stantial assistance in finding the datasets they need (with data about the topic they are
interested in), to process them (especially if they are not familiar with data processing
tools, as ChatGPT can provide data processing), to draw conclusions from them and in
general exploit them either for business purposes (e.g. for developing value added e-
services by combining various kinds of open government data and possibly private data
as well, for making various business innovations) or for political purposes (for gaining a
better and data-based understanding of government actions as well as spending, increas-
ing transparency). Thus, a range of stakeholders, viz., common citizens, private sector
entities, journalists, professionals, academia, software developers, and the like, stand to
gain from the harnessing of ChatGPT for value derivation and innovation pursuits.

b) Furthermore, the ChatGPT (as it can generate software as well) can provide
substantial assistance to programmers for the development of useful applications that
are based on OGD, contributing to the generation of more economic and social value
from them.

c) Apart from furthering user engagement, OGD awareness may be further bolstered
among the potential users-case in point being the essays churned out by the ChatGPT
applicationswith reference to the tutorials, documents, discussion forums, user feedback,
data requests, case studies, success stories of value derivation as well as the manner in
whichOGDmight be put to use and even retrieved from theOGDportals. It is anticipated
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that such essays aremore conducive towards developing amore nuanced, comprehensive
and enjoyable understanding of the objectives, purposes, applications and utility of OGD
per se as well as the technical dimensions related thereto, viz., technical terminology,
visualization tools and techniques, searching and discoveringOGD, utilizingOGDportal
via linkage and/or interoperability, preparation, filtering, analyzing, contributing OGD,
for instance.

d) Useful capabilities are provided by the ChatGPT not only to OGD users (or poten-
tial users) but also to OGD publishers, the most important of them being the govern-
ment agencies who open/publish some of their data, in order to acquire valuable insight
concerning the OGD needs and preferences of different groups of potential users, to
understand better for what kinds and thematic categories of data there is a real demand
by citizens and firms, and also to assess the level of awareness about and satisfactionwith
the data they have already opened. So, ChatGPT can immensely increase the probability
of ascertaining the equilibrium between the “demand” and “supply” side of OGD ini-
tiatives, which has remained a knotty issue in many contexts. Thus, on the one hand, the
ChatGPT application would be helpful in ascertaining the cases where the application
has been successful and overwhelming in terms of being responsive to the user queries
about OGD, and on the other hand, the negligible or absence of OGD or related infor-
mation would be an indicator for improvisation of the grey areas by the OGD publishing
agencies. Therefore, ChatGPT could assist in the development of better OGD strategies
of government agencies, and a better-informed policy making, through a combination
of machine and human-derived input.

e) Also, governments can use ChatGPT not only for the design and implementa-
tion of their OGD policies and strategies, but also can in their OGD provision portals
introduce chatbots backed by the ChatGPT model, which can help with data discovery,
recommendations, and better user engagement, as well as with data exploration such as
data visualization, insights generation, and suggestions for future potential areas.

Therefore, we can conclude that ChatGPT can provide quite useful capabilities to
both OGD users (and potential users) (the above mentioned capabilities a, b and c) and
also to OGD publishers (government agencies publishing OGD) (the above mentioned
capabilities d and e).

However, some of the experts made interesting remarks, that pertain to the robust
technological infrastructures, viz., supervisedmachine learning and reinforcement learn-
ing, on which ChatGPT application rests itself, which are liable to be further improvised
with technological breakthroughs in the near future, and, these features are likely to
provide glitch-free inferential summaries to the users (as currently definitely there are
some mistakes). This is also suggestive of the manner in which customized value-added
goods/services might be the resultant of OGD linkage and/or interoperability pursuits.
Thus, the stakeholders concernedmay get engaged in such value derivation pursuits such
that apart from the standalone benefits to be reaped by the ecosystemic entities horizon-
tally and vertically, the collaborative attempts by the public, private and the voluntary
sector entities across local, national and international levels are facilitated at the same
time. Such inter- and intra- collaborative efforts shall be evidenced across the myriad
social, economic, political and legal sectors, for instance.
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4.2 Public Values

Wethen analyzed the above identified capabilities that ChatGPT can provide in the area
of OGD from a public values perspective, and this led us to the conclusion that they can
promote two out of the four types/categories of public values of the framework of [27]:
service-related values and professionalism-related.

I) Service-related values: If we view OGD as a service provided by government to
the citizens and firms, ChatGPT enables improving the quality of this service, by provid-
ing to government insight about the kinds and thematic categories of data that citizens
and firms need, which is quite useful for defining their data opening priorities, opening
datasets that are really useful, and avoidingwasting valuable financial resources for open-
ing datasets for which there is limited interest and usefulness. One of the experts said:
“The ChatGPT will allow government agencies to identify special needs and preferences
of users for data, so that the later can get in a quick and efficient manner the required
datasets”, while another expert mentioned: “ChatGPT could assist in the prioritization
of data categories to be published, as well as the temporal margin under which it is
optimal (according to customized preferences) to publish certain data”. Furthermore,
ChatGPT enables improving the quality of this OGD provision service with respect to
its wider accessibility and use by a much larger numbers of users; indicative for this is
the following experts’ statement: “ChatGPT can help with accessibility, efficiency, inter-
activity, and accuracy of open government data; by leveraging these drivers, ChatGPT
can encourage more users to interact with OGD portals or services”. At the same time
ChatGPTwill enable users of OGD to visualize and process them easily and rapidly, and
draw useful conclusions from them, and finally create more economic value from them;
indicative is the following experts’ statement: “New products, services, businesses, jobs,
and opportunities can be stimulated by the ChatGPT processing and recommendations
concerning the highly valuable dataset”.

II) Professionalism-related values: The use of ChatGPT in the area of OGD can
increase the transparencyof government activity and spending, as it enables amuch larger
number of citizens, journalists, politicians, etc. to find, access and analyze OGD datasets
concerning government activity and spending, and draw conclusions from them, easily
and rapidly, and this can lead to a higher trust in government; this can also contribute
to having political debate of higher quality, with arguments based on real data/evidence
(and not on stereotypes and pre-existing biases); indicative of these possible political
impacts are the following experts’ statements: “Increasing data understandability and
accessibility through the use of ChatGPT can help improve transparency. And in return,
trust and confidence in government and other organizations by providing greater visi-
bility into their operations and decision-making processes will be increased” and “The
accessibility of ChatGPT could be one of its most appealing traits to the user. The easy
access to the retrieval of knowledge and real-time information of any nature, can be an
attractive starting point for the user to also use ChatGPT in an OGD context”.
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4.3 Issues

i) With respect to possible privacy violation issues that might be posed by ChatGPT,
its developers (OpenAI) claim that it doesn’t use any type of private or personal data
about individuals until and unless it is publicly available. In the case of OGD, these data
usually undergo a strict and careful anonymization before they published. So, it seems
that a direct threat is not posed. However, ChatGPT collects data about the sequence
of questions and in general the behavior of each registered user, and possibly user’s
browser data (IP and device information) as well. These personal data, which reflect
sensitive attitudes, concerns, interests and sometimes political orientations of future
business plans,might be used in inappropriateways. Tomitigate these issues, appropriate
measures should be taken to prevent the consent-less transfer, use, or processing of these
data.

ii) The ChatGPT has some weaknesses (that might be overcome in the future) in
the synthesis of existing information and the development of various kinds of inference,
such as summaries and conclusions, so theremight bemistakes, which canmisleadOGD
users (or potential users) with respect to what OGD have been published on topics of
user’s interest, and/or draw incorrect conclusions from them. This, in combination with
the ‘black-box’ nature of ChatGPT for its users (most of them cannot understand how it
works), could scare them away and demotivate them from using it.

iii) In the absence of the requisite regulatory framework for such tools, there are
dangers pertaining to cyber-crimes, faulty algorithms, mismatched or biased inferences,
misplaced, insufficient, overly generalized, illogical, or culturally-insensitive results.

iv) Linguistic differences across countries might result in algorithmic biases and
reinforcement training might be inadequate or inappropriate-for instance, the implica-
tions of the etymological differences across languages might be a potential downside of
ChatGPT vis-a-vis OGD’s understanding and across country comparisons.

v) Semantic issues might pose barriers for ChatGPT to better summarize/analyze
OGD.

5 Research Agenda

Based on the above mentioned capabilities and issues described in the previous Sect. 4
we proceeded to the development of a future research agenda concerning the exploitation
of ChatGPT in theOGDdomain, as this is quite new research topic, so extensive research
is required in order to increase its efficiency, effectiveness and maturity in general. The
proposed research agenda consists of research areas and specific research topics for each
of them that require investigation.

5.1 Research Area I: ChatGPT Application for Furthering OGD Use and Value
Generation

– In terms of furthering OGD awareness and use among the potential users, emphasis
has been laid on strategic planning and execution by the governments with a personal-
ized and customized target positioning among the target user cohorts [19, 42]. In this
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vein, harnessing ChatGPT for furthering OGD use and value generation shall serve as a
watershed for the users in comprehending the nuances of OGD and the possibilities of
value derivation from them, thereby furthering the relevant innovation landscape across
numerous socio-economic sectors.

– ChatGPT exploitation by the OGDusers hailing from different backgrounds along-
side their research and information-seeking behaviors are also important aspects of fur-
ther research given that the learning-goal orientation is different across the users apart
from the personal involvement and perceptions on their occupational performance and
social behavior too [14].

– ChatGPT adoption and usage studies vis-a-vis OGD are always a viable line of
research across Information Systems theories such that the behavioral intention as well
as actual usage and adoption may be gauged across or within cases at individual, group,
organizational, regional, country and cultural levels.

– ChatGPT use for processing of data is a very important capability, especially for
users who are not familiar with statistics and use of them for data processing as well as
drawing conclusions from them; so, it is quite important to investigate to what extent
these capabilities are used, and how useful they are for users.

–Also, there are a plethora of research directions springing from the user engagement
withChatGPTvis-a-visOGDfor value creation activities not onlywithChatGPThelping
out with cues, guidelines, case studies and benchmarked examples for value creation
activities by re-using/linking/interoperating OGD [16, 43]. Also, the OGD user would
be helping in improvising ChatGPT itself for providing additional features, furthering
its user-friendliness or taking into account user privacy while interfacing with ChatGPT
functionalities.

5.2 Research Area II: ChatGPT Application for Facilitating/Improving OGD
Publishing

– Use of ChatGPT for the development of OGD strategies, for enabling a better under-
standing about users (or ‘potential users’) needs and preferences for OGD, as well as
about their degree of satisfaction with already opened/published government data (and
possibly identify problems and deficiencies of them), and also for enabling the collection
of relevant knowledge and experience about opening/publishing government data from
other government agencies (of the same country or other countries).

– Use of ChatGPT for developing Tutorials and guides pertaining to the OGD initia-
tives, in general, and, the country statistics across different indices, data catalogs/sectors
or data publishers via ChatGPT may be a potent support mechanism for the government
personnel for spearheading the OGD initiatives and this would help in furthering the
morale and motivation of the personnel as well.

– Legal and regulatory issues vis-a-vis ChatGPT in terms of OGD applications need
to be earmarked with special consideration for individual privacy and security as well as
cybercrimes relatedwith impersonation, identity theft, plagiarism, revelation of sensitive
content, imprudent behavior, etc.

– Cultural dimensions across local and regional levels cutting across heterogeneous
populace are also the potential research areas vis-a-vis ChatGPT invocation for OGD.
Furthermore, national comparisons, assessment and evaluation studies, benchmarking,
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efficacy of ChatGPT for furthering OGD understanding to meet the Society 5.0 and
Industry 4.0 as also during the emergency situations like the ones during floods, fires,
epidemics, etc. may be considered as viable research pointers.

– Institutionalization mechanisms for furthering user engagement with ChatGPT for
better comprehending its utility vis-a-vis OGD need to be analyzed in further research-
case in point may be the assessment of the campaign drives, target population, campaign
pitch, government incentives, etc.

5.3 Research Area III: The Downside of ChatGPT Application for OGD

Finally, it is necessary to conduct research concerning the downside of the ChatGPT
applications vis-a-vis OGD, in order to investigate its possible dark sides. This research
streammay investigate possible issues/risks associatedwith ethical, privacy and security,
technology complexity and technological self-efficacy, addictive behaviors, technology
longevity and breakdown on account of systemic failure, etc.; these research pointers
may be investigated across individual, group, organizational, national or cultural levels
using different research methodologies.

6 Conclusions

The development of theChatGPThas a great potential to provide quite useful capabilities
and benefits for enhancing numerous human activities and economic sectors, and have
substantial transformative as well as disruptive effects on them, but the realization of
this potential might face significant problems and challenges, and might also pose some
threats. These have already started to be researched for some sectors [15], but have not
been research for the case of government, despite its high importance for economic and
social life.

This study makes a first step towards filling this research gap, focusing on one
of the most recently initiated, novel and promising activities of government that aims
to contribute to the further development of data economy and society: the opening
of large amounts of government data. Using the lenses of ‘affordances theory’ [22], it
investigates the positive affordances (capabilities provided) and the negative affordances
(issues posed, such as problems and risks) of ChatGPT in the area of OGD. Furthermore,
based on themwe proceed to the development of a future research agenda concerning the
exploitation ofChatGPTapplication in theOGDdomain. Thiswill allowus to understand
the research ramifications of the use of ChatGPT for OGD initiatives from the side of
users and publishers. So, our studymeets the call for further “multidisciplinary research”
with a focus on “enhanced collective cognitive intelligence (human/ICT-enabled) for
better governance” [38: 57).

Using a qualitative approach, which is based on a series of interviews with experts,
it has been concluded that the use of ChatGPT in the area of OGD can offer significant
and highly beneficial capabilities to both OGD users and publishers. From a public value
perspective, these capabilities can promote two out of the four main types/categories of
public values of the framework of 37: service-related values and professionalism-related
values. In particular, with respect to service-related values ChatGPT can improve the
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OGD provision service, by enabling government to make it more focused on potential
users’ needs, and also improve its accessibility and exploitation for the generation of
economic and social value. At the same time, the use of ChatGPT in the area of OGD can
pose privacy risks, and also can sometime mislead the users, due to its weaknesses in the
synthesis of existing information and the development of various kinds of inference, such
as summaries and conclusions, which sometimes result inmistakes (though it is expected
that these weaknesses will be reduced in future improved versions of the ChatGPT).

Based on the above findings three main future research areas have been identified,
which concern the use of ChatGPT for furthering OGD use and value generation, and for
facilitating and improving OGD publishing by government, as well as the ‘dark sides’
of ChatGPT application in the area of OGD. It may be added here that the research areas
and topics identified above may be investigated as standalone or integrated too. Besides,
the evolution of ChatGPT with time may also lead to different research themes in terms
of the efficacious impact and the related challenges vis-a-vis OGD initiatives from the
users’ and publishers’ ends.

Finally, the present study leaves implications on one hand for research and on the
other hand for practice and policy-making. With respect to research, it makes a contribu-
tion to the limited existing body of knowledge concerning the capabilities and benefits
that the ChatGPT can provide to various human activities and economic sectors, which
concerns a minimally examined sector with respect to such generative AI applications:
the public sector, focusing on one of itsmost recently emerged and ambitious activity: the
opening of government data. With respect to practice, it proposes some useful ways of
ChatGPT exploitation by OGD users and publishers, which can improve the economic,
social and political value generated by OGD. Our findings indicate that a better strategic
blueprint and execution of OGD initiatives may be achieved by government if it takes in
account the potential of ChatGPT and the capabilities it can provide. Finally, harnessing
ChatGPT evolutionary trajectory would be better witnessed as the users’ engagement
increases with time thereby prompting the launch of suitable regulatory framework in
the near future.

Our study has two main limitations. The first one is that it is dealing with the capa-
bilities provided and the public values that can be promoted, as well as the issues posed,
by the use of ChatGPT in one only government activity (that does not belong to the
‘core’ ones, however it is a very promising one), the opening of government data; so it is
necessary to examine the same for the main ‘core’ government functions and activities
(e.g. policy making, welfare, operations, etc. in various thematic domains). The second
limitation is that our findings have been based on interviews with experts from Universi-
ties (knowledgeable about OGD on one hand and AI as well as ChatGPT on the other);
so it is necessary to conduct similar research, based on interviews with government prac-
titioners dealing with opening government data, as well as managers responsible for this
(as they gradually gain knowledge about ChatGPT and start thinking about exploiting it
in their activities and tasks), or even using Delphi methods.
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Abstract. While chatbots represent a potentially useful supplement to govern-
ment information and service provision, transparency requirements imply the need
to make sure that this technology is not confused with human support. However,
there is a knowledge gap concerningwhether and howgovernment chatbots indeed
represent a risk of such confusion, in spite of their resemblancewith human conver-
sation. To address this gap,we have conducted a study of aNorwegianmunicipality
chatbot including interviews with 16 chatbot users and 18 municipality represen-
tatives, as well as analysis of> 2600 citizen dialogues. Interviews with citizen and
municipality representatives suggested that citizens typically understood well the
chatbot capabilities and limitations, though municipality representatives reported
on some examples of humanizing the chatbot in its early phases of deployment.
Dialogue analyses indicated that citizens have a markedly utilitarian style in their
communication with the chatbot, suggesting limited anthropomorphizing of the
chatbot.

Keywords: Chatbot · government · transparency · human-likeness

1 Introduction

Government service provision increasingly make use of chatbots to facilitate service
delivery for efficiency gains and improved availability [25]. Chatbots are software agents
which provide users with access to information and services through natural language
interaction conducted in the form of dialogue [11]. Chatbots are considered an intuitive
way of interactingwith computer systems, due to the resemblance of the chatbot dialogue
with that of a conversation with a fellow human being [17], which potentially lowers
barriers to interaction and engagement. Furthermore, the human likeness resulting from a
chatbot’s use of natural language interaction and resemblance of human conversation, has
been suggested as conductive to improved user experience [19] and to reflect positively
on users’ perceptions of a service provider [4].
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However, humanlike chatbots may also entail negative implications for users and
service providers. Human likeness may induce erroneous expectations concerning chat-
bot capabilities and limitations and lead to unwanted interaction patterns or strategic
user behavior [29]. Chatbot human likeness may also lead to uncertainty or deception,
where users become uncertain with regard to the chatbot’s status as an automated agent
or even erroneously believe they are indeed interacting with a human [24]. Curbing
such undesirable uncertainty and deception concerning the machine status of a chatbot
is important with regards to transparency requirements for trustworthy AI systems [8,
18]. Furthermore, the proposed European Commission AI Act, specifically details such
transparency requirements on chatbot providers [10, 33].

In this context, knowledge is needed on how citizens perceive government chatbots.
Specifically concerning their perceptions of chatbot human likeness and how this may
impact chatbot interaction and, by extension, government service provision. However,
while current research has investigated determinants and implications of chatbot human
likeness [e.g., 4, 15, 19], there is a lack of knowledge on whether and how such human
likeness perceptions impact user interactions with government chatbots.

In response to this gap in knowledge, we have conducted a study to explore whether
and how users interact with and perceive government chatbots as humanlike service
providers. The study addressed a chatbot for Norwegian municipalities and included
three method components. First, we interviewed 16 citizens on their experiences with
the chatbot. Second, we interviewed 18 government representatives with a role in main-
taining the chatbot. Third, we analyzed > 2600 chatbot dialogues between citizens and
a government chatbot.

The study contributes needed knowledge on human likeness and transparency in gov-
ernment chatbots. The interviews with municipality representatives and users contribute
knowledge on how the government chatbot is perceived and the implication of such per-
ceptions on behavior and service outcomes. The dialogue analysis contributes insight
into users’ communication style, indicative of markedly utilitarian goal-orientation.

2 Background

2.1 Government Chatbots

Chatbots are about to become a commonplace channel of government provision of
information and services. Already in 2020, a survey identified a substantial appearance
of chatbots as part of European government service provision [9]. Currently, chatbots
are among the most frequently deployed AI applications in the public sector [36].

Within government service provision, chatbots have been taken up for a broad range
of service sectors or areas such as health [31] and social services [37], and by broader
service providers such as cities [35] and municipalities [1]. During the pandemic, the
uptake of government chatbots saw a marked boost as part of pandemic response [3].

The recent surge in government chatbots seems motivated by beneficial aspects of
the technology both for government agencies and for citizens [35]. On the side of the
government agencies, chatbots can enable reduced employee workload, and lowered
service delivery cost, while improving users’ service experiences through providing a
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more personalized and efficient service delivery [25]. Chatbots have also been explored
as a means to strengthen citizen participation and engagement in government [32].

Government chatbots typically are implemented as intent-based solutions, where
machine learning is applied to predict user intents from users’ free text requests and
then provide needed information and services on the basis of predefined content [23].
Most government chatbots are set up as what Makasi et al. [25] refer to as chatbots for
service triage, that is, they provide generic information and access to services without
adaptation to a user profile.

There is a growing body of knowledge on howusers experience government chatbots.
Makasi et al. [26], in an interview studywith users and designers of government chatbots,
found that such chatbots were perceived to enable increased effectiveness and efficiency
in service provision, while potentially also strengthening accessibility and ease-of-use
for government services. Abbas et al. [1], in an interview studywithmunicipality chatbot
users, found users to appreciate the navigation support provided by the chatbot and its
potential for simplifying access to government information.

2.2 Chatbot Human Likeness and Its Implications

While users typically have been found to have utilitarian motivations for chatbot use,
such as efficiency and convenience [5], chatbots may also potentially improve user
experience due to their human-likeness in appearance and communication style [19]. In
consequence, there has been substantial industry and research interest in the benefits and
limitations of chatbot human likeness [27], and the factors that may determine users’
tendencies to anthropomorphize chatbots, that is, a tendency to imbue the behavior of
an agent with motivations, intention, or emotions reflecting human likeness [7].

While chatbots arguably resemble human communication through their natural lan-
guage processing capabilities and dialogical interaction [17], chatbot human likeness
may be manipulated through the inclusion of humanlike cues in the chatbot design [4],
that is, design features intended to strengthen users’ anthropomorphizing the chatbot.
Such design featuresmay concern the visual appearance of the chatbot, such as providing
a humanlike avatar, the presentation of the chatbot, such as having it present itself with a
human name, the communication style of the chatbot, such as presenting the information
in an informal tone of voice, and the communication intelligence of the chatbot, such as
its capabilities to mimic a skilled human conversationalist.

Strengthening human likeness in chatbots has been shown to entail a range of poten-
tially beneficial effects for service provision. For example, Go and Sundar [15], in an
experimental study of chatbots in the e-commerce domain, foundmanipulation of human
likeness to be associated with changes in user satisfaction and perceived chatbot exper-
tise. Furthermore, Jain et al. [20], in a study of chatbot interaction design, found users
to desire chatbot interactions that resemble conversations with humans.

Chatbot human likeness may also hold implications for user behavior and chatbot
interaction outcomes. Adam et al. [2], in an experimental study in the e-commerce
domain, found increased human likeness in the chatbot to be associated with increased
user compliance during interaction. Park et al. [28], in an experimental study, found
chatbot human likeness to impact willingness to donate to a fundraising initiative. Hence,
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chatbot providers may utilize humanlike design cues in chatbots to impact user behavior
in a direction considered desirable from the point of view of the provider.

2.3 Chatbot Transparency Requirements

While human likeness may be desired by chatbot users [20], the potential for humanlike
design cues in chatbots to unduly impact user perceptions and behavior have caused
concern [27], e.g., regarding users’ potential confusion of whether they interact with a
chatbot or a human [30]. Such confusion could bias user decision-making during chatbot
use or induce erroneous user beliefs concerning chatbot capabilities.

For AI-systems, transparency is considered a key requirement in ethics guidelines
[18], including that of the EC high level expert group on trustworthy AI [8]. In the latter,
transparency is defined so as to concern data, systems, and AI business models, and it
is particularly noted that users should “be aware that they are interacting with an AI
system, and must be informed of the system’s capabilities and limitations”.

For chatbots, this requirement implies a requirement on the part of the service
provider to ensure that users are properly informed that they are interacting with a chat-
bot. This requirement has been formalized in the proposed European AI Act [10]. Here,
AI service providers are obliged to ensure that users are aware that they are interacting
with an AI-system and not a human service person. Chatbots are explicitly mentioned
with regards to this transparency obligation.

3 Research Questions

In consequence of the potential implications of chatbot human likeness to user percep-
tions and behavior, as well as the transparency requirements for chatbots, it is important
to know how users perceive and interact with government chatbots and, specifically,
whether and how these perceptions and interactions suggest that users anthropomor-
phize such chatbots. In response to this knowledge need, we explicated the following
research question:

RQ1: How do users and service providers consider chatbots as humanlike interfaces
to government information and service?

Furthermore, since chatbot human-likeness may impact user behavior, it is also
important to explore whether and how users’ interactions with government chatbots
suggest a tendency to anthropomorphize such chatbots. In response to this, we asked:

RQ2: How do users interact with government chatbots? And does such interaction
suggest a tendency to anthropomorphize such chatbots?

4 Method

4.1 Research Design

In response to the research questions, we set up a three-component research design con-
sisting of two qualitative interview series and an analysis of chatbot dialogues. In the
first interview series, we interviewed users of the chatbot. In the second series, we inter-
viewed government representatives with responsibilities for chatbot implementations.
In the dialogue analysis, we reviewed > 2600 citizen chatbot dialogues.
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Through this multi-method approach, we were able to gain rich insight into the
research questions, combining the perspectives of users and government representatives
with data from actual chatbot interactions.

4.2 The Case: A Municipality Chatbot

The study was conducted in the context of a specific chatbot: the municipality chatbot
‘Kommune-Kari’. This chatbot is provided for service triage rather than service nego-
tiation [25], and is available to citizens in about 100 Norwegian municipalities; about
one third of the Norwegian population. The chatbot has been operational since 2017 and
engaged in several hundred thousand dialogues in 2022.

The chatbot provides access to municipality information and services through a text-
based chat user interface. It is provided by Prokom and based on the boost.ai conversa-
tional platform. The chatbot is implemented as an intent-based solution [23] leveraging
a machine learning model to predict users’ intents based on their textual input. Follow-
ing intent prediction, the chatbot provides a predefined response through a rule-based
approach. This response typically includes options for follow-up or refinement of the
answer through button or free text interaction. The chatbot is set up for anonymous use.
It does not have access to a user profile, but provides the users with general information
about the municipality and its services. Information is provided either directly through
the chatbot or by links to relevant sources on the municipality website or elsewhere.

Of particular interest to this study, the chatbot is presented through a human-like
cartoon avatar resembling a female face (Fig. 1). When activated, the chatbot presents
itself in a welcome message greeting the user, states its own name (Kari – a common
Norwegian female name), explains that it is a chatbot, encourages the users to phrase
their requests in a concise manner, and reminds the user that the service is for anony-
mous use only. The chatbot avatar, name and presentation was decided by the chatbot
provider following an analysis of current practice. The chatbot is arguably a good case
for exploring the research questions. First, it has been operational for several years and
is a much-used chatbot. Furthermore, it is used for citizen interaction with a relatively
large set of government actors and broad range of information seeking. The large num-
ber of municipalities in which it is in use allows for variation in how it is implemented
and perceived. The broad range of information and services provided through a munic-
ipality, spanning, e.g., healthcare, education, renovation, planning and construction, as
well as sport and leisure, implies that the chatbot is used for a broad range of citizen
requests – which is valuable when exploring user perceptions and interactions.

4.3 Interviews with Citizens and Municipality Representatives

Participants and Recruitment. The study included 16 citizen participants and 18
municipality representatives.

Citizen participants were recruited from four municipalities where the chatbot is
implemented, four from eachmunicipality. Themunicipalities varied in size and regional
location to ensure breadth in the data collected. The citizen participants were recruited by
a panel provider, Norstat; eight females and eight males in the age range of 21–68 years
(median: 47,5). To ensure recent experience with the chatbot, all citizen participants
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Chatbot Kari

…

Hi, I am Kari and the chatbot 
of the municipality. Please 
phrase your questions in 
short sentences with 
concrete questions 

Your chat is anonymous. You 
should not write personal 
info. Here is the privacy 
policy for the chat.

For questions about COVID-
19 virus, please see here:

About COVID-19

Hi. Where do I find information 
about kindergarten?

Fig. 1. Municipality chatbot welcome message. Translated from Norwegian.

were asked to use the chatbot at least twice prior to the interview. Most participants (11)
reported also to have used the chatbot prior to this preparatory use.

The municipality representatives were recruited through the network of the chatbot
service provider. The municipalities represented 18 different municipalities or munici-
pality constellations of various sizes and regional locations. All participants held roles
in the municipality with responsibility for the chatbot. They were mainly organized as
part of the communication team (12) or the citizen service centre (5). Most municipali-
ties had been involved in the implementation of the municipality chatbot, hence holding
substantial experience on its use in the municipality.

Interview Procedure. The interviewswere semi-structured and conducted individually
with the participants, in total 34 interview sessions. The interview guide was set up
to address ethical and societal aspects of chatbot implementation in government, and
focused on perceptions and implications of chatbot human-likeness as one of several
topics. In this paper we focus specifically on the participants’ reflections on the human-
likeness of the chatbot. Analyses and findings focusing on other aspects of the interview
datasets, will be presented elsewhere [16]. The interviews were conducted by video link,
throughMicrosoft Teams. The interviews with the citizen participants lasted 20–40 min.
The interviews with the municipality representatives each lasted about 1 h.

Analysis Process. The interviews were audio recorded and transcribed. The transcripts
were analyzed through thematic analysis following the guidelines of Braun and Clarke
[6]. To maintain quality in analysis, the citizen interviews were analyzed separately
from the interviews with the municipality representatives. The analysis of the interviews
with the citizens was led by the second author, the analysis of the interviews with the
municipality representatives was led by the first author.
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4.4 Dialogue Analysis

An analysis of citizen dialogues with the chatbot was conducted to understand how
users interact with government chatbots. The analysis was conducted as part of a larger
research effort to understand user interaction with government chatbots through the lens
of an analysis framework for customer service. This larger research effort has been
published elsewhere [12]. In the study presented here, we combine the dialogue analysis
with findings from interviews data to shed light on whether users’ interactions with a
government chatbot suggest a tendency to anthropomorphize such chatbots.

Dialogue Sampling. Dialogues between citizens and the chatbotwere sampled from six
different municipalities. The municipalities varied in size and regional location, as well
as how they had chosen to implement the chatbot, so as to enable substantial variation
in chatbot users and interactions.

Data were sampled over a two-month period. For sufficient breadth in request topics
and communication styles, we sampled between 4–500 dialogues from each municipal-
ity, 2663 in total. The samplingwas conducted by the chatbot service provider in linewith
the chatbot terms of use and following confidentiality agreements with the researchers.
To ensure dialogue anonymity, all sampled dialogues were checked for person data by
personnel at the chatbot service provider prior to analysis.

Analysis Process. The dialogues were first analyzed from perspective of dialogue
descriptives, including user request characteristics, e.g., message brevity and predicted
user intent, and dialogue characteristics, such as the number of dialogue turns and
indications of understandability issues.

Furthermore, and key to this study, the dialogues were analyzed to identify the users’
communication style in the interactions, that is, their tendency to engage in utilitarian or
socially oriented interactions [14]. Dialogues with a socially oriented communication
style more closely resemble dialogues to be expected between human conversationalists,
with use of politeness markers and first- or second person pronouns. Dialogues with a
utilitarian communication style lack one or both of these characteristics.

4.5 Research Ethics

The presented research has been conducted in line with ethical guidelines for research
involving human subjects. Interviews were voluntary and only conducted following
informed consent, and upon approval of the research organization data protection officer.
Chatbot dialogue analyses were conducted in line with terms of use and only following
manual checks of user anonymity.

5 Results

In the results section, we first present findings from the interviewswith citizens, followed
by findings from the interviews with municipality representatives, and the findings from
the dialogue analysis.
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5.1 Results from the Interviews with Citizens

Chatbot Considered Efficient Complementary Channel. In the citizen interviews,
the participants described themselves as highly efficiency-seeking and goal-oriented in
their interactions with the chatbot. Such efficiency concerned fast response (16) and
navigational support (11). The participants typically also noted that they expect the
chatbot to be able to help them with simple, general requests rather than complex and
personal questions.

I think of it as a more advanced search engine. That can help you to sort out what
you need to know. You may ask general questions that everyone would ask […].
And then you get answers without having to search the website forever (C1).

In linewith this, the participants typically described the chatbot as and additional self-
service channel and noted that they appreciated the opportunity for self-service provided
by the municipality’s digital channels (14). The participants, furthermore, reported on
not being worried that digitalization will remove their opportunity to get in touch with
humans in the municipality. Rather than a substitute for human communication, the
participants considered the chatbot as an additional public service channel, allowing them
to get swift responses to general requests around the clock. Participants indeedunderlined
the importance of available human resources when needed, but they reported to prefer
self-service for general requests (14). The following quote illustrates this perspective:

Preferably a chat service, because using the phone you have to wait for them to
answer the phone, and they don’t always respond, […]. So, I find that the chat
service is better. You get a response much faster (C5).

Humanlike Chatbot Features May Be Pleasant but Not Important. While the chat-
bot is presented through a humanlike avatar image, a humanlike name, and communicate
in an informal style, all participants noted that such humanlike features of the chatbot
have little or no implications for their use of it. Some noted that the humanlike features
did not matter to them whatsoever whereas others said they appreciated such features.
The latter participants noted that this made talking to the chatbot more personal and that
they found it somewhat “fun” that the chatbot has humanlike features. The following
quote illustrates this latter perspective:

I wouldn’t say it is important to me […]. But I thought some of the features were
fun. That Kommune-Kari is a character, and when I did a search on football and
sports clubs it said, “football is fun!” with a football emoji. There are some fun
features like that […] it has some personality to it (C6).

Yet, although some reported to appreciate humanlike features in the chatbot, all
participants argued that these had little or no bearing on their assessment or use of the
chatbot.

Machine Nature of Chatbot Clear but Interaction May Improve on Experience. All
participants expressed that they found it clear that they were interacting with a chatbot
and not a human service provider, and they were aware that the chatbot provides general
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rather than personalised responses to inquiries. The participants further found it relatively
easy to understand how to interact with the chatbot. Yet, participants also pointed out that
the chatbots’ usefulness had increased over time, as they had become more experienced
chatbot users, and better understood how to pose questions (i.e., shorter sentences and/or
single words). To illustrate, one participant noted that:

I tried some longer sentences, and then I realised that it didn’t work, and then I
started using very short sentences, and sometimes just one word (C6).

This may suggest that the human likeness and the communication style of the chatbot
initially may lead users to ask longer and more complicated questions. Participants did
not express this as a drawback, though, noting that they found it easy to figure out how
to use the chatbot.

The participants also pointed out that they know someone, or assumed that there may
be someone, who may be challenged to use a chatbot (10). One concern among these
participants was that other users might fail to understand the chatbot interaction format,
where the chatbot input should be presented in a concise manner. That is, they foresaw
that someusersmight use the same interaction strategies that theywouldwhen interacting
with a human, leading to a suboptimal outcome. Related to this, one participant made
specific note that the chatbot did not understand them when asking a difficult question
and suggested that this may indicate difficulties for users struggling with reading or
writing. Another noted as follows:

For chatbots you must be as short and concise as possible […]. But I helped my
mother-in-law, and she had written [a very long sentence] (C13).

5.2 Results from the Interviews with Municipality Representatives

In the interviews with the municipality representatives, the participants reported on
their perceptions of citizen interactions with the municipality chatbot. Their reports
were based on their experience from reviewing interaction logs with the chatbot and on
feedback from citizens – for example through the citizen service centre.

Chatbot for Efficient Interactions with the Municipality. The participants described
the chatbot as a useful navigation support for users (13), that may simplify access to the
municipality information and services (11). The participants noted that they considered
the chatbot to be particularly useful for general information requests (13), while chatbot
responses for precise or personal questions could be insufficient (9).

We find the chatbot to answer quite well, with some important limitations. Specific
questions and the like do not work that well […] But very good at general questions.
Short, general questions work well. (M3)

Machine Nature of Chatbot Clear to Most Users. When asked about implications
of the chatbot human likeness, the participants considered this to be limited. Several of
the participants pointed out that users typically understand what a chatbot is and which
opportunities and limitations it entails (7).
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Most understand that it is a chatbot. This is actually very clearly explained. That
it is not a human. Even though it may appear like one. (M9)

The participants also noted that the chatbot was clearly different from a human
service provider also in terms of its relative lack of flexibility (8). While a human service
provider may show high levels of flexibility in adapting to the requests and messages
of a user, the chatbot does not have such conversational intelligence. Hence, the risk of
confusing the chatbot for a human was seen as limited.

I believe it is pretty clear that it is not a person, that is, the dialogue is very
structured and it includes new links, new buttons, as you ask new questions. (M15)

Some of the participants also made note of the chatbot being clear on its limita-
tions (4). For example, by asking for questions to be provided in short sentences, or by
clarifying to the user in cases of insufficient prediction confidence regarding user intents.

Some may not Understand Chatbot Interaction or Capabilities. While the partic-
ipants argued that most users understand that the chatbot is a machine and that they
should interact with it differently than with a human service person, they also typically
noted that some users might misunderstand.

Most participants reported to have observed that some users interact with the chatbot
in a manner suggesting that they do not understand how to ask questions to a chatbot
in a productive manner (13). This could, for example, be that users were observed to
not ask direct questions, but instead presented their inquiries over multiple questions;
something that is challenging for the chatbot to interpret correctly.

There are some who ask the chatbot as if they believe they are about to chat with a
real human. This can be seen in the way people ask questions and follow up, can
be seen sometimes. (M8)

Some participants suggested that chatbot human likeness may lead users to get
false expectations regarding chatbot capabilities. For example, they may believe that
the chatbot has higher conversational flexibility than it actually does, or they may ask
questions at a level of complexity that the chatbot cannot answer.

I find that sometimes they think of her as a human […] they write long sentences
[…] then the chatbot does not work and it becomes a source of irritation (M14)

Signs of Increasing Maturity in Users. While not all users may understand the chat-
bot interaction or capabilities, some participants noted what they saw as an increased
maturity in user interaction with the chatbot over time (4). As an example of this, some
noted a reduction in playful or exploratory chatbot interactions and a general tendency
to fewer users engaging with the chatbot as if it were a human.

Before we experienced perhaps someone believed it was a real person behind it.
This we could see in the questions coming in. But I do not see this much anymore.
(M4)
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Further Reflections on Implications of Human Likeness. Finally, reflecting further
on implications of human likeness in the chatbot, some participants also noted that
chatbot human likeness could potentially lead to changes in how citizens engaged with
the municipality information and services. Some participants noted that a humanlike
chatbot may entail that users see the service interaction as more personal and – thereby –
more attractive (4).

The dialogue interaction I believe is beneficial. To feel that you talk to someone,
this is a human need basically. (M12)

Others noted that chatbot human likeness may reduce citizens threshold for getting
in touch with the municipality, because it is easier to ask questions in an interaction
format resembling that of human conversation (3).

I believe that the threshold for getting in touch is a little lower […] We see that it
is used for very much now (M9)

Some participants also noted that the humanlike character of a chatbot may motivate
users to askmore personal or specific questions than theywould e.g. in a search interface.
This may be beneficial as responses may be more relevant to the user, but it may also
entail a challenge in cases where the user asks questions at a level of specificity to which
the chatbot cannot provide an answer without knowledge of the user context.

We see that there may also be very personal questions in the chatbot, and hard to
answer [these] in a general way (M2)

5.3 Results from the Dialogue Analysis

In total, 2663 dialogues were included in the sample from the six municipalities. The
dialogues were about equally distributed across the six municipalities involved in the
analysis, ranging between 430 and 475 dialogues for each municipality.

The dialogues reflected the breadth of the information and services offered by the
municipalities, including general healthcare (18%), COVID-19 (12%), general munic-
ipality information (8%), leisure (6%), applications and case processing (4%), contact
information (4%), water and sewage (4%), education (3%), and renovation (3).

The dialogues provided insight into the characteristics of the user requests, the length
of dialogues, and the users’ communication style. We detail these in the following.

User Requests. The user requests to the chatbot were typically brief and concise. In
the analyzed dialogues, the initial requests had a median length of 19 characters (25th
percentile = 12; 75th percentile = 36). The vast majority of such initial requests (92%)
were 60 characters or less, despite the maximum message length in the chatbot was set
to 110 characters.

This implies that the user requests to the chatbot typically were highly pointed, with
little detail or contextual explanations. Examples of such pointed request formulations
include the following: “Where is covid test”, “Registration for vaccination”, “Dirtywater
in the tap”, “When is the boating license course”, and “Summer school”.
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Dialogue Characteristics. The citizen dialogues with the chatbot were typically brief.
Most chatbot dialogues (77%) included only one user message, 15% included two mes-
sages, 8% included three or more. Moreover, the dialogue analysis identified that the
users typically received useful help (65%), either by information included in the chat-
bot message or through information or services linked to by the chatbot. Furthermore,
only 3% of the dialogues were found to indicate understandability issues such as failure
to formulate requests interpretable to the chatbot or failure to make use of interaction
mechanisms.

In the following, a typical conversation with only one user message is presented:

• User: “Status for vaccination in [municipality name]”
• Chatbot: “We provide the latest updates on vaccination status here: [link]”

Users’ Communication Style. Dialogues were categorized as having a socially ori-
ented communication style if including social markers such as greetings and use of first-
or second person pronouns. Otherwise, the user dialogues were categorized as having a
utilitarian communication style. In the analysis, we found an overwhelming proportion
of the dialogues to be in a utilitarian style (95%), whereas only a small minority (5%)
were in a socially oriented style.

To illustrate the two communication styles of the users, we include below examples
of user requests in utilitarian and socially oriented styles respectively:

• Utilitarian style user request: “Status for vaccination in [municipality]”
• Socially oriented style user request: “ Hi. Where in the municipality may I take a

rapid test?”

While the low proportion of dialogues with a socially oriented communication style
was consistent with the brevity or user requests and short dialogues, it was a surprise as
previous research on customer service chatbots has found higher prevalence of socially
oriented dialogues [14].

6 Discussion

In the following, we first discuss citizen and municipality perspectives on chatbots with
regard to human likeness. Second,wediscuss citizen behavior during chatbot interactions
and how this may shed light on any anthropomorphizing of the chatbot. Finally, we
address implications for theory and practice and reflect on limitations and future research.

6.1 Citizen and Municipality Representative Considerations of Human Likeness

Our findings suggest that citizens typically have an adequate understanding of chatbot
capabilities and limitations. Specifically, it is interesting that the citizens were found to
hold adequate expectations on chatbot capabilities, since previous research has suggested
that chatbot human likeness may induce inflated capability expectations [27]. While the
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chatbot in this study had marked humanlike characteristics [4, 15] in visual appearance
and communication style, with a humanlike avatar, human name, and informal tone of
voice, the users did not find this confusing or problematic. Rather, the users argued
that the chatbot human likeness was not important for their use of it, and a low rate of
understandability issues was found in the chatbot dialogues.

Chatbot human likeness was, however, suggested by some of the citizen participants
to have some pleasurable aspects. This is in line with previous findings in the context
of customer service, where users have been found to appreciate chatbot human likeness
even though humanlike characteristics are not considered key [13]. The relative lack
of perceived importance of human likeness in government chatbots may be due to the
highly goal-oriented user of such chatbots [1], which is in line also with the participants
accentuation of potential efficiency benefits in the chatbot. Hence, while human likeness
may be highly important in other chatbots [20], such as for example companion chatbots
[34], this characteristic do not seem to be important to government chatbots.

However, the study participants noted that some usersmay be confused by the chatbot
human likeness, shown for example in terms of inadequate strategies for chatbot inter-
action. Such confusion is reminiscent of what has been found in research on voice-based
agents where inexperienced users fail to understand how to interact with a conversational
user interface [22]. Possibly, confusion due to chatbot human likeness may be caused by
lack of experience. This assumption is supported by our participants noting increased
maturity over time for chatbot interactions.

6.2 Reflections of Anthropomorphizing in Citizens’ Chatbot Dialogues?

Citizen and municipality representative reports on chatbot human likeness typically not
confusing its users, are corroborated by our findings from the dialogue analysis. In these
analyses, the concise requests of users and the typically short dialogues suggest that
users are highly goal oriented and that their mode of interaction is one of efficiency.
This use of chatbots aligns with previous findings, where utilitarian motivation has been
identified as users’ main motivation to engage with chatbots [5]. Furthermore, efficient
interactions are in accordance with the aim of chatbots for service triage [25], where the
chatbot is used to identify and access needed information and services.

Furthermore, the utilitarian orientation reflected in the chatbot dialogues are indica-
tive of chatbot human likeness not imposing on users a tendency towards anthropomor-
phism. On the contrary, the prevalence of socially oriented interactions – found in only
5% of the analyzed dialogues – was lower than in a similar analysis of chatbots for
customer service [14]. Also, the social orientation in users’ communication style was
surprisingly low contrasted with observations in other domains, such as conversational
search [21].

In conclusion, the brevity in user requests, efficiency in dialogues, and prevalence of
a utilitarian communication style all point in the same direction as the findings from the
citizen and municipality representative interviews. In spite of humanlike design cues in
the studied chatbot, users perceive and engage with this in a way that suggests a concern
for efficiency and effectiveness, rather than one of anthropomorphizing.



124 A. Følstad et al.

6.3 Implications for Theory and Practice

The study findings hold several implications for theory and practice. We note the
following implications to be of particular interest for theory:

• Chatbot objective may determine user perceptions and behavior: Much previous
work has addressed how chatbot design may impact user perceptions and behavior
[e.g., 19]. Our findings complement this, by suggesting that also chatbot objective –
e.g., to provide government service triage [25] – may potentially determine user
perceptions and communication style. This is in particular seen when contrasting our
findings on communication style to previous work [e.g. 14, 21].

• Humanlike chatbot design cues may have limited impact on user behavior: Pre-
vious work has shown that user perceptions and behavior may be determined by
humanlike design cues in the chatbot [e.g., 4, 15]. Our findings indicate that while
humanlike design cues concerning chatbot presentation and appearance may hold
implications for user perceptions, they may have limited impact on user behavior,
e.g., in a government chatbot for service triage.

For practice, we see the following implications to be of particular interest:

• A chatbot for government service triage may comply with transparency require-
ments:Chatbots are expected to complywith transparency requirements, as per ethics
guidelines [18] and regulatory frameworks [33], that is, it should be evident to users
that they are interacting with a chatbot. Our findings suggest that complying with
such requirements is indeed feasible for chatbots for service triage.

• Some users may nevertheless fail to understand the chatbot: In spite of the
machine nature of a chatbot typically being clear to users, the conversational inter-
action may lead to some confusion, in particular for inexperienced users. Design of
government chatbots should take into consideration how to also support users who
are inexperienced with chatbots so as to avoid confusion.

6.4 Limitations and Future Research

While the presented study provides needed knowledge on citizen perceptions of human
likeness in chatbots, and their limited anthropomorphizing of such chatbots, the study
has important limitations. These limitations suggest paths for future research.

First, while the study employs different methods for data collection and analysis, it
only involves one chatbot, themunicipality chatbot ‘Kommune-Kari’.While this chatbot
is implemented in a large number of municipalities, it far from covers chatbots at the
level of all government services and organizations. Hence, the findings from this study
would benefit from being complemented with findings from other chatbots.

Second, the study is limited to a single country, Norway, which may limit findings
in terms of the characteristics of citizen population and structure of government. We
foresee future studies replicating our approach in other countries or regions.

Third, the study only addresses user perceptions and interactions with a government
chatbot for service triage, following the typology ofMakasi et al. [25].While this chatbot
type arguably is most commonly deployed in current government service provision,
this is likely to change in the future. Both in terms of the increasing availability of
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chatbots for personalized support, and also the emerging availability of chatbots based on
large language models with improved capabilities for humanlike interaction. There will
arguably be a need for continued research into the implications of government chatbot
human likeness as more advanced technology is taken up in government chatbots and
chatbot capabilities for humanlike and personalized interactions change. We hope our
study is a useful initial contribution to this important area of research.
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Abstract. AI4Reporters is a project designed to produce automated
electronic tip sheets for news reporters covering the statehouses (state
level legislatures) in the United States. The project aims to capture the
most important information that occurred in a bill discussion to allow
reporters to quickly decide if they want to pursue a story on the sub-
ject. In this paper, we present, discuss and evaluate a module for the tip
sheets that is designed to recommend additional bills to investigate for
the reporter that receives the tip sheet. Similar in concept to movie rec-
ommendations, this module is designed to find other bills with their own
meetings and discussions, that are most relevant to the discussion cap-
tured in the given tip sheet. Specifically we present similarity algorithms
along three dimensions that our investigation suggests are distinct rea-
sons for journalists to be interested in a recommendation. These include
similarity in content, individuals or geographical locations. We validate
the system by fielding a user study of 29 subjects for hour-long surveys
resulting in 870 decisions being captured. We find that between 63.4%
and 82.8% of the human selections are in agreement with our system’s
recommendations.

Keywords: digital government · legislatures · bill recommendation ·
artificial intelligence

1 Introduction and Motivation

AI4Reporters [25] is a project aiming to create AI-powered, automated tip sheets
generated for reporters that are otherwise unable to cover the legislature in per-
son. A kind of algorithmic journalism [23], AI4Reporters processes the transcript
and video of a legislative hearing and then generates interesting facts, anomalies
(such as unusual voting patterns), pull quotes, speaker lists, backgrounders and
other useful features in form of a web-accessible interactive tip sheet [25] or a full
news story [27]. Most tip sheets are generated per bill discussion (a subdivision
of a committee hearing focused on discussing and voting on a single bill). The
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idea is this information could provide a tip for a reporter to help them make a
decision to pursue a story on the subject.

If the reporter does decide to investigate further, the tip sheet provides many
references to useful background information, each linked to verifiable, primary
sources for complete transparency and traceability. One of the main elements
that is always necessary for such investigations is related or similar bills that are
either going through the legislative cycle or have already completed it. In this
paper, we present, discuss and evaluate a bill recommendation module for the tip
sheets designed to surface a few relevant bills for the reporter to consider. The
bulk of our work described here is development and evaluation of an algorithm
for this recommendation system. The proposed algorithm is a first suggestion
to be adapted by community due to the novelty of the whole system in the
application domain.

1.1 Motivation

In this section we present the motivation for the parent project and also for the
present work which is a recommendation module for tip sheets.

AI4Reporters. Unlike the US Congress, European Parliament and numerous
national legislatures, written proceedings are not officially produced or main-
tained by US state governments, effectively cutting off meaningful access to vast
majority of citizens and researchers [8]. While the governments do publish bill
titles, bill texts, committee memberships, and vote outcomes, there is a consid-
erable gap in knowledge in the absence of written, searchable records of spoken
language.

Until about the first decade of the twenty first century, the aforementioned
gap was mostly addressed in the form of news reporting. While most ordinary
citizens in a state like California, could not travel to Sacramento and would not
have direct access to legislative information, they would still get the highlights
from their hometown newspaper, radio station or TV station. A vibrant cadre
of journalists representing many cities, towns and rural areas in the state, used
to flood the buildings of the California legislature, be present at hearings, and
make sure developments important to their readership would be covered.

A number of factors disrupted the local news economy which in the past
twenty years resulted in severe decline in state and local reporting. Among them
are competition from internet news sources and media corporate consolidation
leading to many traditional regional news media organizations being purchased
by large corporations that prioritize national over local coverage. Analysis of the
factors leading to the changing media landscape and the reasons for them are
beyond the scope of this paper. We only emphasize the present reality of severely
diminished news coverage at the statehouse [19,25,39].

The notable absence of media covering the legislature can have some devas-
tating consequences for citizens in a democratic society, even at the state level.
Some of the most important legislation with global impact is discussed and
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debated there. California alone is on the verge of becoming the world’s fourth
largest economy with $3.63 Trillion GDP [44]. Not only are citizens deprived
of valuable information, but they have decreasing opportunity to hold lawmak-
ers accountable for their actions and statements. Meanwhile, well-resourced and
powerful interests who can afford to hire lobbyists have better access and more
influence with the legislatures.

Thus the overarching motivation of AI4Reporters is to strengthen local and
state media and to help increase accountability and transparency by democra-
tizing access to legislative proceedings [25].

1.2 Recommender Module

When reporters use electronic tip sheets to keep informed on the events of a
committee bill discussion, they will at some point decide if there is reason to
pursue a news story with a more complete explanation. In order to prepare for
that story, or even when trying to decide on writing it, the reporters need to
examine other, similar, discussions to be able to get a better context. The rec-
ommender module is designed to give them a quick list of one to three references
for examination.

Reporters can of course dive deeper and familiarise themselves with a much
larger set of bills for their background investigation. They may decide to read
every single bill passed in that committee or all the previous bills authored by a
certain individual. We aim to provide only the first step, a quick glance on what
else could be relevant.

One of the main questions that arises early in this work is “by what criteria
should relevance be measured”? Based on discussions with area experts on the
project and observations of the state legislative proceedings in California, we
identify three main dimensions to this notion of “relevance”: people, locations
and issues. These are based on typical assignments for a reporter. For example,
a local reporter may be primarily interested in their representative or bills men-
tioning their locale and thus would find recommendations of bills involving the
same individuals or geographical entities compelling. Similarly, a reporter may
be following an important issue and thus would be open to recommendations of
other bills discussing similar issues.

We further present three scoring systems as means to automatically measure
each dimension, breaking down each score into components derivable from the
given corpus. Our hypothesis is that bills selected based on our system will match
user expectations of a good recommendation to a significant degree. We test the
system with a user study and generally find that study subjects agree with our
algorithms in each of the three areas by majorities of 63.4% (locations), 75.2%
(people) and 82.8% (content). See Fig. 4.

2 Background and Related Work

In the domain of legislature and legislative proceedings there is a broad range
of different research directions to be considered from prediction of votes on
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legislators [7], over the prediction of bill survival [45] to supporting the drafting
phase of a bill [1], to fully producing articles automatically about a hearing [27].

Due to this kind of support reporters can spent less time crawling through
the huge amount of available data and defining relevant facts [25]. Focusing
on this data, the documents and the contained language have to be processed
which requires the field of Natural Language Processing (NLP) to come into
action, along with machine learning and artificial intelligence. The aim is to
give computing units the ability to communicate in a human manner, such that
natural language can be processed and analyzed correctly and therefore enable
a human-like response or behaviour involving semantic appropriateness [4].

NLP pipelines often involve several preliminary or pre-processing stages, such
as lemmatization, stemming, tokenization, part-of-speech tagging and entity
recognition combined with document clustering [28], semantic analysis [37],
supervised machine learning and many more in a broad application area.

2.1 Legislative Analysis

Researchers have explored predicting votes in legislatures. [22] presented a
method for that prediction using an ideal point topic model. Therefore historical
legislative voting data and bill texts were used to conduct topic modeling on the
bill text and determine an ideal point for every legislator to finally calculate the
prediction using the model. [24] focused on predicting votes in the U.S. on topic
level, also based on using an ideal point estimation for every topic. [9] did it at
the state level (California).

Another direction of research is to predict bill survival implying the likelihood
of a bill to become a law [7,45].

Another area of interest is the support of individuals in different phases
of the legislative proceedings. Those supporting methods can be performed for
better understanding of legislation. Within this field, [1] presented a compliance
assessment tool for EU legislation that delivers descriptions of legal terms, soft-
obligations, exceptions and related legislation to a legislation of interest.

Another supporting system is Quick Check introduced by [43]. Quick Check
recommends relevant cases to a legal issue given by a user by applying differ-
ent methodologies for extracting document structure, determining potentially
relevant cases and ranking to present the most relevant cases.

Still in the area of supporting and providing legislative data, [32] shifted their
focus on the storage of this information, suggesting, based on the Belgian legis-
lature, approaches for process automaton to improve timeliness and availability
of legislative data.

2.2 Digital Democracy and AI4Reporters

Digital Democracy [8], a project launched by The Institute for Advanced Tech-
nology and Public Policy at California Polytechnic State University aims at
filling the gap of providing valuable and comprehensible information for citizens
as mentioned in the citation above.



132 M. Perkonigg et al.

One of the main challenges in government transparency in the United States
is the availability of proceedings at the state legislatures. US state governments
are republics with very similar structure to the federal government. But com-
pared to the national legislature, the state legislatures, such as those in California
and Texas, are less studied and less transparent. For example there are no official
transcripts of discussions in US state legislatures [36].

The AI4Reporters project, as the title of the project already indicates, uses
artificial intelligence that processes data from different sources amongst which
is the legislative database populated by Digital Democracy, extracts facts and
finally shows it in a readable and well structured way, such that reporters can
use this information for their report [25].

As part of the quality legislative database are bill texts, which are the for-
mulated ideas that can become law. This type of text follows a simple shape as
demonstrated in Fig. 1 [13]. The parts included in the database of the Digital
Democracy project are:

– The bill ID is a unique identification for the bill in the session year. It is
composed by the type (AB - Assembly Bill, SB - Senate Bill, etc.) and a
unique number for that session year.

– The bill title gives a short statement of what the bill is about.
– The bill author lists all authors and co-authors of the bill.
– The bill status describes the current status of the bill. This can either be

proposed, introduced, amended assembly, amended senate, enrolled or chap-
tered.

– The bill digest presents a short summary of the bill.
– The bill text contains detailed information on the bill content.

The length of such bills can vary tremendously, starting with a small bill
where only few sentences are necessary for description (see [11]) going up to bills
that consists of several pages (see [12]), that outline and explain the bill, its
limitations and its influences in detail.

2.3 Recommender Systems

Nowadays recommendation systems are widely used. For example, Amazon rec-
ommending books based on shared interest with other users or Netflix recom-
mending movies and series by predicting ratings for a movie or series [38]. The
general problem faced by this systems is the pure overload of information that
is still increasing with time. Therefore, limited and carefully selected potentially
interesting information is presented to the user based on different underlying
recommendation techniques [15].

Basically recommender systems are divided into the two most common cat-
egories: content-based and collaborative filtering. Those two are often extended
by other typical categories, some of them listed and explained below.
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Fig. 1. Preview and structure of a bill (Adapted from: [11]).

Collaborative Filtering. Collaborative filtering generates recommendations
by matching the users interests and preferences and with information gathered
from other users and their preferences. Therefore, this type of recommendation
highlights the necessity of available data implying the dependency on the collab-
oration of users [5]. Collaborative filtering can further be subdivided into user-
based and item-based. User based collaborative filtering searches for similarities
between users to recommend new items, while item-based is based on similarity
between new items and items contained in the users historical data [30]. Context
information can also be employed and integrated into a collaborative filtering
technique, allowing the system to provide different recommendations in different
situations [17].

Content-Based Filtering. Content-based filtering focuses on historical infor-
mation of the user (e.g. purchases) and the description of items to generate
recommendations [33]. The general approach of content-based filtering is to cre-
ate a user profile by defining the preferences through analyzing behaviour and
personal data. This user profile is then matched with information about the
items to filter out the best matching one [30].
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Other Kinds of Filtering. Demographic filtering considers demographic data
of a user and exploits the attributes of demographic categories of users or items
to provide suggestions [6]. [3] analyzed different approaches to profile users. The
presented approaches are categorized into unified (mixed, categorical and fuzzy)
and isolated (cascaded and single attribute) approaches depending on how the
attributes are combined, each of them considering age, gender and occupation
as demographic attributes.

In contrast to collaborative and content-based filtering, this approach does
not rely on collected historical preference data of the user.

Knowledge-based filtering recommends items with the help of a knowledge
base that forms information about users and items. Ontologies are often used to
represent information in a structured way, capturing concepts and relations of
objects in the ontology [41]. [2] proposed a filtering technique using an ontology
that is updated dynamically with new information about users and items.

Hybrid filtering is a combination of different techniques to achieve better
results and face each others limitations and problems [10]. [46] verified through
the conducted study that a combination of collaborative filtering and demo-
graphic filtering (gender, nationality and age) can improve results in the appli-
cation area of music recommendations.

Application Domains. Recommendation system are employed in many dif-
ferent areas [30] to support users by providing a selection of filtered information.
Some of the relevant examples include E-Commerce [20,26], E-Resources focuses
on recommending shared content like videos [29], music [16] and documents [43],
Digital Libraries [14], E-Government [18,42].

3 Bill Recommendation System

The bill recommendation system is meant to work as a component of those tip
sheets which focus on a single bill discussion in the legislature. It produces a
number of other similar bills that may be of interest to the reader. Due to the
novelty of the application domain, the general concept of the recommendation
system is designed based on the insights given by a domain expert and therefore
represents a first approach to be adapted in future. Three types of similarity
are considered, and thus up to three different recommendations can be made.
These are: geographical entities, participating individuals and bill content. For
each type of similarity, the system recommends a bill most similar to the one
under review. See system architecture in Fig. 2.

3.1 Recommendation Based on Geographical Entities

Recommendations based on extracted geographical entities focus on delivering
results that talk about the same geographical location or places and therefore,
draw a connection between discussed bills. For this purpose the state of a bill and
geographical locations mentioned in the bill text are considered and weighted,
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such that bills introduced in the same state are prioritized. As soon as geograph-
ical entities are extracted, validation thereof is conducted using a geocoding
python library [21] to reduce false positively tagged entities. Equation 1 presents
the used formula to determine geographical similarity, in which locationsBillX

is a set of validated geographical entities extracted from the specific Bill X and
stateBillX holds the US state where Bill X is presented.

scoregeo = scorestate ∗ 0.3 +
|locationsBillA ∩ locationsBillB |
|locationsBillA ∪ locationsBillB | ∗ 0.7,

with scorestate =

{
1, if stateBillA == stateBillB

0, otherwise

(1)

3.2 Recommendation Based on Individuals

The second recommendation type focuses on participating individuals. The basic
idea of this recommendation type relies on the assumption of a shared interest
between the reader of a certain bill and the participating groups of people and
individuals in this bills’ life-cycle. We consider the author of a bill, the speakers
during all the bill discussions, the affiliations of the speakers and the organi-
zations mentioned in the bill content. Every extracted entity is validated by
checking its entry in the legislative database. Moreover, extracting and validat-
ing this data allows us to apply a weighted distribution which we derive exper-
imentally. In the final score shown in Eq. 2, authorBillX holds if the two bills
share the same author, weighted at 20% of overall importance. The next term,
speakersBillX , is a measure of mutual speakers present in both bill discussions
and is also weighted at 20%. affiliationsBillX is similarly a measure of mutual
speaker affiliations, weighted at 30%. Finally, organizationsBillX represents a
measure of mutual organizations mentioned in the discussion. also weighted at
30%.

scoreindividuals = scoreauthor ∗ 0.2 +
|speakersBillA ∩ speakersBillB |
|speakersBillA ∪ speakersBillB | ∗ 0.2

+
|affiliationsBillA ∩ affiliationsBillB |
|affiliationsBillA ∪ affiliationsBillB | ∗ 0.3

+
|organizationsBillA ∩ organizationsBillB |
|organizationsBillA ∪ organizationsBillB | ∗ 0.3,

with scoreauthor =

{
1, if authorBillA == authorBillB

0, otherwise

(2)

3.3 Recommendation Based on Bill Content

The last type of recommendation is based on the content, outputting a reference
bill that shares some similarity with the bill of interest in their contents. There-
fore, the similarity graph introduced by [40] is used, which is basically a bidirec-
tional weighted graph connecting words and sentences to each other relying on
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their relations retrieved from the lexical database WordNet [31]. To determine
similarity a bill has to be linked to the graph appropriately. The graph is then
exploited in two ways, contributing to two different scores that are then com-
bined to retrieve the final score for content recommendations. First score exploits
the structure of the graph in combination with using the Levenshtein Distance
[35] to get a rather fast result for determining bill title similarity. Exploiting the
structure, without considering the weight and defining a maximum depth allows
us to retrieve only semantically close nodes from the graph. In Eq. 3 nodesTitleX

represents this set of extracted nodes for the title of Bill X. The second score
(scoretext) uses the similarity calculation as proposed by [40] exploiting the link-
ages and their weights of the graph, by performing a breadth first search to finally
get a similarity score for two bill contents. Hereby Bill A

all paths←−−−−−− Bill B of
Eq. 3 refers to the extraction of all paths in the similarity graph going from Bill
A to Bill B having a predefined minimum weight and maximum depth. Final
score then is composed by the sum of the equally weighted similarity scores of
bill title and bill content as shown in Eq. 3.

scorecontent =
1
2

∗ (
100 − LevenshteinDistance(Title A, T itle B)

100
) ∗ 0.5

+
|nodesTitleA ∩ nodesTitleB |
|nodesTitleA ∪ nodesTitleB | ∗ 0.5) +

1
2

∗ scoretext,

with scoretext =

min(α,

∑
Bill A

all paths←−−−−−− Bill B +
∑

Bill B
all paths←−−−−−− Bill A

2
),

where 0 < α ≤ 1

(3)

3.4 Development

On implementation side, the bill recommendation system is built in a modular
way, allowing easy modification but also extension of new recommendation types.

Since journalism is a rapid business that requires the bill recommendation
system to be as efficient as possible, a set of well-defined constraints and steps
to enhance system performance are incorporated. Potential recommendations
are restricted to bills of the same session year and bills having the same main
committee, reducing the number of similarity determinations to enhance perfor-
mance. Further for content recommendations, an additional constraint is given
that the title must share some minimal similarity to be considered for computing
the full content similarity. We also use domain specific stop word list excluded
from similarity consideration.

The system consists of three components (see Fig. 2). For performance rea-
sons, the component ‘Similarity Graph’ is generating and storing the graph only
once and is not to be updated unless the underlying information for graph con-
struction changes. The component ‘Content Scores’ runs every night calculating
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Fig. 2. Conceptual Architecture of the bill recommendation system consisting of three
components: Similarity Graph, Content Scores and Recommendation Phenom.

similarity scores for content between bills and lastly the component ‘Recom-
mender System’ generating scores for a specific bill of interest on demand.

4 User Study

The purpose of the user study is to see if users agree with our systems recom-
mendations and further to see if the underlying recommendation types make
intuitive sense to the users.

We use the paid online distributed research participant recruitment service
Prolific [34], and choose to restrict participants to those located in California
who have completed secondary education. The location restriction is realistic for
a target audience for such a tool and increases chances the study subjects have
familiarity with bill content, locations and individuals.

After a brief opt-in user study informed consent and explanation, the survey
consisted of ten pages of content questions. Each page began by asking the user
to follow a hyperlink and read a given bill of interest. After this, they were asked
to read three other bills as recommendations for someone who was interested
in the first bill. The user was asked to read each of those bills, and then to
select between two choices of “this a good recommendation” or “this is a bad
recommendation”, and provide an explanation as to why they answered the way
they did.

Furthermore, two control questions were asked on each page to make sure
the users were paying attention: they were asked to type in the author of the bill
of interest, and its title in free-form response questions. Those survey returns
that did not correctly answer these questions were dismissed. Figure 3 provides
an overview of the answers to the control questions.
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(a) Answers given to question asking for author of a bill.

(b) Answers given to question asking for title of a bill.

Fig. 3. Example accepted answers to the two control questions injected into the user
study are highlighted in green, the orange answers were subject to rejection. (Color
figure online)

The users had no prior information about how the recommendations were
selected. In reality, one of the three recommendations was completely random.
Another was generated by our system based on one of the similarity measures.
The third recommendation was either random or system generated. In this way,
either one out of three or two out of three recommendations were random such
that the user couldn’t intuit that a majority of recommendations are “good”
or “bad” per bill of interest. The survey guaranteed exactly half the overall
recommendations shown to a user to be random, and the other half system
generated, equally distributed among the three different similarity measures.

The data, bills and transcriptions used for this study are from the Digital
Democracy project [8] only considering bills from the California legislature 2015–
2018 which aligns with the restriction set for distribution. Running the study
resulted in valid answers from 29 out of 31 participants each of them having to
rate 30 presented recommendations for 10 bills of interest, consequently 870 deci-
sions were collected. The study is estimated to take an hour, highly depending
on the speed of reading of the study participants.
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5 Results

Overall, we collected 523 (60.1%) ‘yes’ answers and 347 (39.9%) ‘no’ answers,
thus slightly more than 60% of the recommendations were considered as good
ones. Diving into more detail, dividing the ratings into their source of recom-
mendation generation (see Fig. 4), it can be seen that for ratings of random
recommendation there are mixed opinions among the participants, as expected.

Moving towards the recommendations produced by the proposed bill recom-
mendation system, a positive trend can be seen. Content based recommendations
with 82.8% good ratings are outperforming individual based ones having 75.2%
and geographical information based ones with 63.4%. For system generated rec-
ommendations there’s almost a 2:1 consensus with the user subjects on all three
variants.

Fig. 4. Breakdown of boolean answers given to the recommendations to be rated in the
survey based on their source of generation: random, content based, based on individuals
or based on geographical information.

Evaluation of the follow-up short text answers, all of which were coded by
the authors, shows that content based recommendations are always recognized
as such, due to the answers drawing content-related connections between the two
bills. Further investigation into the results conveys the impression that content
is the first place to look for similarity of two bills.

With this study we show that the proposed system outputs a relevant but
limited set of recommendations with respect to a bill of interest, providing a new
source of information to be considered for reporters, with a major advantage that
the exact reason for the recommendation can be published alongside it for reader
consideration.
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6 Conclusion

Proposing a bill recommendation system having a quality legislative database
as data source and reporters as target audience is a challenging task, keeping in
mind the steady growth of data and the fast business of journalism. With this
system a list of related bills for a given bill of interest is presented, that share
some sort of similarity, either regarding geographic information, participating
individuals or content. Our user study shows the proposed system outperforms
randomly presented recommendations significantly. Evaluation of the system-
generated recommendations shows that content-based recommendations perform
best, followed by recommendations based on involving individuals and those
based on extracted geographical information. Further investigation indicates that
content is the most important factor when looking for similarity between two
bills.

The applied weighting schemes used in our scoring for all three types of
recommendation are a first contribution to the community, derived from the
provided insights given by experts of the California state legislature active on
the AI4Reporters project. Consequently there is the necessity for adaption of
those weighting schema, which requires access to a specific group of population
to be studied.

An automated tip sheet system for state legislature has never existed before
and there are no other systems to benchmark against. We hope to do future field
evaluations if and when this proposal is adopted by journalists.

Future work emerging from the findings of the user study point towards more
sophisticated and detailed calculation techniques, especially for the individual
based and geographical information based recommendation types. This could be
in the form of weighting the extracted geographical information by distance, or
weighting of speakers based on their speaking time during the bill discussions,
but first this needs to be analyzed. However, future work includes analysis for
the extension with additional recommendation types, worth to include, while
not overpopulating the tip sheet.
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Abstract. Many efforts around the world have emerged on regulations
concerning personal management data guarantee, being one of them
related to the ‘Right to Be Forgotten’. There are many divergences on
what type of data must be considered in this matter. If some governmen-
tal policy interprets that some data collected in a given domain is prop-
erty of an individual, and this individual has the right to request forgetful-
ness of this data portion, this data must be erased from third-party tools
and services, including e-government services. One important challenge in
this scenario is when these data portions have been used for constructing
machine learning-based models, as the knowledge composing these mod-
els were partially obtained by the data to be forgotten. Moreover, there
can be of special interest when it is demanded to a company to forget
huge parts of their source data, which can lead to lower quality estima-
tors. So, it is fundamental to present machine learning tools to support
these types of policies as well as investigating the impact of data forget-
ting to machine learning-based estimators. In this paper, we investigate
the impact of these learning and forgetting policies in Data Stream Learn-
ing (DSL) using an algorithm called Hoeffding AnyTime Tree (HATT).
This is an interesting algorithm as it incorporates the ability to negatively
weighting instances, which can be seen as a property of data forgetting. We
subject the HATT algorithm to 4 levels of forgetting and investigate the
impact of data forgetting in the obtained predictive performance. They
are compared against control instances (upper and lower bound) of the
HATT algorithm using four non-stationary stream datasets. Our results
showed that as the forgetting rate increases, the model approaches the
lower bound behavior in terms of accuracy for 2 out of 4 datasets, indi-
cating that this is a promising approach.

Keywords: Right to Be Forgotten · Machine Learning · Data Stream
Mining · Decision Tree

We are thankfull to Saulo M. Mastelini, Leandro Miranda and Prof. José Viterbo
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1 Introduction

In the last years, many laws around the world have been proposed to tackle
data privacy issues, such as the General Data Protection Rules (GDPR) [7].
Among other characteristics, these laws state that users have the Right to Be
Forgotten (RtBF), whom can require their data to be deleted. This leaded the
companies to establish mechanisms for forgetting data, which is simpler when the
target information was not processed yet. However, many companies and public
organizations may have used these data to infer their models for decision mak-
ing processes, recommending products or user profiles, predicting user behaviors,
among other applications. Although these applications are not directly discussed
in GDPR and related rules, multiple researchers are already discussing ethics in
Artificial Intelligence (AI). The High-Level Expert Group on AI from the Euro-
pean Comission presented a document, called Ethics guidelines for trustworthy
AI [6]. This document dictates that trustworthy AI should be lawful, respecting
all applicable laws and regulations; ethical, respecting ethical principles and val-
ues; and robust, both from a technical perspective while taking into account its
social environment. In our point of view, ethical principles and values include the
discussion about not using data that should be forgotten in models constructed
by learning algorithms. In this way, our premise for conducting this work is that,
when users require to forget their data, they must be excluded from the models
constructed by Machine Learning (ML) algorithms.

In literature, we could observe many authors discussing the impacts of the
RtBF in the AI and specially in ML domains, as discussed in Sect. 2. One impor-
tant issue, according to them, is analyzing the impact of forgetting data for future
predictions. However, one main concern regards to the performance of the pre-
dictors when reconstructing them or excluding data from them. In this work,
we present in Sect. 3 some hypothetical scenarios in which we face the issue of
having to remove data from the knowledge base to comply with the new regu-
lations. Questions such as “how much prediction performance do the estimators
lose in this forgetfulness scenario?” are yet to be answered. One issue related to
this aspect is that there is not a widespread approach for evaluating the impact
of forgetting data in ML.

In the last decades, many works in literature have focused on dealing with
incremental learning for facing the catastrophic forgetting problem in ML [24]
i.e., the inability to forget data of many classical ML algorithms for constructing
neural networks, decision trees and so on. These works evolved to new algorithms
that evolves the models on data streams, in order to tackle recurrent issues in
incremental learning, such as concept drift detection [12,17]. Data to be forgotten
may change the data distribution over time, which may lead to concept drift.
So, concept drift is an important aspect of the forgetting scenario.

More recently, there are frameworks bringing together different data stream
mining algorithms for some specific purposes, such as data stream clustering,
classification and regression. The last ones belongs to the Data Stream Learning
(DSL) approach in the context of data stream mining. Examples of these kind
of frameworks are MOA, implemented in Java [2], and River, implemented in
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Python [21]. One desirable software requirement in these frameworks is to pro-
vide services to also allow forgetting data, which is not yet available. In order
to do so, it is important to evolve methodologies for assessing the capability of
these algorithms to forget.

In ML, decision trees are considered a classic and natural way of learning.
Because they are usually constructed recursively, they are related to the funda-
mental scientific notion of computing: divide and conquer. They can be visualized
through graphs that represent the choice conditions and their possibilities in a
tree format [18]. Hoeffding Anytime Tree (HATT) or Extremely Fast Decision
Tree is an algorithmic version of decision trees that is more resilient to concept
drift (concept drift) [19].

In this work, we present a methodology for experimentally analyzing how to
assess the forgetting ability of the DSL algorithm HATT when forgetting data
from the data stream. As a contribution, we subject the HATT algorithm to 4
levels of forgetting (10%, 25%, 50%, 75%) and compare with control instances
of the HATT algorithm. In our experimental analysis, we used different types
of datasets, which present different patterns of concept drift, also used by Los-
ing, Hammer and Wersing [17]. Our results showed that as the forgetting rate
increases, the model approaches the lower bound behavior in terms of accuracy
for 2 out of 4 datasets.

This work is organized as follows: Sect. 2 presents a brief discussion regarding
the RtBF and the problems this scenario may bring to AI. Section 3 describes fic-
titious scenarios of forgetting data in estimators constructed by ML algorithms.
Section 4 presents the background in ML required for better understanding our
proposal and results. Section 5 presents our methodology for conducting our
experimental analysis. Section 6 presents the results of our experimental analy-
sis. Finally, Sect. 7 describes our conclusions, limitations of this work, our next
steps and future work.

2 RtBF and AI

RtBF is essentially the concept that individuals have the right to request that
their data (collected by others) must be deleted. European Union regulated,
in 2016, “the protection of natural persons with regard to the processing of
personal data and on the free movement of such data” through the General
Data Protection Regulation (GDPR) [7]. Also, they state that “a data subject
should have the right to have personal data concerning him or her rectified and a
‘Right to Be Forgotten’ ”. According to Politou, Aleksis and Patsakis [25], there
are many challenges related to forgetting personal data and revoking consent
under GDPR, and they state that “privacy and big data are in many cases
contradictory. Big data require massive amount of information to be collected
with not a predefined and clear purpose at the time of collection. Users do
not have any control on their personal information stored and analysed by the
involved data controllers and the parties that participate in data dissemination
may be numerous”.
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In this forgetting scenario, while data deletion may seem like a straightfor-
ward topic from the point of view of many regulators, this seemingly simple
issue poses many practical problems in real ML environments. Dang [4] review
the definitions of RtBF in several major legal documents and the application
of this right in practice, as well as they discuss this differential privacy require-
ment as a framework to support the RtbF. Sengelwald and Lackes [26] states
that “Privacy laws grant users to determine that their data should not be used
any longer by the data holder (i.e., a data record must be removed)”. Even not
having yet a consensus whether the estimators must reflect this forgetting sce-
nario, if the estimators need to forget the data, there is a need for strategies to
forget the data that must be excluded. The problem associated to the RtBF in
AI may be due to our imprecise understanding of privacy in relation to AI [27].
Often, people see privacy as hiding their information from others. This is espe-
cially apparent when examining the RtBF principle, under which individuals can
request that information made public be deleted (and therefore made private).
In the case of public information made private, the metaphor of the human mind
forgetting some pieces of information applies well or, at least, no more humans
in the future will be aware about the data turned private. However, this idea
is not necessarily straightly translated into the era of AI and ML. Our current
laws seem to treat human and machine memory in the same way, supporting a
fictitious understanding of memory and forgetting that does not fit into reality.

It is worth noticing that the range of RtBF tools or techniques available in
this context is still under development. In the RtBF scenario, there are mainly
two possible approaches for machine learning: (i) retrain the estimator using
batch learning; or (ii) deleting data from the memory, in case of lazy learning or
incremental learning when it is possible. In the first approach, even presenting
the issue of needing to store all records for the generation of new estimators and
being too expensive, it is considered a naive solution [15]. In the second approach,
Villaronga, Kieseberg and Tiffany [27] use k-anonymity techniques in databases,
for the protection and exclusion of information. However, the authors state that
“it may be impossible to fulfill the legal aims of the RtBF in artificial intelligence
environments”. For the domain of stream learning, Mirzasoleiman, Karbasi and
Krause [20] proposed a framework that offers instantaneous data summarization
while preserving the right of an individual to be forgotten. They cast the problem
as an instance of robust streaming submodular maximization, where the goal is
to produce a concise real-time summary. They state that their framework outputs
a robust solution against deletions from the summary at any given time, while
preserving the same approximation guarantee. The authors tested their work
on different scenarios. On the one hand, none of the found studies presents ML
algorithms that incorporate such forgetting techniques, facilitating the use of
ML algorithms in this context. On the other hand, the framework proposed by
Mirzasoleiman, Karbasi and Krause [20] is an interesting approach, discussing
the use of memories in the stream mining process.

Particularly in the field of data stream learning, Libera, Miranda, Bernar-
dini, Mastelini and Viterbo [16] investigate the impact of learning and forgetting
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policies in data stream mining for learning classifier predictors. They modify an
incremental K-NN classifier to enable it to erase its past data and investigate the
impact of data forgetting in the obtained predictive performance. Their results
show that the forgetting-enabled algorithm can achieve similar prediction pat-
terns compared to the vanilla one, although it yields lower predictive performance
at the beginning of the learning process. Such a scenario is a typical cold-start
behavior often observed in data stream mining and learning applications, and
not necessarily related to the employed forgetting mechanisms.

3 Forgetting Data in ML—Motivating Scenarios

Figure 1 shows an schematic diagram that shows the relations between a Data
Subject and a Data Processor from the GDPR perspective [7], considering the
context of constructing ML-based models. Given an application domain, such
as the ones we briefly describe in what follows, a Data Subject is a person who
provides both Personal Data and Data Collections to a process, executed by a
Data Processor. A Data Processor is a private or public organization, responsible
for collecting, processing, managing and constructing ML-based models using
data from the Data Subject. Also in the figure, t1, ..., tN refers to time instants
or slots the Data Subject provides data to the Data Processor (or to the processes
of the Data Processor) and tN+1 is the time instant that a Data Subject requires
to the Data Processor to delete his or her entire data.

Fig. 1. Process involving (i) a Data Subject – a person who generates both personal
data and data collections in a given application domain; and (ii) a Data Processor
– an organization responsible for collecting, processing, managing and constructing
ML-based models using data from the Data Subject.

From the public government perspective, these ML-based models may help
the government managers to make important decisions on policy making and
regulations construction. There is not an agreement whether the Data Subject
is the Data Owner of the data collections that she or he produces. From one
perspective, GDPR states that “The data subject shall have the right to obtain
from the controller confirmation as to whether or not personal data concerning
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him or her are being processed, and, where that is the case, access to the personal
data and the following information: [...] the existence of the right to request from
the controller rectification or erasure of personal data or restriction of processing
of personal data concerning the data subject or to object to such processing”
(Art. 15 [7]).

From another perspective, GDPR also states that there are some situations
where the Data Subject does not have the right to request to the Data Processor
erasure of personal data, which are related to when the Data Processor (i) is
exercising the right of freedom of expression and information; (ii) is in compliance
with a legal obligation which requires processing by Union or Member State
law to which the controller is subject or for the performance of a task carried
out in the public interest or in the exercise of official authority vested in the
controller; (iii) for reasons of public interest in the area of public health; and
(iv) for archiving purposes in the public interest, scientific or historical research
purposes or statistical purposes; or (v) for the establishment, exercise or defence
of legal claims (Art. 17 [7]). Independently of the case, the Machine Learning and
Artificial Intelligence community shall work to develop methodologies and tools
for guarantee forgetfulness of data collections, being or not personal or sensitive
data of the Data Subject. Besides that, better understanding the behavior of
the models in the presence or absence of forgetting is an important research
question.

In this way, we present three hypothetical scenarios in order to try to clarify
the challenges involved in forgetting data in estimators and models constructed
by ML algorithms:

Scenario 1: An electricity supply company collects hourly energy consumption
data to forecast the energy consumption of each customer in their home. The
company uses this data to forecast energy consumption for the next hour,
the next day and the next month. In this scenario, the company aggregates
the forecast results to forecast the demand for energy consumption in a city.
Also, the local and other levels of government use this data to predict energy
consumption in the next days, weeks or months. If someone interpret that the
user has the right to ask for the company to delete their historical consump-
tion data, the company (Data Processor) shall remove these data collections
or portions from their prediction models, and can be the same in the public
organization;

Scenario 2: A social media organization uses data from diverse users to predict
consumption behavior. The usage of data was previously consented by users.
However, many of them ask the company to forget their data; and

Scenario 3: A local government organization uses opinions and requests from
citizens for decision making. The usage of data was previously consented by
users, but citizens claim to exclude their data for future analysis.

In our scenarios, if data are used for constructing predictors (classifiers or
regressors), we think that could be ethically necessary to chain the data deletion
into the forecast estimators, as they are part of the acquired knowledge that
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composes the estimators. We believe that scenarios like these hypothetical ones
will be more and more common in future applications. We also consider that the
estimators were constructed using supervised ML algorithms. In this work, we are
particularly interested in eager algorithms for constructing estimators through
diverse approaches (such as symbolic learning, probabilistic learning, statistical
learning and so on). Also, they can be constructed either by batch or data
stream learning algorithms. In batch learning, the learning algorithm creates an
estimator (a model or a set of memories) in only one step and, afterward, the
estimator is used to predict the label for unlabeled instances that the estimator
builder never saw [2,11]. In DSL (an approach of Data Stream Mining), an
estimator is ready to do either one of the following at any time [5]: (i) Receive
an unlabeled instance and make a prediction for it on the basis of its current
estimator; or (ii) Receive the label for an instance seen in the past, and use it for
adjusting the estimator. In the RtBF scenario, there are two possible approaches:
(i) reconstructing the estimator if using batch learning; or (ii) deleting data from
the memory [20,27].

It is worth noticing that if the dataset to be forgotten is too large, it can
change the data distribution over time. Such changes require the use of learning
algorithms that tackle concept drift. DSL is one of the approaches largely inves-
tigated in ML for constructing adaptive estimators when data stream is available
and concept drift is present [2,13]. These DSL algorithms are applied mainly in
scenarios where the data distribution happens in a non-stationary way. Conse-
quently, in most cases, there is concept drift arising from the change in the data
distribution over time [14]. DSL has been applied and has shown good results in
many different domains, such as monitoring and detection of solar energy con-
sumption [10,28], intrusion detection in networks [1], taxi demand prediction [8],
anomaly detection [9], vehicle time prediction [23], among others.

4 ML Background

Considering a set of N labeled instances S = {(x1 y1), ..., (xN yN )} in supervised
ML, each vector xi is of the form (xi1, ..., xiM ). Each value xij is a value of the
instance (xi, yi) in feature Xj . All Xj ∈ X, where X is the set of input features.
All yi ∈ L, where L is a set of labels and it has a discrete number of labels
if we have a classification problem. In batch learning, the learning algorithm
creates an estimator h using the entire set S. After, h is then used to predict
the label for unlabeled instances that h builder never saw. Two common used
techniques for constructing or training h is splitting S into two parts, forming a
training and a testing dataset, or constructing h with the entire S and estimate
h error rate using cross-validation. In any case, there is a first training phase,
clearly separated in time from the prediction phase. On the other hand, in data
stream learning, this separation between training, evaluating, and testing is far
less clear-cut, and is usually interleaved. We need to start making predictions
before we have all the data, because the data may never end. We need to use
the data whose label we predict to keep training the estimator, if possible. Also,
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we probably need to continuously evaluate the estimator in some way to decide
if the estimator needs more or less aggressive retraining [2].

DSL for Classification Problems: Classification needs a set of properly
labeled instances to learn an estimator, so that we can use this estimator to
predict the labels of unseen instances. In this way, suppose we have a stream of
continuously arriving instances. We need to assign a label from a set of nominal
labels to each item, as a function of the other features of the item. A estimator
can be trained as long as the correct label for (many of) the instances is avail-
able at a later time. The most significant requirements for a stream learning
algorithm are [2,5]: (i) Process an instance at a time, and inspect it (at most)
once; (ii) Use a limited amount of time to process each instance; (iii) Use a lim-
ited amount of memory; (iv) Be ready to give a prediction at any time; and (v)
Adapt to temporal changes. Typically, a general DSL algorithm for constructing
an estimator follows these steps: (i) get an unlabeled instance x; (ii) make a
prediction ŷ = f̂(x), where f̂ is the current estimator, under construction by
the stream learner; (iii) get the true label y for x; (iv) use the pair (x, y) to
update (train) f̂ , and the pair (ŷ, y) to update statistics about f̂—the estimator
performance. Although this estimator is too simple, it is useful for comparing
DSL algorithms.

For evaluating the estimator in DSL, we used a technique called prequen-
tial [2]: Each individual instance is used to test the estimator before it is used for
training, and from this, metrics such as accuracy can be incrementally updated.
When the evaluation is intentionally performed in this order, the estimator is
always being tested on instances that has not seen yet. This scheme ensures a
smooth plot of accuracy over time, as each individual instance will become less
and less significant to the overall average. In this way, only those instances in a
sliding window of the most recent ones are used for computing accuracy.

Concept Drift: Formally, concept drift is defined considering two time points
t0 and t1, and is given by ∃X : pt0(X, y) �= pt1(X, y), where pt0 denotes the
joint distribution at time t0 between the set of input features X and the target
variable y [12]. Changes in data can be characterized as changes in the compo-
nents of this relation. In other terms, the prior probabilities of classes p(y) may
change; the class conditional probabilities p(X|y) may change; and, as a result,
the posterior probabilities of classes p(y|X) may change, affecting the predic-
tion. In this way, Gama et al [12] presents two different types of concept drift:
(i) Real concept drift(R), which refers to changes in p(y|X), and such changes
can happen either with or without change in p(X); and (ii) Virtual drift(V)
happens if the distribution of the incoming data changes (i.e., p(X) changes)
without affecting p(y|X). In this way, only the real concept drift changes the
class boundary and the previous decision estimator becomes obsolete. In prac-
tice, virtual drift changing prior probabilities or novelties may appear in combi-
nation with the real drift. In these cases, the class boundary is also affected. Also,
changes in data distribution over time may manifest in different forms. A drift
may happen suddenly/abruptly(A), by switching from one concept to another,
or incrementally(I), consisting of many intermediate concepts in between. Drift
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may happen suddenly or gradually. Changes can be further characterized by
severity, predictability and frequency. Most of the adaptive learning techniques
implicitly or explicitly assume and specialize in some subset of concept drifts.
Many of them assume sudden non-reoccurring drifts. However, typically, mix-
tures of many types of concept drift can be observed in real data. In forgetting
scenario, depending on the amount of data to be deleted, it also may lead to a
concept drift scenario. In this way, it is important to consider this feature in our
analysis.

HATT for Data Stream: A classification system needs to rely on learning algo-
rithms for inferring models and consequently future predictions/classifications
of test instances. One of the most famous algorithms is Hoeffding Naive Bayes
Tree (HT). It uses a decision tree system that performs its predictions by choos-
ing the majority class on each leaf. Its predictive accuracy can be increased by
adding Naive Bayes models to the leaves of the tree structure. When performing
a prediction on a test instance, the leaf will only return a Naive Bayesina pre-
diction if it was more accurate than the majority class on the training instances,
otherwise it will fall back on a majority class prediction [3]. An interesting mod-
ification of Hoeffding Tree for the forgetting scenario is the Hoeffding Anytime
Tree (HATT), also called Extremely Fast Decision Tree. HATT is a version of HT
more resilient to concept drift (concept drift). For dealing with concept drift, the
algorithm may receive a weight associated to an instance in order to indicate the
importance of the instance to the model. In case of forgetting data, this weight
can be set as −1, indicating that the instance must be not represented anymore
in the Hoeffding Tree. HATT can be used as a more accurate substitute for the
HT classifier in most scenarios, with a small additional computational cost [19].

5 Our Experimental Methodology

We select four datasets from the ones used by Losing, Hammer and Wersing [17].
The datasets are: Interchanging RBF – Fifteen Gaussians are replacing each
other every 3000 samples. Abrupt drifts occur in this dataset. Transient Chess-
board – Virtual drift is present in this dataset. They are generated by revealing
successively parts of a chessboard. Moving Squares – Four equidistantly sepa-
rated, squared uniform distributions are moving with constant speed in horizon-
tal direction. When the leading square reaches the limit the direction is reversed.
This dataset contains incremental drift. Poker Hand – Randomly drawn poker
hands are represented by five cards. Each hand is coded with its suit and value.
Virtual drift is introduced sorting the instances by rank and value.

Our selection was based on different patterns of concept drift, in order to
evaluate the behavior of the models on both possibilities of concept drift: (i)
inherent from the dataset domain; and (ii) inherent to the process getting data.
Table 1 shows the characteristics of the datasets used in our experiments. In this
table, Name refers to the name of the dataset; N , the number of instances in the
dataset; |L|, the number of labels in the dataset; M , the number of features in
X; Drift, the concept drift properties of the dataset, which can be V (virtual), R
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(real), R+V (various, both real and virtual); AR (abrupt real), IR (incremental
real) or ARV (abrupt recurring virtual); and Type, the type of the dataset,
which can be Artif., meaning that the dataset was artificially generated, or Real,
meaning that the dataset was collected from real world scenarios.

Table 1. Datasets used for our experimental analysis

Name N |L| M Drift Type

Interchanging RBF 200,000 15 2 AR Artif.

Transient Chessboard 200,000 8 2 ARV Artif.

Moving Squares 200,000 4 2 IR Artif.

Poker Hand 200,000 10 10 V Real

In order to study the impact of forgetting to the classifiers behavior, we had
two premises. The first premise was related to deleting data from a specific win-
dow. In this way, we are evaluating the forgetting aspect in relatively recent
data seen by the DSL algorithm HATT. We firstly truncated all our datasets in
our experimental analysis to have only 200,000 instances (the size of the smaller
dataset). In the experiments, we used the Test-Then-Train (TTT) technique to
evaluate and evolve the models (HTs) constructed by HATT. This technique,
widely used for testing DSL classifiers, is also commonly called Progressive Val-
idation, where the instance is first tested and then the classifier is trained with
the labeled instance. Considering that the entire dataset is in fact presented as
a data stream to the HATT algorithm, we divided the entire data stream (or
dataset) into 1,000 windows, each of them containing 200 instances, i.e., W1 =
{(x1−1 y1−1), ..., (x1−200 y1−200)}; W2 = {(x2−1 y2−1), ..., (x2−200 y2−200)}; ... up
to W1,000. Each Wk, k = 1, ..., 1, 000 is then also manipulated for assessing the
behavior of the classifiers constructed by the HATT algorithm, better explained
next.

Our second premise was related to having an upper bound and a lower bound
model in order to test the forgetting impact on the models behavior. The upper
bound model hUpper is the one constructed with the entire dataset, considering
the scenario when the dataset to be forgotten is empty – in this case, hUpper is
the model that never forgets. The lower bond model hLower is the one constructed
with only the remaining dataset, the one that was not ever used to be forgotten
in any of our intermediate forgetting scenarios – in this case, hLower is the model
that never saw the data that would have to be forgotten in the future.

Considering both premises, we constructed our assessment methodology.
Figure 2 presents a schematic diagram for understanding this complex assessment
process. In the first window W1, we construct, using the TTT technique, a first
hUpper,1 upper bound model considering the entire window and a first hLower,1

lower bound model considering only 25% of the entire window that won’t be
never forgotten (W ∗

1,25%). Then, we copy the hUpper,1 model to form the models
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h10,1, h25,1, h50,1 and h75,1 to be the models to be evaluated regarding forget-
ting rate r = {10%, 25%, 50%, 75%}, respectively. So, a function to delete the
forgetting percentage rate of each model is applied. In other words, the function
Forget(W1,hr,r) is applied to the model hr for each r = {10%, 25%, 50%, 75%},
generating the models h′

10,1, h
′
25,1, h

′
50,1 and h′

75,1 with the respective data for-
gotten. These models are then used to TTT again considering the second window
W2. The models h10,2, h25,2, h50,2 and h75,2 with their respective accuracies are
constructed considering the entire second window W2,100%, as well as the hUpper,1

is evolved to hUpper,2. W ∗
2,25% is also used to evolve hLower,1 to hLower,2. This

process continues up to the last window, i.e., K = 1, 000.

Fig. 2. Our Methodology Diagram for Assessing Forgetfulness in DSL Scenario
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For each WN data window, we divide the window into 5 groups: One set with
25% of the data (W ∗

N,25%), which will never be forgotten, and the remaining 75%
window (WN,75%)is divided in cascade. WN,25% and WN,75% sets are mutually
exclusive. From the WN,75% set, we create the WN,50% subset, with 50% of the
original WN data and WN,50% ∈ WN,25%. After, we create the WN,25% set,
with 25% of the original WN data and WN,25% ∈ WN,50%. Lastly, we create
the WN,10% set, with 10% of the original WN data and WN,10% ∈ WN,25%. The
instances composing each of these sets are randomly selected. Figure 3 illustrates
this division scheme.

Fig. 3. Windows originated from a data source and a representation of the window
WN division

For each W data window, the accuracies of each tested model are calculated.
In Fig. 2 we have a schematic representation of the methodology used. In the
first data window (W1), the H UP model is tested and trained and the Acc met-
ric is calculated, after which 4 copies are generated, setting the forgetting rate
for each one (H 75, H 50, H 25 and H 10) and forgetting the window according
to the window and the percentage of forgetting each model. In the first window,
the accuracy of the H UP is inherited for the copies, from the following win-
dows it will be calculated according to the prediction of each model. The H LB
model is tested and trained in the X NonForgettable window (25% of data) and
the corresponding Acc metric calculated. The Acc metric (average accuracy) is
calculated by the number of correct answers divided by the number of tests.

As the creation of forgetting datasets is random, we reproduced each test
3 times. To perform the computational tests, Scikit-learn was used, a Python
module that integrates a wide range of state-of-the-art machine learning algo-
rithms for medium-scale supervised and unsupervised problems. It is distributed
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under the simplified BSD license, encouraging its use in academic and commer-
cial environments. Source code, binaries and documentation can be downloaded
from http://scikit-learn.sourceforge.net [22].

6 Experimental Results

Figures 4a to 5b shows the results obtained for each dataset using HATT with-
out forgetting data (H UP and H LB in the subtitles of each figure) and using
HATT forgetting data considering |Forgetrate| = {10, 25, 50, 75}, respectively
represented by H 10, H 25, H 50 and H 75 in the subtitles. In these figures, we
can see that as the forgetting rate increases, the model approaches the lower-
bound behavior. This is clearly evidenced in Figs. 4b and 5a. For the base Poker
Hand (Fig. 5b) only the H 75 model (with a forgetting rate of 75%) had mostly
lower accuracies than the lower bound. We observed a completely unexpected
behavior for the Moving Squares base (Fig. 4a). The model with the highest rate
of forgetting (H 75) showed better rates of accuracy and the one with the low-
est rate of forgetting (H 10) the worst rates of accuracy. Another unexpected
behavior was the evolution of the Upper bound rates, which were lower than the
rates of the forgetting models.

(a) Base: Moving Squares (b) Base: InterchangingRBF

Fig. 4. Results using Moving Squares and InterchangingRBF dataset

Table 2 shows the average of 3 runs for each model and database. We can
observe that with the exception of the Poker Hand base, the models that forget
showed better average accuracy in relation to Lowerbound. For the Poker Hand
base, only the H 75 classifier (with a 75% forgetting rate) had a lower accuracy
rate than the lower bound. For the Moving Squares base, we observed a different
behavior than expected: both the Upper Bound and the Lower bound presented
lower accuracies than the classifiers subjected to forgetting.

http://scikit-learn.sourceforge.net
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(a) Base: Transient Chessboard (b) Base: Poker Hand

Fig. 5. Results using Transient Chessboard and Poker Hand dataset

Table 2. Mean value of accuracy obtained on 3 replications of HATT.

Dataset H UP H LB H 10 H 25 H 50 H 75

Interchanging RBF 0.7076 0.4598 0.6648 0.6092 0.5089 0.5128

Transient Chessboard 0.7886 0.3383 0.7435 0.6601 0.6174 0.5398

Moving Squares 0.3993 0.3484 0.4187 0.4335 0.4423 0.4457

Poker Hand 0.7510 0.6925 0.7515 0.7498 0.7066 0.6535

7 Conclusions and Future Work

In this paper, we present a methodology for evaluating the behavior of stream
learning algorithms in the scenario of RtBF. We specifically used in our method-
ology the decision tree learning algorithm HATT (Hoeffding AnyTime Tree).
We extended this algorithm for forgetting recent data from the stream. As a
contribution, we subject the HATT algorithm to 4 levels of forgetting and com-
pare with control instances of the HATT algorithm. We evaluated HATT using
prequential technique, typically used for evaluating the performance of DSL
algorithms. We also used 4 datasets, previously used in literature, with different
patterns of concept drift. We could observe that, as the forgetting rate increases,
the model approaches the behavior of the lower bound in terms of accuracy for
2 out of 4 datasets. For the Poker Hand base, only the model with the highest
rate of forgetting had mostly lower accuracies than the lower bound. However,
we had a totally unexpected behavior for the Moving Squares base: the model
with the highest rate of forgetting (75%) showed better rates of accuracy and the
one with the lowest rate of forgetting (H 10) worse rates of accuracy. Another
unexpected behavior was the evolution of the Upper bound rates, which were
lower than the rates of the forgetting models. No conclusion was reached as to
what happened to these anomalous behaviors. In order to verify if the behavior
of HATT maintain in more datasets, we need yet to conduct more experiments.
However, as we achieved these results in 2 out of 4 datasets, we believe our
approach is promising.
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One important limitation of this work is that we are only evaluating forgetful-
ness in more recently data. We also only tested one machine learning algorithm
(HATT) with only 4 datasets. Future work include exploring forgetfulness in
more datasets, as well as in older data. Also, we intend to extend the existing
data stream mining frameworks and tools to ensure forgetting data or, at least,
assess the algorithms ability to forget, turning it easiser to compare the behav-
ior of different algorithms and related works. We believe this is an important
contribution to many public and private organizations that deal with data for
constructing predictors based on machine learning algorithms.
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Abstract. Robotic Process Automation (RPA) is a popular software used for pro-
cess automation in order to automate administrative tasks, traditionally performed
by knowledge workers. The existing research on RPA is lacking in terms of what is
known about how this type of technology affects the work situations of employees
and their experiences with it. In this study, we seek to contribute to this knowl-
edge gap by conducting an inductive analysis of employee experiences in three
Swedish municipalities to explore the effects of RPA on their work situation. We
find that RPA creates different effects during implementation compared to post-
implementation, and that these effects can be positive or negative in both cases.
Furthermore, we show that RPA may alleviate stress in one area of the organiza-
tion, but that new stress emerges in another. We also conclude that the experiences
on the individual level are interconnected with the organizational and managerial
aspects of RPA, showing the need to further interconnect knowledge in these areas.
Finally, we present some recommendations for future research, with an emphasis
on studying employees’ work situations from a work environment perspective.

Keywords: RPA · automation · local government · employees · effects

1 Introduction

Robotic Process Automation (RPA) has become a popular type of software to pursue
automation of administrative tasks, i.e., tasks typically performed by knowledge work-
ers. This entails the creation of “robot colleagues” that can take over and perform certain
tasks (processes) from people, such as transferring data between systems. RPA is often
marketed as simple, fast, cheap, and easily scalable, leading both to high amounts of
optimism and highly set expectations [1]. In the Swedish public sector, the setting for this
study, the use of RPA has rapidly spread throughout local governments. Most Swedish
municipalities already have RPA or plan to implement it [2]. The aim of RPA implemen-
tation is to increase efficiency and meet the challenges municipalities are facing with
regard to the recruitment of highly skilled personnel [3–4].

The introduction of RPA into local government not only affects how the organization
performs its duties, but also has implications for the employees in the organization, as the
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introduction of process automation alters their work situation. From a digital government
perspective, there is therefore a need to understand the role and effects of RPA on these
types of organizations, as well as what it does to their employees. Additionally, there
are also indications that the optimistic portrayals of RPA do not necessarily hold true.
For example, RPA suppliers claim that no programming skills or technical expertise are
required for successful RPA implementation and use, but empirical findings contradict
such claims [5]. As such, there are grounds to approach espoused claims and benefits
of RPA with caution and scrutiny, calling for research that follows this development in
practice. The need for more research in this area is also supported by recent literature
reviews and reports by the Swedish Agency for Work Environment Expertise (SAWEE)
that show that research on the work life experiences of people in relation to automation
software and AI is almost nonexistent [6, 7]. Relatedly, there have been several calls for
research for more empirically grounded studies on the use of artificial intelligence and
automation in the public sector context from the academic community (e.g., [8–13]). In
sum, while the use of RPA in the public sector is increasing [2], research on how RPA
affects employees’ work situation, and ultimately the organization itself, is scarce. In
this paper, we seek to contribute to this research gap.

The aim of this paper is to explore the effects of RPA on employee work situation
by conducting an inductive study of employee experiences of RPA implementation
and use in three Swedish municipalities. This study contributes to the growing amount
of research on RPA in particular, and process automation and artificial intelligence in
general. Its contribution lies in its descriptions of how RPA plays out in practice, as well
as recommendations for future research. It also contributes by providing a summarized
picture of RPA implementations, which can be used to reflect upon current and future
implementations.

The paper is organized as follows. Following the introduction, we provide a back-
grounddiscussing existing research on the topic, followedby a description of ourmethod,
introducing our case (three Swedish municipalities) and howwe conducted the data gen-
eration (interviews). We then describe and motivate our analysis approach (grounded
theory), followed by a presentation of our results and subsequent discussion. Finally,
we provide our conclusions, discuss limitations and make recommendations for future
research.

2 Background

The research on RPA is rapidly increasing. So far, however, the bulk of research on RPA
has either focused on exploring the benefits of RPA [5, 14–16], or provided recommen-
dations on how such benefits can be realized (e.g. [14, 17–21]). These studies consider
the managerial and/or the organizational perspective of RPA implementation and use,
while the experiences of employees who are affected by RPA are rarely explored. On
a societal level, some studies discuss social challenges related to RPA, for example the
resistance or lack of acceptance of RPA based on a fear of job loss [5]. Simultaneously,
there are also contradictory findings related to whether RPA actually leads to job-loss
or not. While there are studies showing that RPA will not lead to layoffs for knowledge
workers [22], other studies show that the opposite holds [13]. Whether RPA leads to job
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loss or not, the fear of losing one’s job is in itself affecting employees’ work situation
and may also be a source of resistance amongst employees towards the adoption and
implementation of RPA [5, 21, 23]. As such, social issues or challenges discussed in
relation to RPA tend to frame resisting employees as the challenge, rather than focusing
on how employees are affected by and experience its introduction. The study by Eike-
brokk andOlsen [13] argues that one of the reasons 30–50%RPA implementations fail is
lack of stakeholder buy-in, thus showing the importance of understanding the employee
perspective.

While the importance of understanding the employee perspective on RPA imple-
mentation has thus been established, few studies to date have done so. A few notable
exceptions have however been found. One study of employee experiences of workmean-
ingfulness finds that RPA may lead to increased work meaningfulness, but also that it
can lead to more routine work, thus showing that the effects of RPA are nuanced [11].
These authors also note that “In the literature, the employee perspective appear to be
under-appreciated and under-researched.” (p. 165), making a call for further research
on this topic. A second study focuses on how workers conceptualize RPA, ranging from
burdens and threats to tools, team-mates and innovative enablers [12]. This study also
notes that “we still know particularly little about the implications of RPA implementa-
tions on the human workforce.” (p. 22). Following this, these authors too make a call
for more research on the effects of RPA and employee’s responses to its implementa-
tion and use. Additionally, they also make the argument that understanding employee
experiences is crucial to realizing the benefits of RPA, corroborating the claims made
by [13]. A third study focuses on knowledge embodiment and seeks to understand how
knowledge embodiment occurs with the introduction of RPA as an aspect of knowledge
management [24].While this study takes an organizational perspective on RPA, it never-
theless sheds some light on how employees are affected as it describes howRPA changes
the nature of work in the studied organization. It shows that the work for employees has
become more analytical following the introduction of RPA. These authors too make rec-
ommendations for more research concerning the interaction between automated systems
and humans.

3 Method

This study is part of an ongoing research project [25]. The aim of the project is to map
current implementations of automated case handling in local governments and develop
an analytical tool that can be used by researchers and practitioners alike to decide if
and to what degree a case handling process can and should be automated (ibid.). The
research project builds on the principles of engaged scholarship [26] and consists of
several case studies. These case studies mainly consist of semi-structured interviews,
conducted based on a qualitative and interpretive approach [27, 28]. Data generation is
explained in Sect. 3.1. The analysis of the data is based on grounded theory to generate
descriptive examples of employee experiences and is further described in Sect. 3.2.
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3.1 Case Introduction and Data Generation

This study uses data from three different Swedish municipalities that were chosen based
on maximum variation sampling. At the time of data generation, the municipalities were
at different stages of implementing RPA. One of the municipalities had developed over
twenty automated workflows, while the other two municipalities had recently conducted
pilot projects and only had a few RPA- “robots” up and running. In all of these munici-
palities, the processes automated by RPA were case handling processes. Case handling
as such normally requires good knowledge of rules, requirements, and procedures, as
well as expertise within the topic area (e.g., social benefits, building permits, or school
placements). However, this type of process also typically includes tasks such as double-
checking information in different systems, moving and entering data between different
software interfaces and sending emails. These tasks are at the moment rule-based and
unambiguous, not requiring the element of human judgement. While the processes in
which the RPA operates can thus be complicated, the tasks performed by the robots are
considered simple from a technical point of view.

When conducting our case studies, we used snowball sampling [29] to identify
informants, with the aim of identifying and interviewing different roles in relation to the
automation initiatives. Thus, we have interviewed employees from different parts of the
organizations, ranging from the strategical to the operational level, including directors,
strategists, business process developers, IT personnel, administrators, and case workers.
Table 1 presents an overview of the three municipalities, their size, and the amount
of data we have generated from each. To distinguish and simultaneously anonymize
the municipalities in this paper, we have named them Municipality North, East, and
West, respectively. The disparity between the number of interviews and informants in
the case of Municipality East is due to repeated interviews with some informants. The
opposite type of disparity in the case ofMunicipalityWest is due to two interviews being
conducted with two people simultaneously.

Table 1. Overview of cases used for data generation.

Municipality Org. size Data generation

Municipality North
(MN)

40 000 citizens
3 000 employees

10 interviews (10 informants)

Municipality East
(ME)

165 000 citizens
8 000 employees

22 interviews (18 informants)

Municipality West
(MW)

150 000 citizens
11 000 employees

6 interviews (8 informants)

The interviews were semi-structured, and the interview questionnaire was designed
with the larger research project in mind (described above). The interviews lasted approx-
imately 90 min in length, and all but one of them were conducted via video calls. Prior
to analysis, all interviews were transcribed. The case studies have been conducted in
adherence with the ethical guidelines by the Swedish Research Council [30, 31] and the
European Code of Conduct for Research Integrity [32].
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The interview questions covered digitalization in general, automation in particular,
the informants’ roles in their respective parts of the organization, as well as their views
and experiences related to the recent push for RPA and its perceived purpose and useful-
ness in relation to their respective areas of work. We have analyzed this data previously,
as part of our larger research project. These analyses have shown that these munici-
palities have experienced challenges with the introduction of RPA, and that there are
different attitudes towards it (e.g. [33]). For this study, we focus on employees’ experi-
ences related to the implementation and use of RPA, in particular the employees’ own
thoughts on how RPA affects their work situation. All of the interviews were conducted
in Swedish; quotes from the interviews presented later in this paper have been translated.

3.2 Analysis Approach

The inductive analysis conducted in this study is based on grounded theory [34, 35].
However, we have not used grounded theory with the end goal of developing a new
theory that includes mechanisms and explanations. Rather, the end goal has been to
apply the principles of grounded theory in order to make sense of and organize our data.
As this analysis was conducted with a research objective in mind, its inductive nature
occurs within the frames set by the research objective, i.e., including anything in the data
that can be interpreted as being an effect of RPA on the work situation of employees.
Our analysis was conducted through the following steps:

Step 1 – Open coding: The open coding step consisted of going through the transcripts
and looking for any statements relating to experiences of RPA. This typically included
statements of howRPAhas changed thework situationorwork content of the interviewee.

Step 2 – Conceptual refinement: During the second step of analysis, the coded parts
of the transcripts from the first step were revisited and underwent conceptual refinement,
i.e., interpreting what concept could be used as a label to denote the coded statement. For
example, the following quote was labeled as “a challenge concerning process mapping”:

“I would say that in Municipality West, only a few of our processes have been
documented. This means that in a group of, let’s say, ten people, in the worst-case
scenario there could be ten different ways of performing the process. And in order
to get a robot to perform the process we have to first agree on ‘how do we want
the robot to work?’.” (MW)

Step 3 – Categorization: The labeled concepts from the second step of the analysis
were combined to form categories, where a category was defined by combining state-
ments that shared similar conceptual nature. Continuing with the example in Step 2, the
challenge concerning process mapping was categorized with other challenges to form a
category called “Process-mapping challenges”.

4 Findings

In this section we present the findings from our inductive analysis. The analysis resulted
in themes of how RPA effects on employees’ work situations. Additionally, the chapter
has been structured into two main parts: the first concerning effects of implementation
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phase, while the second is focused on RPA in use. When quotes from the interviewees
are provided, each quote denotes which municipality the interviewee belongs to by an
abbreviation of the municipality in question, e.g., “MW” for “Municipality West”. The
following figure provides an overview of the themes (Fig. 1).

Fig. 1. Overview of themes.

4.1 Effects of RPA During Implementation

We have defined three themes related to the implementation of RPA: “Process-mapping
challenges”, “Concerns about the suitability of RPA” and “The need for different skills”.
These are described below.

Process-Mapping Challenges
An important step in RPA implementation is that of mapping the processes that could
potentially be considered candidates for RPA. This stage ensures that processes are suit-
able for RPA in the first place, and also that the RPA is given the correct instructions once
it is made active. The first theme, Process-mapping challenges, relates to employee expe-
riences during this crucial stage of RPA implementation. Employees typically involved
in process-mapping are those who have been performing the process manually, often
with several years of experience. Several of our respondents reported that they found
this step difficult for several reasons. One challenge mentioned was that of getting a
group of people to agree on how a process is, and should be, conducted, as shown by
the following quote:

“I would say that in Municipality West, only a few of our processes have been
documented. This means that in a group of, let’s say, ten people, in the worst-case
scenario there could be ten different ways of performing the process. And in order
to get a robot to perform the process we have to first agree on ‘how do we want
the robot to work?’.” (MW)

Also mentioned is that the employee’s knowledge of and familiarity with a process
can in itself cause difficulties. Knowledge of how the process works is imperative to
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the process-mapping, but when that very knowledge leads to employees struggling to
see how the process could be performed in new ways, problems arise. As the creation
of RPA solutions includes redesigns of the process, the ability to think outside the box
becomes of outmost importance:

“But all processes, if you actually sit down and go through all the processes you
have, many of them look quite similar. So, if you focus on those and break them
down one more level... Are we talking about a program on a computer, or do we
need a piece of paper that we can’t get around electronically? (…) But you have
to find that person who can see that ‘well, this is how we have done it, but why did
we do it that way?’.”

Some respondents report that the process-mapping stage itself is valuable, due to its
effect to spur reflection and discussion regarding the “why” of processes:

“I think, and we can see this already, that these discussions that are driven
by automation and digitalization initiatives lead to us cleaning up our pro-
cesses. Sometimes we solve things without having to involve technology simply
by eliminating them.” (ME)

Other employees view process-mapping as less positive, perceiving it as a threat.
One respondent in Municipality West mention that some colleagues had found it quite
uncomfortable to have their work-processes scrutinized, while another respondent in
Municipality North mentions that for some it has felt as if their professional identity is
questioned when their processes become the target for automation. One respondent in
Municipality East draws on organizational history to explain:

“Historically, I think that process-mapping has been used in organizational change
quite frequently and that [that experience] means that it has quite negative
connotations for many of us.” (ME)

Process mapping as a stage of RPA implementation is thus a theme of challenging,
positive, and negative experiences, as illustrated by the quotes above.

Concerns About the Suitability of RPA
This theme contains experiences that indicate that despite implementing RPA, there are
certain apprehensions about its suitability. For example, not everyone agrees that RPA
is the way to go to achieve automation, instead preferring other solutions, as indicated
by the following quote:

“So, well, I am positive about automation, but robotization feels a bit, well, like a
hobbyhorse. Instead of doing it the right way, we are doing it the wrong way. The
right way would have been e.g., APIs along with getting proper info on the actual
state of things.” (MN)

Related to this are experiences where RPA did not turn out to fulfil expectations,
thus making employees working with its implementation question its continued use and
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future implementations. Several respondents reported that RPA was more complicated
than expected, as illustrated by the following quote:

“The first process, then we didn’t really know that much about robotic processes
in general and we thought that ‘that is probably a simple process’, but it turned
out it had loads of steps with many exceptions and stuff.” (MW)

Hence, issues and doubts regarding the implementation of RPA are also experienced.

The Need for Different Skills
The implementation of RPA requires different skills. Getting the right team together and
making sure that people have time to work with the automation initiative is mentioned
by several respondents as crucial. One respondent in Municipality East mentions the
need for employees who understand both the technology (RPA) and the operations
(e.g., the processes of a certain department). The same respondent says that when the
digitalization department comes in and “speak their own language” it can be perceived
as an unwelcome display of power, whereas involving staff who “speak both languages”
facilitates the transformation. Another respondent, also in Municipality East, wants to
involve even more skills:

“I would say ‘it takes three to tango’. Me [project leader for the automation ini-
tiative], IT and operations in this case. My role is therefore quite often to translate
between the other two. That way we can all understand each other and work
together.” (ME)

Hence, the implementation of RPA has effects on both those actively working with
the implementation process as well as those involved in the processes that have been
singled out as RPA-candidates. The combination and interaction between different roles
and skills thus becomes a point of consideration when implementing RPA.

4.2 Effects of RPA in Use

We have defined three themes related to experienced effects of finished RPA solu-
tions: “Less stress and feeling of guilt”, “Managing new vulnerabilities” and “Increased
pressure for the IT department”. We describe these below.

Less Stress and Feeling of Guilt
As mentioned earlier, one of the main reasons stated for implementing RPAs in the
municipalities is the hope for more efficiently performed processes, thereby freeing up
time from employees that can be spent onmore value creating tasks. Our data shows that,
sometimes, this is also achieved.MunicipalityWest has, for example, introduced an RPA
that takes care of invoices that have been sent to the wrong entity within the municipal
organization, registering and rerouting them to the correct recipient. According to several
of our respondents in Municipality West, the introduction of the RPA has significantly
decreased the workload for the employee who normally manages this process. This has
resulted in positive experiences, illustrated by the following quote:
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“When you arrive at work and realize that you don’t have 40 invoices waiting for
you, but only 10. Of course... That’s pretty sweet!” (MW)

Some respondents also testify that, as was the intention in the first place, the intro-
duction of RPA means that they spend less time on repetitive, “boring” tasks, allowing
them to focus on the more value adding aspects of their work. In Municipality West,
the introduction of RPA in the salary department means that the salary specialists can
focus on more complicated tasks, and also on the more complicated cases that the RPA
cannot handle. This sentiment is supported also by a respondent in Municipality North
who states that:

“This makes a difference also for the professional identity. Nobody pursues a
degree in social work to work as some sort of assistant in accounts. So of course,
it’s valuable for us to be able to spend time on proper legal assessments, to be
able to work closer with clients and to spend time with them. And while I think the
value the RPA brings to the citizens is the most important benefit, this comes at a
good second.” (MN)

However, many of our respondents also talk about how the RPA have improved their
work indirectly rather than by the direct removal of tasks.One respondent inMunicipality
North, for example, says that the introduction of the RPA means that they can access
information much earlier in the process, thereby making the process easier to carry out.

A very telling example of how the RPA has improved the work situation without
necessarily performing a process more efficiently also comes from Municipality West,
where RPA was introduced to handle a rather complicated process. After RPA was
introduced, employees testify that the RPA did not necessarily perform the process more
efficiently. Previously, however, this process was always put at the bottom of the pile
as employees were forced to prioritize more urgent cases. The lead-time for the process
could pre-RPA be up to two years, but after implementing RPA most cases are handled
within a month. In this case, the introduction of the RPA meant that a process that had
previously been systematically de-prioritized, serving as a constant source of stress and
source of a guilty conscience among the employees, could now be handled swiftly.

Managing New Vulnerabilities
While the goal of RPA, or automation in general, is the removed need for humans, the
technology does need a certain degree of up-keep. Several employees in our study report
that the implementation of RPA has resulted in new tasks they have to handle. As RPA
solutions are integrated with other systems, it is vulnerable to changes in those systems.
This results in an increased need for careful planning. The following respondent from
Municipality West sheds some light on this:

“We have changed from a bit more just “well just add this to the system and then
we’ll up-date” to having to think about all the parts at once. When we do change
something, we have to make sure that we inform all involved parties… It is harder
to continuously implement smaller improvements.” (MW)
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While somementioned the risk of skills being lostwhen theRPA takes over a process,
othersmention that that has, so far, not been the case. A respondent inMunicipalityWest,
for example, argues that as the RPA cannot yet deal with all cases (some applications are
still handled manually), case-managers still need to knowwhat they are doing. However,
as repetitive tasks are removed andworkbecomesmore complex, employees also become
more specialized. This, according to one respondent in Municipality East, could cause
problems in the long run:

“When we become more specialized, we also become more vulnerable. There are
no back-up solutions, it’s just me and my job, and I have to take care of it and
carry it out etc. I very rarely have a colleague at my side who I can discuss things
with or feel that ‘it’s ok if I stay home sick today, somebody else will take care of
it’.” (ME)

The above examples show how RPA creates new vulnerabilities for the organization;
one is associated with the technology itself and the other emerges as a consequence of
its implementation.

Increased Pressure for the IT Department
In our data, the IT departments of themunicipalities stand out as parts of the organizations
that receive new responsibilities due to RPA implementation, in turn creating needs
for more resources in this area. For example, one of the main reasons mentioned for
introducing RPAs inmunicipalities is the reduced need for humans, thereby cutting costs
and freeing up resources overall. Paradoxically, in Municipality West a RPA solution
has replaced two case managers, but created the need for two IT-technicians to be hired
to make sure it runs smoothly. In Municipality North another respondent says that:

“They saved loads of time for the case-managers, IT got loads more work. They
wanted us to solve all their problems. And we haven’t been allocated any extra
resources for this work. So, they have automated a process, but they haven’t
automated the up-keep of the RPA so to speak.” (MN)

The belief that RPAs necessarily lead to lower costs is questioned also by other
respondents who express a worry that the costs of running an RPA have not necessarily
been included in the pre-implementation analysis. One respondent inMunicipality North
says that:

“We tell our citizens that the RPA will serve them 24/7, but we don’t support the
RPA 24/7. If the RPA goes down at 17.00 on a Friday, it will remain down until
8.00 on Monday morning when we get back to the office.” (MN)

Along the same lines, a respondent in Municipality West says that:

“I am a bit worried about that... Now we’re working on these small processes, but
if we move to larger processes and systems, an awful lot of maintenance will be
needed. And we don’t really know how much time and money is needed there. We
don’t really know how much the maintenance of a robot actually costs.” (MW)
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In Municipality West, respondents also raise concerns that the RPAs are too depen-
dent on their creators for their up-keep and maintenance and that no-one really knows
what happens if that person, for example, is sick for a longer period of time. In Munici-
pality North, similar concerns are expressed related to the, at times, patchy handover of
a RPA from creators to maintenance. Hence, even though the implementation of RPAs
can improve the work situation for some employees, it cannot be assumed that that
improvement holds for all.

5 Discussion

As our analysis indicates, there are effects of RPA on the work situation of employees
both during and after its implementation. We argue that this is a noteworthy find, as
previous research mostly has focused on the latter, i.e., what happens after RPA has
been implemented. However, the implementation process can be lengthy and include
several different stakeholders [4]. Also, a large portion of RPA implementation projects
tend to fail, where the lack of stakeholder buy-in might be a factor [13]. As such, the
implementation ofRPA is not something that goes by quickly andwithout issues; instead,
the implementation process itself affects employees, and needs to be considered and
managed. The theme “Concerns about the suitability of RPA” indicates that there is some
hesitation amongst employees, which suggests the idea of lacking stakeholder buy-in
(ibid) also in our study. Relatedly, the theme “The need for different skills” also shows the
need for different kinds of stakeholders to be involved during implementation, something
that posed a challenge. Taken together with the theme “Process-mapping challenges”,
our analysis indicates that there are several challenges, and ultimately potential barriers,
for implementation. Thus, the employee experiences provide a more nuanced picture
than seen in previous research that generalize the employee perspective to a sense of
fear that causes resistance and affects RPA acceptance (e.g. [23]).

The employee experiences of finished RPA solutions indicate several things. For
one, RPA is associated with both positive and negative experiences. The first theme,
“Less stress and feeling of guilt”, being a positive one. There is a lot of hype associated
with RPA, a common claim being that it frees up time, thus allowing employees to
focus on other tasks [5]. Our results show that this is something that RPA is indeed able
to achieve. Notably, our respondents talk about this both in terms of saving time, but
also that it leads to less stress and feeling of guilt and inadequacy, indicating that their
work environment has been changed for the better. However, as our results show, the
situation is also more nuanced, as the remaining themes are of a less positive nature. This
corroborates previous research showing that employees conceptualize robots differently,
ranging from burdens and threats to teammates [12].

The theme “Managing new vulnerabilities” shows how the introduction of RPA
causes organizational changes that affect the work situations of employees. While RPA
may solve certain vulnerabilities, e.g., increasing quality assurance [33], new vulnerabil-
ities are created. Thus, while RPA is sometimes framed as a problem-solver, in practice it
reconfigures the situation, solving one issue and another pops up elsewhere. For example,
the employee who speaks about becoming more specialized is an example of how RPA
can cause the remaining tasks to be more analytical and demanding [24]. Another such
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type of reconfiguration is how RPA in Municipality West replaced two case managers,
but, paradoxically, two IT technicians had to be hired. Another vulnerability mentioned
is how the technological aspects of RPA are unstable and have to be handled, relating to
the final theme of “Increased pressure on the IT department”.

The increased pressure on the IT department seemingly indicates that in the imple-
mentation and management of RPA initiatives, the IT department is an afterthought.
Challenges for the IT department have been discussed in previous research [22] and our
results show how these challenges affect the employees. While some employees expe-
rience less stress (as mentioned in one of the earlier themes), the opposite is true for the
IT department. As such, their work environment is negatively affected. This shows the
influential connection between managerial aspects and work environment, showing the
importance for change management to consider the interplay between these. Thus, we
show the importance of connecting knowledge on social aspects of RPA with those of
an organizational and managerial nature.

6 Conclusions, Limitations, and Future Research

The objective of this paper was to explore the effects of RPA on the work situation
of employees by considering their experiences of the implementation and use of RPA.
We have done this by conducting an inductive analysis which resulted in six themes of
RPA effects, three of which are associated with the implementation of RPA and three
associated with finished RPA solutions in use. Our result contributes to the knowledge
gap concerning the lack of empirical studies of RPA in practice. We make the following
conclusions:

• The effects during implementation are different than those post-implementation.
There are positive and negative effects associated with both.

• RPA leads to reconfigurations of vulnerabilities and work environment effects. While
RPA leads to positive outcomes in one place, negative outcomes can occur elsewhere.
Relatedly, different stakeholder groups are affected differently. Our results show that
the IT department in particular can be negatively affected.

• The effects of RPA experienced by employees on an individual level are intercon-
nected with organizational and managerial aspects of how RPA is managed.

In sum, we find that RPA implementation affects employee work situation directly
on an individual level, by e.g., removing repetitive tasks, but also indirectly through
changes on an organizational and/or process level, e.g., through changing roles and new
vulnerabilities. We also see that the employee work situation is affected both during the
implementation phase aswell aswhen theRPA is in use.We recognize several limitations
with this study. Our inductive approach, while suitable for our explorative aim, has
resulted in mainly descriptive accounts of experiences. We believe that the addition of a
theoretical framework would have allowed for a deeper analysis. A recommendation for
future research is therefore to consider employee experiences in relation to e.g., work
environment legislation and literature. Such research could also benefit from relating the
analysis to organizational and managerial factors. Furthermore, we mention that RPA
affects different stakeholders differently (e.g., the IT department), but our analysismakes
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no further distinctions between different groups of employees. As our findings indicate
that this is a relevant perspective, we acknowledge the lack of it as a limitation and
recommend future studies to consider different employee experiences related to their role
and position within the organization. The difference between organizational, individual,
and process level effects and the relationship between themalso needs further exploration
to fully understand how employee work situation is affected by the introduction of RPA.
Finally, we recognize that while this study is focused on the public sector context, our
analysis is unable at this time to discern which part of the findings is specific to this
context, compared to RPA in e.g., the private sector. While this is a consequence of
the limited research on this topic, we recommend future studies to compare different
contexts to identify differences and commonalities, where this study can be used as an
example of RPA in the public sector.
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Abstract. Parliaments are looking into using artificial intelligence (AI)
technology to do certain tasks. Reflecting on conceivable tools, fields of appli-
cation, usage scenarios and needs, it is reasonable to expect AI-induced changes
in parliaments. However, not much research has been done on how to use AI in the
parliamentary workspace. This article contributes to the bridging of this gap by
presenting empirical evidence for the future use of AI-based tools and services as
well as open questions in a national parliament. The data were collected during a
brainstorming exercise in 2020 and a virtual workshop in the Hellenic Parliament
in 2021. The analysis sheds light in the prioritization of AI-based technologies
within the parliamentary environment. In the course of the study, the relevance
and the priority of 210 applications and topics of AI technologies in parliament
have been investigated.
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1 Introduction

Parliaments have the opportunity to decide whether or not they want to rely on arti-
ficial intelligence (AI) and AI-based applications for performing parliamentary tasks.
AI-based applications have the potential to automate several tasks of the parliamen-
tary routine, such as identifying patterns and events, notifying relevant parties, making
predictions, recommending actions, making prognoses, initiate precautionary measures,
and even making decisions without human intervention. All of this could also happen
nearly in real time [7]. Behind this, however, is neither a single technology nor a collec-
tion of niche applications. Rather, numerous technologies are assigned to AI today [4,
8–12, 23]. All these applications might provide invaluable support for parliamentarians,
enabling them to make informed decisions quickly and efficiently. Despite the benefits,
the decision to adopt AI technology in parliamentary tasks ultimately lies with the par-
liaments themselves, as they must balance the potential advantages against the ethical
and legal considerations of AI implementation.

Reflecting potential tools, fields of application, usage scenarios and requirements,
AI-induced changes in parliaments are to be expected. To deal with these changes at an
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early stage, thus gaining a broad overall view, the corresponding approaches, potentials
and visions for parliaments should be examined. Brainstorming workshops are a good
way to gain an initial overview of the areas and fields of AI application in parliaments.
The brainstorming results should be locally assessed by national parliaments for their
relevance and priority.An efficientway to do so is via interactiveworkshops. The analysis
of such assessment sheds light in the prioritization of AI-based technologies within the
parliamentary environment and lays the fundament for the creation of an implementation
roadmap for a user-generated development of AI-based solutions.

2 Literature Review

The Hellenic Parliament is the national parliament of the Hellenic Republic. As an
important institution of the Greek political system, it has one chamber with 300 parlia-
mentarians elected for four years, who among others perform the role of legislator. It
is organized in general directorates and utilizes Information and Communication Tech-
nologies (ICT) that facilitate and support its parliamentary functions as prescribed by
the Constitution.

In order to evolve in a gradual, non-disruptive manner, the Hellenic Parliament has
been setting strategic goals usually expressed in the programmatic statements of its newly
elected Speakers. In the digital sphere, some of the goals are materialized through (vol-
unteering) action plans within the framework of the Open Government Partnership. In
2018, the goals were formalized as a four-year long Strategic Plan 2018–2021 [11] (also
called “strategy”) using a structured development procedure. A combined bottom-up
(for the organizational part) and top-down (for the vision, mission and values) approach
was used to capture the necessary strategic elements. The draft strategy underwent a con-
cluding consultation step, during which its structure and the distinct strategic options
were refined. The development of the strategic plan was guided and supported by the
previously formed Strategic Planning and Management Reengineering Unit, which was
established in 2017 for this purpose. The strategy contains significant statements point-
ing at the digitalization of every aspect of parliamentary life and foresees the use of
information technology to achieve certain institutional goals.

AI was so far no topic with strategic value for the parliamentary processes. However,
this can be explaineddue to the fact that the strategywasmeant to be technology-agnostic.
Hence, it contains goals and objectives, and not the (technological) means to achieve
them. For instance, specific emphasis was placed in the adoption of interoperability tools
(Strategic Goal 2), the use of open data modes and the digital production of “legisla-
tive work” (Strategic Goal 6). The latter can be substantially advanced using artificial
intelligence.

The use of AI in parliaments is becoming increasingly important and cannot be
ignored. Lessons learned frompreliminary studies [12] and the use ofAI in representative
institutions can be transferred and applied economically. In response to societal pressure,
parliaments are beginning to analyze the opportunities and challenges presented by AI.
The ParliamentaryAssembly of theCouncil of Europe [18] and theGlobal Parliamentary
Network of the OECD [17] have both established groups focused on AI. However,
despite broad recognition of the need to introduce AI, there are limited examples of
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actual implementation in parliaments. The European Parliament has been probably the
most thoroughly informed representative institution on AI-related issues to date. As
such, it has adopted several relevant resolutions [5] and actively utilizes AI solutions in
its Archives Unit [6]. The Brazilian Chamber of Deputies has launched Ulysses, a set of
AI tools to improve the legislative process and interact with citizens [21, 22].

In late 2022, the introduction of ChatGPT [2] byOpenAI, caused a sharp rise of inter-
est for AI-based solutions with a direct or indirect impact on legislation [15]. Whether
a game changer or not, such AI-tools and the related services need to be taken seriously
by legislatures. In fact, parliaments can become leading institutions in the application of
AI-based tools and services in both the application and the regulation of AI [8, 9]. In this
regard, it is worth mentioning that the European Commission investigated the potential
of AI and innovative ICT tools in order to advance legal drafting, a core parliamentary
business [19].

3 Research Approach

The design of the study was primarily concerned with finding a suitable research
approach that would allow the assessment of a broad, detailed and practical as well
as diverse and without one-sided perspective range of possible application areas for AI
in parliaments. It should be noted that AI tools can be technically divided into several
branches of operation such as summarization, classification, sentiment analysis, seman-
tic analysis, and recommendation. Specific technologies and algorithms, such as NLP,
BERT, and GPT-X, can be applied differently depending on the case. However, as tech-
nologies and algorithms evolve rapidly, a technology-agnostic study was recommended.
Moreover, the study should not only be about the collection of existing solutions but also
about the capturing of ideas for the future of parliament, even if they appear to be not
yet technically feasible. A lot of these ideas are suitable as guiding pictures that can be
further developed into long-term visions and design-oriented approaches, while laying
the foundation for impact assessments [13, 14].

The brainstorming method was chosen for the open collection of ideas [3]. The
method was applied in two rounds on a group of three experts from academia and par-
liamentary practice who met the following baseline requirements: sufficient expertise
through studies, own research on the topic, practical experience, and professional capac-
ity. XLeap was used as a cloud-based brainstorming platform [24]. In the first round,
ideas for the use of AI technologies in parliaments were collected and sorted. In the
second round, the contributions were reviewed, complemented, and reflected upon [13,
14].

The preliminary results of the brainstorming can be presented to a parliamentary
community formore in-depth assessment. Rather than having amixed participation from
different parliaments (see [12]), administrators andMembers of Parliament (MPs) from a
single parliament are thought to offer more homogeneous responses. For this audience, a
follow-up utility analysis [20] appears to be suitable to determine the benefit, relevance,
and necessity of the generated proposals. For this purpose, a utility analysis and an
XLeap-based utility survey on relevance and priority of AI proposal was performed
through two different questions. First, for each entry, the relevance of the proposal was
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requested on a scale from 0 (irrelevant) to 5 (relevant) to 10 (must-have). Second, the
priority of the proposal was requested with the year of implementation as parameter. In
this case, the scale ranged from 0 (2020) to 5 (2025) to 10 (2030). Each of these values
can be converted into a concrete date (0: 31.12.2020; 5: 31.12.2025; 10: 31.12.2030).
Proposals that should not even be implemented may be rated with the maximum value
of 10 [13, 14].

4 Brainstorming Results

Based on the original research concept, on 14th July 2020 a four-hour online brainstorm-
ing sessionwas organizedwith the participation of three designated experts. Overall, 196
contributions were collected by answering the open question: “Which are the fields of
application for AI in the work and environment of parliaments?” After eliminating over-
laps, the number of proposals was reduced to 181 and the ideas were clustered accord-
ing to thematic areas. In the course of a further revision, additional ideas were added
and all contributions were reviewed, discussed and partly revised. The final clustering
included 210 entries that belong to nine thematic areas (clusters): #1: Parliamentari-
ans (13); #2: Legislation (36); #3: Parliamentary Control and Parliamentary Diplomacy
(14); #4: Civic Education and National Culture (17); #5: Parliamentary Administration,
Parliament Buildings, Driving Service and Police (37); #6: Parliamentary Bureau & Par-
liamentary Directorates & Elections (19); #7: Scientific Services (13); #8: Framework
(47) and #9: Open Questions (14) [14].

5 National Parliament Assessment Results: The Hellenic Case

Eight months after the brainstorming workshop, a virtual workshop was held on 18th

March 2021 in the Hellenic Parliament, in order to evaluate the proposals from the
brainstorming exercise. The 14 participants, nine men and five women, came from seven
different parliamentary sectors. MPs and their staff were also invited to represent the
demand side of parliament. The preparation phase lasted twoweeks duringwhich several
discussions were held to clarify various aspects of the study and specific organizational
questions. In order to save workshop time, the participants were sent in advance the
Greek translation of the questionnaire.

Initiating the workshop, the procedure and the aim of the rating were presented. All
participants were also informed that they would receive the results in the form of an
electronic PDF document directly with the end of the workshop. The participants then
individually and anonymously evaluated all 210 AI-related proposals, each divided into
blocks covering the nine thematic areas. The relevance and priority values for each one
of the proposals were captured and documented using the moderation software XLeap
in the setup explained in Sect. 3.

Regarding the results from the Hellenic Parliament of the workshop, the relevance
scores for all proposals ranged from 4.31 to 9.38, on a scale ranging from 0 to 10. The
five highest rated proposals (top 5) received a score of 9.08 or better. Eleven out of 210
proposals (5.2%) had a score of 9.0 or better, while 69 proposals (32.8%) were rated 8.0
points or better. The cut-off point of 7.5 and better, which is crucial for the relevance
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scale, contained 118 of 210 proposals (56,2%). Surprisingly, 209 out of 210 proposals
(99.5%) scored above 5.0 (relevant) and 210 (100%) scored above 2.5. Only the well-
known typology ofMisuraca and vanNoordt [16] has been ratedwith a relevance of 4.31.
These results and the evaluation of the participants’ opinions underline a remarkably high
interest inAI for the futurework operations of theHellenic Parliament.Overall, therewas
valuable feedback for the proposals and, by extension, for the research and development
agenda of the research team. The recommendations for the implementation of these
proposals suggest implementation interval betweenDecember 2021 andNovember 2026
[14].

6 Discussion: Findings and Comments

For further analysis of the findings, four different types of evaluations were drawn from
the full data set. Firstly, the top 10 proposals rated asmost relevant (Sect. 6.1, Table 1) are
compiled, that is which questions must be answered and which projects should definitely
be implemented. Secondly, the top 10 proposals rated with the highest priority (Sect. 6.2,
Table 2) are put together, i.e. which ones should be implemented most quickly. Thirdly,
the respective top 3 options (sorted by relevance, Sect. 6.3, Tables 3, 4, 5 and 6) are
discussed for eight topic clusters. This provides an overview across all thematic areas
of which priorities are set in each cluster. Fourthly, the top 5 open questions (sorted
by relevance, Sect. 6.4, Table 7) are analyzed to determine which topics needs to be
addressed and which discussions need to be initiated first.

6.1 Top 10 Relevance of All Proposals

The results of the brainstorming and the evaluation of the participants’ choices from the
Hellenic Parliament underline a remarkably high interest in AI. The Top 10 of all 210
proposals have received a relevance score of 9,00 or better on a scale from 0 to 10.

Among the ten most important proposals for the Hellenic Parliament, which should
definitely be implemented due to their high relevance, there are five open questions
(9,01–9,05), four requirements (5,02; 8,01; 8,02; 8,03) and only one concrete proposal
(5,01). The design of training courses and a recruitment campaign, ethical aspects and
the limits of the use of AI in parliaments, an AI-based restructuring of electoral con-
stituencies and the concretization of the concept of a smart parliament are rated as open
questions that urgently need to be clarified. The integration into the European Interoper-
ability Framework and the associated system interoperability as well as specific security
requirements for the use of algorithmic systems in the context of human decisions also
need to be clarified. There is also a call for a pragmatic approach to the incalculable
consequences from the use of AI, for example by presenting lists of permissions and
prohibitions to preserve the integrity and working capacity of the parliament. Further-
more, AI-based applications for automatic text entry of manuscripts and speeches are
requested. The latter is the highest graded technical proposal regarding its relevance
and should be assessed closely for advanced implementation. This is because the Hel-
lenic Parliament is not foreign to such solutions. In the late 2000’s a speech-to-text
application was unsuccessfully tested. More than a decade later, speech recognition for
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Table 1. Multi-Criteria Table for the Hellenic Parliament. Sorted by Relevance.

Nr Item Relevance
0..10

Priority
31.12.20–31.12.30

↓Ø SD Ø SD

9,01 [131.-] Prerequisites: Training and
hiring of new staff in the IT
department?

9,38 0,08 02.12.2021 0,06

8,01 [211.-] Link parliamentary AI systems
with European Interoperability
Framework (EIF, further developed
with AI portfolio)

9,38 0,08 19.05.2022 0,12

9,02 [136.-] Ethical aspects of the operation
of AI-based systems

9,31 0,08 29.01.2022 0,09

9,03 [97.-] Reflection on the limits of the
use of AI in parliament

9,15 0,13 29.01.2022 0,10

9,04 [214.-] Election engineering:
Restructuring constituencies by AI to
improve the representative function of
parliament (sounds like
gerrymandering, but it is exactly the
opposite)

9,08 0,13 23.04.2022 0,07

8,03 [159.-] Special safeguards when using
algorithmic systems in the context of
human decisions,

9,08 0,11 19.05.2023 0,25

8,02 [114.-] EU/Mercosur-supported
system interoperability

9,08 0,10 06.11.2023 0,24

5,01 [71.-] AI-based automatic text and
speech capture

9,00 0,10 15.10.2022 0,23

5,02 [216.-] Limits of parliamentarianism
in times of AI usage: consequences
unmanageable - Which AI services
will be allowed and which must be
banned in order not to jeopardise the
functionality and integrity of
parliament?

9,00 0,11 11.05.2023 0,28

9,05 [139.-] Defining the smart parliament
concept, what is involved?

9,00 0,14 16.07.2022 0,26

semi-automatic minute generation was introduced [10], though its development started
earlier.
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6.2 Top 10 Priority of All Proposals

With regard to priority, also to be related with implementation expectations, it can be
observed that the participants inMarch 2021 set target dates in the years betweenDecem-
ber 2021 and November 2026 that corresponds to a period of five years and, thus, within
a manageable planning horizon. The date of the next parliamentary elections in spring
2023 might have played a role. The maximum value of 10 years (2030) was rarely
selected as a target. Although all standard deviations range from 0,06 to 0,35, with 19
values at 0,30 or above (9.0%) indicating a divergent assessment, the deviation within
the cohort is kept within manageable limits. The lower the value, the closer together are
the experts’ assessments over time.

Among the top 10 proposals for the Hellenic Parliament to be implemented as a mat-
ter of time priority (until July 2022), there are five open questions (9,01; 9,02; 9,03; 9,04;
9,09), three requirements (8,01; 8,14; 8,19) and only two concrete proposals (4,01 &
7,01). Training and recruitment of new staff, ethical aspects and limits of the use of AI in
the parliament are urgently to be clarified. An AI-based document search for the parlia-
mentary library, the digital reading room of the library and the Scientific Services should
make it much easier for users to search for and access relevant documents. An AI-based
search function on the homepage of the parliamentary website is also expected to relieve
burden if it provides a high-quality and rapid response to queries. It also needs to be clari-
fied soon if AI can be used to redraw electoral districts and to carry out security analyses,
or if this will create new problems. In addition, a framework is needed for embedding AI
in the European Interoperability Framework, for legal protection against discrimination
and for minimum data quality requirements for the use of AI in Parliament. Two years
later, in March 2023, none of these issues have been addressed by the Greek Parliament.
Hence, until recently, this grading seems to have been over-realistic. However, in the
ChatGPT era, the timeline for the introduction of these proposals appears feasible yet
challenging.

6.3 Top 3 Relevance of Each Cluster

Regarding both top 10 rankings, it is noticeable that there are many questions and
framework requirements among them, but relatively few proposals. Perhaps there might
be toomany unanswered questions that suggest reflecting first on opportunities and risks.
For this reason, this section looks at the top 3 for each of the eight clusters and then
reflects the distribution of the proposals visually. It is important to add that the top 3
were selected according to relevance and, if applicable, according to the lowest standard
deviation. This way, three proposals could clearly be selected for each cluster, suitable
for an in-depth analysis, also from a parliamentary perspective.

The first cluster (Parliamentarians) includes 13 proposals. Particularly high scores
(Table 3) were given to a voting system for the plenary chamber and the committees that
is reliable thanks to AI services (9,00), the use of AI-based text analysis services (8,43)
and AI-supported services (8,07) that considerably simplify MPs’ work in parliament
and in their constituencies. The people in parliament are looking for substantial reliefs for
their work, without wanting to question everything in principle. Reliable voting systems,
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Table 2. Multi-Criteria Table for the Hellenic Parliament. Sorted by Priority.

Nr Item Relevance
0..10

Priority
31.12.20–31.12.30

↓Ø SD Ø SD

9,01 [131.-] Prerequisites: Training and
hiring of new staff in the IT
department?

9,38 0,08 02.12.2021 0,06

9,02 [136.-] Ethical aspects of the
operation of AI-based systems

9,31 0,08 29.01.2022 0,09

9,03 [97.-] Reflection on the limits of
the use of AI in parliament

9,15 0,13 29.01.2022 0,10

7,01 [15.-] AI-based intelligent
document search in the
parliamentary library and in
e-publication room of
library/scientific services

8,69 0,26 03.03.2022 0,13

4,01 [27.-] Intelligent, AI-based search
functions in the front end of the
parliament’s website

8,57 0,19 17.03.2022 0,20

9,04 [215.-] Election engineering:
Restructuring constituencies by AI
to improve the representative
function of parliament (sounds like
gerrymandering, but it is exactly
the opposite)

9,08 0,13 23.04.2022 0,07

8,01 [211.-] Link parliamentary AI
systems with European
Interoperability Framework (EIF,
further developed with AI
portfolio)

9,38 0,08 19.05.2022 0,12

9,09 [127.-] Potential problem areas:
Security analysis and cooperation
of these systems

8,08 0,22 17.06.2022 0,11

8,14 [161.-] Legal protection against
discrimination

8,69 0,19 17.06.2022 0,16

8,19 [103.-] Ensuring that data quality is
fit for purpose

8,46 0,14 16.07.2022 0,13

text analytics and other AI-based services can potentially take a lot of pressure off the
MPs and the staff.

The second cluster contains fields of application in the legislation and includes 36
proposals [13]. High ratings (Table 3) were given to the intelligent examination of leg-
islative proposals for possible impacts with other regulations (8,57), the Transformation
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of legislation (code) into machine understandable e-code (8,57) and a collection of all
coded laws (smart law) with the possibility for AI interpretation of the legislation (8,50).

Table 3. Multi-Criteria Table for Top 3 per Cluster - Hellenic Parliament. Sorted by Relevance.

Cluster #1: Parliamentarians
Cluster #2: Legislation

Relevance
0..10

Priority
31.12.20–31.12.30

Nr Item ↓Ø SD Ø SD

1,01 [137.-] Reliable voting systems (through AI
technologies) in plenary and committees

9,00 0,16 17.03.2024 0,29

1,02 [74.-] Use of text analytics 8,43 0,15 15.04.2024 0,25

1,03 [138.-] Smarter MP - AI-based services to
support MPs in parliament and in their
constituency

8,07 0,12 31.12.2025 0,23

2,01 [20.-] Intelligent examination of legislative
proposals for interactions with further
regulations

8,57 0,12 02.07.2023 0,19

2,02 [26.-] Transformation of legislation (code)
into machine-understandable e-code

8,57 0,20 16.10.2023 0,24

2,03 [125.-] Smart Law - collection of all coded
laws with the possibility of AI interpretation
of the legislation

8,50 0,13 31.12.2023 0,25

The reason for the high level of enthusiasm for these three proposals is that such com-
plex projects are nowadays only possible, if at all, via complex legal information systems
and the use of modern document standards such as Akoma Ntoso [1] and semantic web
standards. The complexity and the previous time- and labour-intensive burden of the
relevant investigations make “intelligent audits” particularly attractive to parliamentary
legal experts.

The third cluster around parliamentary control and parliamentary diplomacy contains
14 proposals. The top 3 of this cluster (Table 4) includes AI-based measures to reduce
any bias or discrimination with AI-based proposals for elimination (7,64), algorithmic
reviews of legislative evaluation reports (7,21) and the development of AI-based counter-
fake news technologies (7,07). The rates for this top 3 group are significant lower and
also the lowest comparing all clusters. The reason for this might lie in the complexity of
such solutions, that do not allow an easy implementation.

The fourth cluster around civic education and national culture consists of 17 pro-
posals. The top 3 proposals of this cluster (Table 4) are user orientated and easy to
implement. The first proposal demands intelligent, AI-based search functions for the
front end of the parliament’s website (8,57), which might improve the accessibility and
brings people to the data and documents they were looking for. An AI-based coach for
youth and citizens could explain parliaments works, processes andMP activity in an easy
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understandable way (8,00). Also important seems to be the capacity building measures
for the use of AI in parliament for the parliamentary staff and for MPs (8,00).

Table 4. Multi-Criteria Table for Top 3 per Cluster - Hellenic Parliament. Sorted by Relevance.

Cluster #3: Parliamentary Control & Co
Cluster #4: Civic Education and National Culture

Relevance
0..10

Priority
31.12.20–31.12.30

Nr Item ↓Ø SD Ø SD

3,01 [165.-] AI-based measures to reduce
bias/discrimination with AI-based proposals for
elimination (bias reduction and
counter-balancing by AI)

7,64 0,20 22.08.2023 0,20

3,02 [143.-] Algorithmic reviews of legislative
evaluation reports

7,21 0,26 17.03.2024 0,22

3,03 [188.-] Development of AI-based counter-fake
news technologies

7,07 0,26 27.07.2023 0,22

4,01 [27.-] Intelligent, AI-based search functions in
the front end of the parliament’s website

8,57 0,19 17.03.2022 0,20

4,02 [191.-] AI-based coach for youth and citizens 8,00 0,17 26.07.2024 0,29

4,03 [201.-] Capacity building regarding AI among
parliamentary staff as well as MPs

8,00 0,20 11.05.2023 0,21

The fifth cluster around parliamentary administration, parliament buildings,
driving service and police contains 37 proposals. Among the three highest rated pro-
posals (Table 5) are an AI-based automatic text and voice capturing solution (9,00), a
regulation on permission and prohibition of AI services in parliament (9,00) and AI-
based virtual assistants for disabled people on parliamentary websites (8,86). AI can
accelerate the digitalization of documents and thoughts by learning to capture and pro-
cess speech, text and images. AI-based assistants simplify access to complex topics with
reading and navigation tools as well as summaries. Through the integration of corre-
sponding services in word processing systems, administrators already get to know and
learn to appreciate these features. At the same time, however, there is concern that the
use of internet accessible AI may lead to unintended damage, espionage or sabotage,
thus jeopardizing the functioning and integrity of parliament. Permission and prohibition
lists at least give staff some assurance as to what would be permissible and what would
be prohibited, even if this cannot provide complete protection.

The sixth cluster around parliamentary bureaus, parliamentary directorates and elec-
tions comprises 19 proposals. The top 3 (Table 5) include remote access to parliament
and voting forMPs (8,71), AI-based process automation in parliament (8,29) and a politi-
cian earnings index (8,14). To prevent identity hijacking, AI-based security measures
can help MPs to engage and vote securely from a distance. AI-based process automation
opens up numerous optimizations for parliament, as soon as process management is
practiced and electronic processes are fully stored. Because the recording of politicians’
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income and supplementary income is complex, volatile and lengthy, AI applications can
ensure continuous monitoring, comparison and a functioning reporting system.

Table 5. Multi-Criteria Table for Top 3 per Cluster– Hellenic Parliament. Sorted by Relevance.

Cluster #5: Parliamentary Administration & Co
Cluster #6: Parliamentary Bureau & Co

Relevance
0..10

Priority
31.12.20–31.12.30

Nr Item ↓Ø SD Ø SD

5,01 [71.-] AI-based automatic text and speech
capture

9,00 0,10 15.10.2022 0,23

5,02 [216.-] Limits of parliamentarianism in times
of AI usage: consequences unmanageable -
Which AI services will be allowed and which
must be banned in order not to jeopardise the
functionality and integrity of parliament?

9,00 0,11 11.05.2023 0,28

5,03 [226.-] Virtual AI assistants for the disabled
(e.g., reading and navigation aids) on the
websites of the Parliament

8,86 0,11 10.11.2022 0,24

6,01 [223.-] Should MPs generally be allowed
remote access (from a distance) to parliament
and votes? (possible through 5G networks)

8,71 0,22 16.09.2022 0,19

6,02 [33.-] AI-based process automation in
parliament, based on existing process
management and electronic processes

8,29 0,17 18.03.2023 0,21

6,03 [205.-] Politicians’ merit index -
inappropriate disproportionate enrichment of
politicians becomes transparent, can be
continuously monitored by AI applications

8,14 0,24 31.12.2023 0,24

The seventh cluster around scientific services and the parliamentary library contains
13 proposals. The top 3 of this cluster (Table 6) contains an AI-based document search
in the parliamentary library and the e-publication room of the academic services (8,69)
that simplifies access to relevant documents, an AI-based library services (8,23) that can
generate recommendation lists with reading tips based on recommendations, demand
and work profile, and technology development and ethically correct guidelines for the
design of AI use in parliamentary work (8,08).

In the eighth cluster, there are 47 proposals relevant for the design of a framework for
the use ofAI in parliaments. Among them, there are guiding images, fields of application,
areas of usage, and relevant boundaries. The top 3 of the framework (Table 6) includes
the integration into the European Interoperability Framework (9,38), an EU-wide system
interoperability (9,08) and special safety precautions when using algorithmic decision
making systems (9,08). The reasons for this rating lie in the chronic lack of interoper-
ability of ICT systems and the intensive discussions in Europe about the European AI
law.



Using Artificial Intelligence in Parliament - The Hellenic Case 185

Table 6. Multi-Criteria Table for Top 3 per Cluster– Hellenic Parliament. Sorted by Relevance.

Cluster #7: Scientific Services
Cluster #8: Framework

Relevance
0..10

Priority
31.12.20–31.12.30

Nr Item ↓Ø SD Ø SD

7,01 [15.-] AI-based intelligent document search in
the parliamentary library and in e-publication
room of library/scientific services

8,69 0,26 03.03.2022 0,13

7,02 [207.-] AI services in parliamentary libraries:
reader profile generates AI-based a new
recommendation reading list, AI-based reading
tips (based on recommendations: Readers who
like this book also have„„), AI-based literature
and study profile (metadata, summary, graphics)

8,23 0,25 30.10.2022 0,17

7,03 [98.-] Research: technology development and
ethics-based design for parliamentary work

8,08 0,18 31.12.2022 0,17

8,01 [211.-] Link parliamentary AI systems with
European Interoperability Framework (EIF,
further developed with AI portfolio)

9,38 0,08 19.05.2022 0,12

8,02 [114.-] EU/Mercosur-supported system
interoperability

9,08 0,10 06.11.2023 0,24

8,03 [159.-] Special safeguards when using
algorithmic systems in the context of human
decisions,

9,08 0,11 19.05.2023 0,25

The visual cluster analysis shows a clumping of the proposals in all clusters, even if
each cluster has a different number of proposals. In concrete terms, a certain correlation
between relevance and priority can be seen in the Figs. 1, 2, 3, 4, 5, 6, 7 and 8. According
to the repeated pattern, higher priority proposals should be implemented more quickly.
Projects with lower priority are given more time for implementation. Overall, a tight
cluster for values between 6–9 (relevance) and 2–6 (priority: 2022–2026) has formed.
Nevertheless, it is important to bear in mind that these are only the impressions from a
single workshop and that the results of prioritization might be different in other national
parliaments.
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Fig. 1. Cluster #1 – Parliamentarians Fig. 2. Cluster #2 – Legislation

Fig. 3. Parliamentary Control & Co Fig. 4. Civic Education and National Culture

Fig. 5. Parliamentary Administration& Co Fig. 6. Parliamentary Bureau & Co
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Fig. 7. Scientific Services Fig. 8. Framework

6.4 Top 5 Relevance of Open Questions

Finally, the Top 5 questions on the use of AI in parliaments (Table 7, Fig. 9), considered
as open, are examined in more detail. Looking at the following order, it is noticeable
that practical, user related questions appear to be more important than general questions
and that there are no easy answers: How does the parliament reposition itself in terms
of personnel, training and hiring? (9,38) This question is relevant because the use of
AI in parliament requires a workforce that is capable of working with AI technologies.
Parliament has to reposition itself to attract and train personnel with the necessary skills.
Which ethical aspects become relevant? (9,31) The use of AI in parliament raises ethical
concerns that must be addressed, especially how the use of AI could impact privacy,
security, and other ethical issues.What are the limits of the use ofAI in parliament? (9,15)
The use of AI in parliament may have limitations in terms of its effectiveness, accuracy,
andpotential biases. It is important to consider these limitationswhen implementingAI in
parliament. What are the potential advantages and challenges of using AI to restructure
constituencies in order to improve the representativeness of parliament? (9,08) This
could happen, but it also presents challenges and potential ethical issues that must be
considered. What actually constitutes a smart parliament? (9,00) By examining what
makes a smart parliament, it is possible to better understand how parliaments can be
improved to better serve the needs and interests of citizens. This can ultimately lead to
more effective governance and better outcomes for society as a whole.
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Fig. 9. Open Questions

Table 7. Multi-Criteria Table for Open Questions – Hellenic Parliament. Sorted by Relevance.

Nr Item Relevance
0..10

Priority
31.12.20–31.12.30

↓Ø SD Ø SD

9,01 [131.-] Prerequisites: Training and
hiring of new staff in the IT
department?

9,38 0,08 02.12.2021 0,06

9,02 [136.-] Ethical aspects of the
operation of AI-based systems

9,31 0,08 29.01.2022 0,09

9,03 [97.-] Reflection on the limits of
the use of AI in parliament

9,15 0,13 29.01.2022 0,10

9,04 [214.-] Election engineering:
Restructuring constituencies by AI
to improve the representative
function of parliament (sounds like
gerrymandering, but it is exactly
the opposite)

9,08 0,13 23.04.2022 0,07

9,05 [139.-] Defining the smart
parliament concept, what is
involved?

9,00 0,14 16.07.2022 0,26

7 Conclusion and Outlook

A series of constructive proposals for the use of AI in parliaments were gathered and
evaluated with a view to their relevance and priority for the Hellenic Parliament by using
a creative research approach, engaging an expert brainstorming team and interacting
with administrators within an innovative parliamentary environment. The collection of
proposals togetherwith the ratings can help to determine inwhich areas to focus research,



Using Artificial Intelligence in Parliament - The Hellenic Case 189

where AI-based innovations urgently need to be initiated with a view to a more efficient
parliamentary institution.

This approach also provides a good foundation for establishing a research agenda on
AI in parliaments. Theworkshop has shown that the 210 proposals cover a broad range of
relevant topics. In view of the chosen procedure, it must be critically questioned whether
three experts for a brainstorming are sufficient or other experts would not come to other
proposals and alternative ratings at different times. Surprisingly, looking at the results,
there are no low rated proposals, even though there was no sorting out of contributions.
Ratings will surely change over time and from institution to institution, also taking
the technological progress of generative pretrained transformers (GPT-X & Co) into
consideration. Further rounds of workshops with other national parliaments are planned
and some have already been held (Argentina 2022) in order to prove this assumption. A
broad dialogue about the potentially divergent results and working agendas also needs
to be initiated using an intra- and transdisciplinary approach.

There is interest in the use of AI in legislatures and it is important that science and
parliamentary practice have set out on the path. This study has helped to frame the
general understanding in view of the disruptive and perhaps overwhelming changes that
the recent success of GPT-X & Co might bring closer. Several proposals are now on
the table, in a wide variety, partly in line with expectations, partly surprising. There
are many trade-offs to be made between desire and realizability, utility and feasibility,
resources and constraints. These results from theHellenic Parliamentmight not bewidely
transferable. Using similarworkshops, parliaments canwork out for themselveswhether,
where and which AI-based applications are relevant and derive recommendations for
politics and the parliamentary practice.

The proposals prioritized by workshop participants constitute the “tip of the iceberg”
ofAI-based apps and services linked to a variety of sectors. The relative differences in the
relevance factor among these options are small. For theHellenic Parliament this selection
can potentially cause significant implications. When updating the parliament’s strategic
plan, AI-based tools and services need to be considered to be part of the parliament’s
strategic goals and choices. Furthermore, when planning for the organization’s next
generation ICT systems, new AI-based systems and procedures have to be designed.

The workshop in the Hellenic Parliament was conducted in March 2021, right in
the middle on the pandemic that caused the disruption of certain parliamentary pro-
cesses and the acceleration of the digital transformation of others [10]. Inevitably, the
implementation of the parliament’s strategy, as well as any actions for the creation of a
follow-up planwere put into hold. Nonetheless, though just one of the specifiedAI-based
solutions was directly introduced into the parliamentary workspace (see Sect. 6.1 on the
speech to text application for semi-automatic minute generation), there were substantial
developments regarding the composition of the ICT sector and the study of the relevant
framework, which are referred on the top open questions in the examined proposals (see
Sect. 6.4). Regarding the former, an extensive administrative reshuffling brought about a
new leadership structure in the IT department and the relevant general directorate. Inter-
estingly, two of the new administrative leaders participated at the said workshop, thus
gaining important insights that can flow into the development of novel AI-based solu-
tions. When talking about the latter, that is the AI framework, parliamentary researchers
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from the Hellenic Parliament are currently participating in international networks and
working groups for the development of ethical and operational guidelines.

In the coming years, practice will show which of these approaches will gain real
relevance and how quickly the Hellenic Parliament will deal with them. As soon as
solutions are available and prove themselves in practice, many other parliaments could
benefit from them. However, it must be politically clarified whether this would be desir-
able and technically feasible in terms of national digital sovereignty. In times of tight
budgets, a collaborative approach to the introduction of AI in parliaments could be more
convincing in that the burden will be shared among several shoulders. However, this
option requires trustworthy partners who would support a cloud-based approaches with
numerous AI solutions and do not demonize it because of the risk of manipulation.

The new parliament that will emerge out of the 2023 elections will have the unique
opportunity to set the rules of the human-machine interaction for the first time in Greek
history. It remains to be seen if it will stand up to the expectations of society.

In the future, legislatures and external stakeholders, with academia up front,must talk
intensively about the use of AI in the parliamentary environment, discuss controversially
about its limits, regulate where necessary and design the solutions by themselves. With
a first roadmap available in the Hellenic case, all those involved may suit up for lot of
work ahead.
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Abstract. The public sector is an immensely valuable resource of data,
which has the potential to be harnessed for a wide range of applications.
However, there are several challenges that impede the collection and
dissemination of this data, including high variability and rapid obsoles-
cence. Despite these challenges, emerging technologies such as Artificial
Intelligence (AI) offer the potential to create intelligent applications that
can unlock the full potential of public sector data. In this work, we pro-
pose a holistic ecosystem that can be utilized for the implementation and
evaluation of AI technologies in public administration. To illustrate this,
we present a case study focusing on dynamic government data, specifi-
cally transport data, in order to extract the various components of the
ecosystem and their interdependencies. This case study was chosen due
to the fact that real-time dynamic data remains an underexplored form
of public sector data.

Keywords: Artificial Intelligence · Public Administration · Ecosystem

1 Introduction

Public sector data represent a vast and diverse resource that holds immense value
for society [32]. Within this resource, dynamic data, which are real-time data
generated by sensors, are particularly important. Recently, the European Com-
mission recognized dynamic government data as highly valuable, with enormous
potential for the economy, the environment, and society. However, collecting and
disseminating these data present a range of challenges, including high variability
and rapid obsolescence [19].

Fortunately, recent advances in technologies such as Artificial Intelligence
(AI) offer the possibility of creating value-added intelligent applications that can
unlock the potential of government data. AI has tremendous potential for public
administration, offering the possibility of saving up to 1.2 billion hours and $41.1
billion annually [10]. By automating routine tasks, public servants can focus
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on high-value work and make better decisions, detect fraud, plan infrastructure
projects, answer citizen queries, adjudicate bail hearings, triage healthcare cases,
and provide innovative, personalized public services to citizens [10,42].

This work proposes a holistic ecosystem for the implementation and evalu-
ation of AI technologies, such as machine learning, deep learning, and natural
language processing, in public administration. We present a case study focused
on dynamic government data, specifically transport data, to explore the ecosys-
tem components and their dependencies. The case was selected because real-time
dynamic data is an underexplored form of government data.

2 Method

This study aims to identify the components of an ecosystem for deploying Arti-
ficial Intelligence (AI) in public administration and explore their interdependen-
cies through a single exploratory case study. Such a study is useful for gaining
insights into a poorly understood phenomenon and generating new theory or
propositions about it [45].

For the case study, we examined three open traffic data sets: one from the city
of Thessaloniki in Greece, another from the Attica region in Greece, and a third
from Switzerland. To identify the ecosystem components, we used “snowballing”
to identify AI algorithms, technologies, methods, and cases from technical and
policy reports, government documents, and research articles. We also conducted
semi-structured interviews with employees of the region of Central Macedonia,
the second-largest region in Greece, to create user stories describing potential
AI applications based on the traffic data.

3 The Case of Dynamic Traffic Data

3.1 Data Collection

In order to create an ecosystem for deploying Artificial Intelligence (AI) in public
administration, we present a case study that focuses on the usage of dynamic
government data and, specifically, traffic data to create AI applications for the
public sector. The case study uses three open traffic datasets from (i) the city of
Thessaloniki in Greece, (ii) the region of Attica in Greece, and (iii) Switzerland.
An overview of the three OGD datasets is presented in Table 1.

Traffic Data from the City of Thessaloniki in Greece. The Smart Mobil-
ity Living Lab, one of the largest European mobility labs located in Thessaloniki,
Greece is the data analysis and modelling laboratory of the Hellenic Institute
of Transport (HIT). The lab hosts transportation and mobility related datasets
generated by various both conventional and innovative data sources. Among
them are the datasets with open data from taxis and Bluetooth detectors in
the urban area of Thessaloniki [3]. Specifically, two types of measurements are
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Table 1. An overview of the three datasets with traffic data.

Dataset 1a Dataset 2b Dataset 3c

Location Thessaloniki, GR Attica region, GR Switzerland

Access open open open

Accessibility medium files files/API files/API

Historical data Yes Yes No

Aggregation level minute hour minute

Anonymization Not required Not required Not required

Data format JSON, XML, CSV, KML, MAP JSON XML
ahttps://opendata.imet.gr/
bhttps://www.data.gov.gr/datasets/road traffic attica/
chttps://opentransportdata.swiss/

provided. The first one refers to floating car data including the speed measured
by the GPS of over one thousand vehicles that operate in the city of Thessa-
loniki. This dataset is being updated almost real-time providing about 2,000
new records per minute. The second one includes aggregated vehicle detections
of over 43 Bluetooth devices located in main road junctions of the city of Thes-
saloniki at a specific timeframe. Additional data included in the same dataset
are trip trajectories with the sequence of locations or the origin and destina-
tion. The latest datasets are updated every 15 min. All data can be acquired via
proprietary APIs. Historical data are also available as text files.

Traffic Data from the Attica Region in Greece. Data.gov.gr serves as
Greece’s official data portal for OGD. The portal comprises 49 datasets that
span ten thematic areas, including the environment, economy, and transporta-
tion. Notably, the new version of the portal incorporates a free Application
Programming Interface (API), enabling users to retrieve and access data via a
graphical interface or code. Acquiring a token is needed to use the API through
completing a registration process. The traffic data for the Attica region in Greece
is sourced from traffic sensors that periodically transmit information regarding
the number of vehicles and their speed on specific roads in Attica. To mitigate
privacy concerns, the data is aggregated hourly and is updated every hour with
a one-hour delay. Provided data measurements include the absolute number of
the vehicles detected by the sensor during the hour of measurement along with
their average speed in km per hour.

Traffic Data from Switzerland. The Open Transport Data Portal of Switzer-
land (ODPCH)1 provides access to more than 40 datasets. Among them are
datasets with real-time traffic data generated and collected by traffic sensors
positioned in road segments throughout Switzerland. Historical data are not
available. Data include the number of vehicles passing from specific locations,

1 https://opentransportdata.swiss/en/.

https://opendata.imet.gr/
https://www.data.gov.gr/datasets/road_traffic_attica/
https://opentransportdata.swiss/
https://opentransportdata.swiss/en/
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along with their average speed. The data are minutely aggregated and updated
every minute and specifically, 20 s after the minute in Coordinated Universal
Time (UTC) 0. Data are described using the DATEX II2 standard for exchanging
road traffic data. An access token is required to get limited access to these data
through the corresponding API for six months. The API allows for submitting
in total 260,000 requests in the six-month period, which actually, corresponds
to the update interval of the data (one update per min).

3.2 Construction

Traffic data has the potential to aid policy-makers and public authorities in
designing and managing transportation systems that are efficient, safe, environ-
mentally friendly, and cost-effective. One way to achieve this is through predict-
ing future traffic conditions. There are several methods commonly used for fore-
casting future traffic conditions, including traditional parametric methods such
as Autoregressive Integrated Moving Average (ARIMA) [24], machine learning
techniques such as Support Vector Machine (SVM) [2], and deep learning [6,52].

The three datasets analyzed in this study contain sensor-generated traffic
data, which often exhibit quality issues [41]. For example, the Attica dataset ini-
tially suffered from a high number of missing observations and anomalous values,
although most of these issues have been resolved [6,19,20]. Various methods,
such as time series analysis (e.g., Seasonal - Trend decomposition using Loess -
STL), machine learning (e.g., Isolation Forest), and deep learning (e.g., Gener-
ative Adversarial Networks - GANs), can be used to identify anomalous values
in the datasets [19]. However, handling missing and anomalous values requires
making decisions on a case-by-case basis, depending on factors such as the level
of aggregation for the temporal dimension. For example, missing values in the
Thessaloniki and Switzerland datasets, which are minute-level aggregated, can
be imputed using the average of the previous and next observations, while syn-
thetic data can be used for the Attica dataset, which is hourly aggregated.

Integrating traffic data with other datasets, such as weather data, car acci-
dent data, can provide valuable insights and enhance the accuracy of AI mod-
els [25]. Using explainable AI techniques can also help understand the reasons
behind anomalous values or model decisions [15].

Real-time data access is critical for applications that rely on dynamic data
such as traffic intelligent systems. All three datasets are available in Open Gov-
ernment Data (OGD) portals and two of them can be accessed programmatically
using an API. The Thessaloniki and Attica datasets are hourly updated, while
the Zurich dataset is minutely updated.

Finally, selecting the appropriate AI algorithm for each dataset is crucial.
In literature, machine learning approaches such as K-nearest Neighbour [30],
and Bayesian models [39], and XGBoost (eXtreme Gradient Boosting) [44] have
been used to predict traffic. Recently, the emerging development of deep learning
and Graph Neural Networks have achieved state-of-the-art performance in traffic

2 https://www.datex2.eu/.

https://www.datex2.eu/
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forecasting tasks [1,6]. Data may also play a significant role for the selection of
the AI algorithm. For instance, the level of granularity and other dataset-specific
factors directly affect the quality of the AI model. For instance, the minute-level
granularity of the Zurich dataset allows for more accurate traffic flow predictions
in the near future, while the hourly-level granularity of the Attica dataset is
better suited for predicting traffic flow at the hourly level.

3.3 Evaluation

To assess the performance of the AI model, it is crucial to conduct a performance-
based evaluation. Depending on the selected algorithm, various metrics can be
employed. For instance, previous studies have utilized metrics such as RMSE,
MAPE, and MAE to evaluate the performance of Graph Neural Network models
in traffic flow prediction tasks [6]. For the traffic datasets and Graph Neural Net-
works, the accuracy of the AI model can be affected by the density of traffic sensor
locations. Specifically, the Thessaloniki and Attica datasets contain sensor mea-
surements from urban areas, which can lead to the creation of denser graphs when
analyzed using Graph Neural Networks. This, in turn, can result in more accurate
deep learning algorithms. On the other hand, the Zurich dataset comprises sensor
measurements primarily from highways, resulting in sparser graphs [6].

Moreover, explainability can be employed to interpret the decisions made by
the AI model. For instance, SHAP has been used to explain the decisions of a
neural network that predicts traffic for traffic light control [37,44]. In this case,
integrating external data such as weather and vehicle accident data can facilitate
better understanding of the decisions made by the model.

3.4 Translation

Traffic forecasts can be used to anticipate future needs and allocate resources
accordingly, such as managing traffic lights [28], opening or closing lanes, esti-
mating travel time [33], and mitigating traffic congestion [2]. In order to under-
stand the potential of creating AI applications for the public sector using traffic
data, we interviewed a public servant of the Region of Central Macedonia, the
second largest region in Greece. The primary objective of the interview was to
generate user stories that effectively describe potential AI applications based on
the traffic data. These applications should have the potential to streamline the
region’s operations and enhance the efficiency of its employees.

The interviews resulted in the three user stories, namely (i) Management of
vehicle traffic in the wider urban area of Thessaloniki through traffic lights, (ii)
Optimal route for scheduled checkpoints, and (iii) Optimal use of GPS Data.

Management of Vehicle Traffic in the Wider Urban Area of Thessa-
loniki Through Traffic Lights. The Department of Maintenance of Transport
Projects, which belongs to the Technical Works Directorate of the region of Cen-
tral Macedonia in Greece, is responsible for the operation and planning of traffic
regulation in the urban web through traffic lights. An application useful for the
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region of Central Macedonia would be the utilization of traffic/mobility data,
traffic load/free flow of vehicles, and real-time reprogramming of traffic regu-
lation and vehicle emptying times in the central vehicle flows, with the aim of
immediately relieving traffic congestion and relieving overloaded areas within
10 min by selecting and opening the appropriate vehicle flows with the goal of
optimal traffic management, quality of life, more rational resource management,
and reduction of vehicle emissions/pollution.

Optimal Route for Scheduled Checkpoints. Many services of the Region of
Central Macedonia/Greece (e.g., Technical Works Department, Health Depart-
ment, Veterinary Department, etc.), whose headquarters are located at the city
of Thessaloniki carry out scheduled inspections/checks with teams of compe-
tent employees. In these scheduled inspections/checks, the teams of employees
visit from 5 to 15 different points (depending on available time). The inspec-
tions/checks are carried out within the urban fabric of Thessaloniki and its
surroundings, but often also within the wider region of Thessaloniki (as well as
in neighboring regions, within the Municipality). An AI application useful for
the traffic office and responsible drivers would be to provide them with a pro-
posed route in order to visit the predetermined points. The proposed AI route
will be the best possible suggestion in terms of distance/traffic loads/avoidance
of bottlenecks, in relation to the evolution of traffic data over time, as theoret-
ically some traffic flows are more congested at specific times. The aim of this
application is to save human resources, reduce vehicle emissions/pollution, and
provide better working conditions for employees.

Optimal Use of GPS Data. A GPS system has been installed in all vehicles in
all regions (Pieria, Pella, Imathia, Serres, Kilkis, Halkidiki, and Thessaloniki) of
Central Macedonia. A useful AI application for the supervisors and responsible
parties of these vehicles would be to create a notification/report system utilizing
the GPS data of each vehicle, indicating, for example, if one of the vehicles is
moving at a speed greater than the permitted speed limits, if it goes beyond the
allowed routes and movement limits, if it is stationary for a long time so that
it can be allocated to another service that needs a vehicle, etc. The goal is the
rational management of the resources of the region of Central Macedonia.

4 The Ecosystem

In the previous section, a case study was presented, and its generalization has
helped in the development of an ecosystem for deploying Artificial Intelligence
(AI) in public administration. The ecosystem, as shown in Fig. 1, provides a
comprehensive framework for collecting data from the public sector, using it to
develop AI models with various AI technologies, and integrating different tech-
niques for data pre-processing, federated learning, transfer learning, data aug-
mentation, evaluation, explanation, and translation, and, evaluating and explain-
ing the models and, finally, incorporating them in AI applications. The ecosys-
tem is built upon four pillars, namely collection, construction, evaluation, and
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translation. Additionally, it comprises four key components, namely Data, AI
Algorithms, AI Models, and AI Applications.

Fig. 1. An Ecosystem for deploying Artificial Intelligence in Public Administration

4.1 Stakeholders

The main stakeholders that have an interest or are impacted by the ecosystem
and its functioning include IT stakeholders including agency’s AI experts and
developers, public service designers, public authorities and public organizations,
public servants, regulators, policy makers, citizens and residents, academic and
scientific community, businesses and organizations, and practitioners. All of them
can undertake both the data and AI applications’ producer and consumer roles.

4.2 Data

Utilizing data is crucial for governments to improve public sector intelligence,
enabling them to create long-lasting, inclusive, and trustworthy policies and
services [29]. Various classifications of government data exist [4,8,38].

Government data can be categorized as open or closed. Open Government
Data (OGD) can be freely used and reused by the public, accessible through
official OGD portals (e.g., the European OGD portal)3. These data are typi-
cally provided as downloadable files, but some portals also offer OGD as linked
data [21] for integration with other datasets. Additionally, some portals provide
an Application Programming Interface (API) for programmatic and real-time
access to OGD. In contrast, closed government data includes restricted access
data such as employee service records, performance assessments, and confiden-
tial or classified government data, which are accessible only to the data owners
and authorized groups based on security protocols and public policies.

Government data may also be structured, unstructured, or semi-structured.
Structured data have a well-defined format, usually stored in a database, such as
public health records organized and stored in columns and rows. Semi-structured
data do not have rigid formal structures but contain tags to facilitate separation
of data records or fields, such as those found in XML and JSON. In contrast,

3 data.europa.eu.

https://data.europa.eu/en
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unstructured data lack any discernible structure, such as text messages, photos,
videos, and audio files, transactions, and raw data from scientific research [8].

Government data can also be categorized as real-time or batch data. Real-
time data are often produced by sensors (e.g., traffic data), and their provision
has only recently begun. These data are high variability and rapidly obsolescent,
requiring prompt availability and regular updates. Conversely, batch data are
historical data that are not immediately provided but provided some time after
their collection.

Finally, government data can be internal or external. Internal data are those
produced by a public administration prior to the development of an AI system,
existing within the organization’s structure (e.g., master or transactional data).
In contrast, external government data exists outside an organization’s structure
or is incorporated specifically for the development of AI systems.

4.3 Collection

Data Aggregation. Government data may be individual or record -level or
aggregated. The level and type of aggregation varies. For example, apart from
being aggregated (e.g., averaged) geographically (e.g., in the country level), data
can also be aggregated based on time (e.g., in the hour level), demographic
factors (e.g., gender). In the realm of OGD and especially when it pertains to
individual-level data, it is crucial to ensure that data is properly aggregated
before publication. The initial level of aggregation may change depending on the
requirements of problem.

Data Anonymization. Government data often contains personal information
that is protected by regulations, such as the European Data Protection Regu-
lation (GDPR) [31]. As a result, this data cannot be used in its original form
without risking privacy violations. To protect privacy while still utilizing the data
for analysis with AI, it is important to first anonymize it. There are two main
methods for doing so: anonymization and pseudonymization. Anonymization
involves removing or encrypting personally identifiable information from datasets
so that an individual’s identity cannot be directly or indirectly determined.
Pseudonymization involves replacing personal information with a pseudonym or
unique identifier that can be re-identified when combined with other separately
maintained supplementary information [25].

Traditional methods for data anonymization include generalization, sup-
pression, permutation, perturbation, and anatomization [27]. Open-source soft-
ware for data anonymization, such as AMNESIA4 and ARX Data Anonymiza-
tion5, use various anonymization techniques such as k-Anonymity, k-Map, t-
Closeness, and δ-Presence [43]. However, these methods do not guarantee that
re-identification is not possible [11]. Therefore, advanced synthetic data gener-
ation services have been proposed as an alternative, such as creating synthetic
4 https://amnesia.openaire.eu/index.html.
5 https://arx.deidentifier.org/.

https://amnesia.openaire.eu/index.html
https://arx.deidentifier.org/
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data using Generative Adversarial Nets (GAN) [46]. AI-generated synthetic data
are artificial data that mimic real-world observations and are an accurate repre-
sentation of the original data.

4.4 Construction

Once data has been collected, it is essential to handle it appropriately to ensure
that it can be effectively utilized in creating an AI model.

Artificial Intelligence Algorithms. Some of the most widely recognized and
frequently utilized types of algorithms include [5]:

– Computer vision focuses on recognizing, tracking, and interpreting patterns
and objects in visual data (e.g., images, videos). Applications include image
and video analysis, object detection, and autonomous vehicles.

– Natural Language Processing (NLP) that enables understanding, interpret-
ing, and generating human language. It is used in a wide range of operations,
including text classification, sentiment analysis, language translation, chatbot
development, and speech recognition.

– Speech Recognition converts spoken language into text or other machine-
readable formats. Applications include virtual assistants, voice-enabled
devices, and speech-to-text transcription.

– Knowledge-based systems are able to make decisions based on expert knowl-
edge and domain-specific rules. They typically consist of a knowledge base
with domain-specific knowledge and rules, and an inference engine, which
uses this knowledge to make decisions and solve problems.

– Automated Planning allows generating plans or sequences of actions to
achieve particular goals. It enables reasoning about the problem domain, gen-
erating plans, and executing them in a dynamic environment. Applications
include robotics, manufacturing, logistics, and scheduling.

The selection of the proper AI algorithm from each sub-field of depends on
the available data as well as on the requirements of the application.

Pre-processing. Data pre-processing plays a crucial role in converting raw data
into a format that is compatible with Artificial Intelligence (AI) algorithms. This
essential step involves various techniques and procedures that help to clean,
transform, and organize data, making it easier for the AI system to extract
meaningful insights and patterns. Data pre-processing methods include:

Data Cleaning. Data cleaning is an essential process in data pre-processing that
ensures the accuracy, consistency, and reliability of data, thereby making it suit-
able for use in AI models. It involves several tasks, such as identifying missing
values, which are cells or fields in the dataset that are empty or null, and remov-
ing duplicates. Missing values can be imputed using advanced AI techniques like



An Ecosystem for Deploying Artificial Intelligence in Public Administration 201

Generative Adversarial Nets (GAN) [22,47] or simply removed. Data cleaning
also ensures that data is in a standard format or structure that is appropriate
for use in AI models. This involves identifying and correcting errors or incon-
sistencies in the data, such as misspelled values and handling anomalous values
that are significantly different from the rest of the dataset. Statistical analysis,
machine learning, including synthetic data [50], is used for anomaly detection.
Effective data cleaning is particularly critical for real-time data like traffic data
generated by sensors, which must be promptly accessible without extensive pre-
processing before publication.

Data Integration. Government datasets can be leveraged by integrating them
with other datasets, internal or external, to increase the value and effectiveness
of AI applications [25]. Data integration involves combining data from multiple
sources, formats, and structures into a single, consistent, accurate, and compre-
hensive view. Some previous research has explored the integration and utiliza-
tion of government data [18,49]. However, the heterogeneity of the original data
from different sources presents various challenges, including legal, structural, or
other issues [25]. Even if government data are available in formats that facil-
itate integration (such as linked data), addressing structural challenges is still
necessary [18].

Data Augmentation. Data augmentation is a technique used in machine learn-
ing to increase the size of a dataset by generating new, synthetic data from
the existing data. Data augmentation, hence, is particularly useful in scenarios
where the dataset is small, or when the model is prone to overfitting. The aim of
data augmentation is to improve the performance and robustness of the machine
learning model by exposing it to a larger and more diverse set of training exam-
ples [48]. Data augmentation can be used in various types of data, such as text,
audio, image, or video. It uses various techniques including GAN.

Federated Learning. Federated learning is a relatively new technique in the
field of AI, which has been developed by Google and widely adopted across vari-
ous research fields and industries [23]. It enables the training of models on decen-
tralized data sources without requiring centralized data storage. In this method,
data remains on user devices or edge servers, and the model is trained locally
on each device. Federated learning is particularly useful in scenarios where data
privacy is paramount, such as healthcare or financial applications, and where
data is too large or too sensitive to be stored in a central location. In the public
sector, federated learning has been employed to facilitate the development of
smart city services [17], develop predictive models in healthcare using sensitive
patient data [36], improve traffic management by combining data from multiple
sources such as traffic sensors, cameras, and GPS data in transportation [12],
and analyze students’ behavioral data to understand how students learn in edu-
cation [13].
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Transfer Learning is a machine learning technique for leveraging knowl-
edge gained from one task to improve the performance of another related task.
In transfer learning, instead of building a model from scratch, a model pre-
trained on a dataset is used to train a new model on a different, related dataset
saving time and computational resources. The features learned from the first
dataset can be used as a starting point for learning new features on the second
dataset. Examples of already existing pre-trained models include You Only Look
Once (YOLO) [34], a pre-trained model for object detection, and Bidirectional
Encoder Representations from Transformers (BERT) [9], a family of pre-trained
NLP models. The “Hugging Face”6 provides a library of a wide range of pre-
trained NLP models including BERT.

4.5 Evaluation of Artificial Intelligence Models

Once the AI algorithm is selected and data have been successfully pre-processed,
the AI model will be created by training the algorithm on the data. This process
involves feeding the model with input data and adjusting its parameters (hyper-
parameter tuning) to minimize the error between its predictions and the actual
outcomes. Hyperparameter tuning can be done with methods such as include grid
search, Random search, bayesian optimization, gradient-based optimization, and
Ensemble-based methods as well as with cross-validation. Cross-validation par-
titions the data into training and validation sets and iteratively evaluates the
model’s performance on different subsets of the data and with different values
for the hyperparameters. Cross-validation can be also employed in training to
detect and avoid overfitting of the model.

The model needs to be evaluated on a separate validation dataset to ensure
its generalizability and performance and ensure that they are effective and reli-
able in their intended application. Towards this end, several evaluation met-
rics can be used depending on the type of algorithm. The performance of the
model, for example, can be assessed through various metrics such as precision,
recall, F1-score, logarithmic loss, the Area Under Curve (AUC), Mean Absolute
Error (MAE), Mean Squared Error (MSE), and Mean Absolute Percentage Error
(MAPE). These metrics can help assess the model’s performance in detecting
true positives and minimizing false positives and false negatives.

The efficiency of the AI model is also important and involves measuring its
speed and computational requirements. This is important for real-time appli-
cations where the model needs to make quick predictions (e.g., in cases where
dynamic data generated by sensors are used to create the model). The robustness
of the model could also be evaluated in order to assess its ability to perform well
under various conditions, such as changes in input data or noisy environments.

In recent years, the importance of explainability in AI models has grown
significantly since it helps to improve the understanding of the model’s decisions,
promoting transparency and trust in the results. This is crucial for the public
sector where transparency is a requirement. To achieve this goal, various methods

6 https://huggingface.co/.

https://huggingface.co/
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have been developed to explain the decisions of both supervised and unsupervised
AI models. There are various methods that can be used for explaining AI models.
For example, LIME [35] and SHAP [26], which stands for SHapley Additive
exPlanation, can be used to explain machine learning predictions. In addition,
Class Activation Maps (CAMs) [51] can be utilized to explain Convolutional
Neural Network decisions. For neural networks, Global Attribution Mappings
(GAMs) [14] can be also employed. These techniques can provide insight into
the factors that the AI model is considering when making decisions, allowing
users to better understand and interpret the results.

4.6 Translation

Artificial Intelligence (AI) models can be deployed in real-world, intelligent appli-
cations for the public sector. AI applications, for example, have the poten-
tial to streamline decision-making processes in the public sector. This can
be achieved through either fully autonomous decision-making or by providing
decision-makers with AI-driven insights and recommendations to aid in the
decision-making process. In this sense, humans and machines, rather than com-
peting, could benefit from mutual collaboration and potentially solve problems
and achieve better outcomes than each could on their own [7]. AI applications
that are built based on government data are able to enhance the efficacy of public
services [16], such as the implementation of Integrated Public Services (IPS) [40]
that are co-created and continuously evaluated through feedback loops by the
public sector.

User stories are essential in designing AI applications, as they ensure that
end-users, such as public servants and policymakers, have their needs and pref-
erences fully understood and incorporated into the development process. They
serve as a link between data and applications, allowing for the identification of
new AI-based applications that can benefit the public sector. User stories can
be pulled by the end user who discovers the need for an AI application that
could potentially improve their work, or they can be pushed by available public
sector data. However, public sector data may not always be of high quality, mak-
ing them unreliable and inconsistent sources of information. They may contain
inaccuracies, errors, and missing values, rendering them unsuitable for develop-
ing trustworthy AI applications. Additionally, some public services may not store
their data or store them in hardcopies or formats that are not machine-readable.
In this case, data themselves can be used as a starting point, and high-quality
data can drive the inspiration for the need for an AI application in the public
sector. Regardless of whether the user story is pulled or pushed, the ultimate
goal is to ensure that the AI application meets the needs of the end-user while
utilizing reliable and accurate data.

5 Conclusion

This paper proposes an ecosystem for deploying Artificial Intelligence (AI) in
public administration that comprises four main artefacts: Data, AI algorithms,
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AI models, and AI applications, built upon three pillars: collection, construc-
tion, evaluation, and translation. The data collection process should consider
the nature of the source data and the requirements of the AI algorithm, and
the collected data should be properly pre-processed and augmented to mitigate
the detrimental effects of small sample sizes. Federated learning methods can
be employed to overcome data privacy issues. The created AI model should be
evaluated for its performance, efficiency, and robustness, and its explainability
should be ensured by employing various explainability methods. Finally, the AI
model should be integrated into an AI application co-created with the public sec-
tor employees, where user stories can be used to describe public sector scenarios
that use AI applications.

This ecosystem is a result of an exploratory case study that uses three traffic
measurement datasets. The artefacts are complementary, and the selection of
the AI algorithm depends not only on the available data but also on the needs of
the AI application. The purpose of the AI model will define the AI application
that will be used. The requirements for an AI application can be either pulled
by the public sector employees or pushed by the available data, where data may
create new needs for applications.

We anticipate that the ecosystem for deploying AI in public administration
can serve as high-level guidelines for adopting AI in the public sector.
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must be reused and transformed into value-added products or services. This, in
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1 Introduction

Open Government Data (OGD) is seen as an emerging political and socio-economic
phenomenon that promises to benefit the economy, improve the transparency, efficiency,
and quality of public services, including the transformation of government data-driven
actions, stimulate public sector innovations in various areas of public life and promote
civic engagement [1, 2]. OGD is considered to have a positive impact on the lives of indi-
viduals/citizens, and society, and contributes to tackling environmental problems, con-
tributing to efficient, data-driven, sustainability-oriented development. In other words,
OGD is considered to have economic, social, and environmental value. OGD is also one
of the pillars of Open Government, which in turn is seen to be supported not only by
OGD availability, but by the availability of high-value OGD.

However, the value of data, and open government data in particular, is a complex
topic. In other words, although “value” itself is seen as a multifaceted concept, if the user
of the data is clearly known, it can be determined from that user’s viewpoint/perspective,
i.e., needs, expectations and understanding of “value” - what this concept means for this
particular user. However, OGD, by definition, does not have a predetermined user –OGD
are freely available, accessible and provided without restrictions for their further reuse,
which means that they can be used by everyone, regardless of age, gender, education,
specialization, and for the purpose they will find necessary for themselves, which, as
practice shows, inmany cases differs significantly from the original purpose of collecting
and using data internally by data producers/owners. The latter, in turn, is seen as a key
determinant of the success ofOGDas amovement, philosophy and policy, where data are
provided for their further re-use and transformation into value (incl. services, products,
newbusinessmodels)when various forms of intelligence, incl. data intelligence, artificial
intelligence, embodied intelligence, and collaborative intelligence [3], are used as a
method for their transformation.

This makes the determination of OGD value a difficult task, and while several
attempts have been made to date, there is considerable room for research and improve-
ment for both academia and public administration. This is all the more so with the
reference to the determining “high-value datasets” (HVD), particularly being interested
in facilitating data provision, i.e., identifying potentially valuable datasets that are not
yet available/open, i.e., when ex-post assessment of how valuable, interesting and/or
useful was the dataset in question is not possible.

In terms of current progress in this area, this refers to a list of initiatives and studies
carried out by several organizations and communities, where at the European level,
probably most notable progress has been made by the European Commission in the
Open Data Directive (originally Public Sector Information Directive (PSI Directive) in
relation to the notion of HVD, referring to datasets whose re-use is expected to create the
most value for society, the economy, and the environment, contributing to the creation
of “value-added services, applications and new, high-quality and decent jobs, and of the
number of potential beneficiaries of the value-added services and applications based on
those datasets” [4]. To date, an agreement on six HVD thematic categories was reached
as part ofDirective (EU) 2019/1024 of the European Parliament and of the Council of 20
June 2019 on open data and the re-use of public sector information, according to which
there are thematic data categories of HVD - (1) geospatial, (2) earth observation and
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environment, (3) meteorological, (4) statistics, (5) companies and company ownership,
(6) mobility data that are considered as of high value [4].

Further, a list of specific HVDs and the arrangements for their publication was devel-
oped and made available as “Commission Implementing Regulation (EU) 2023/138 of
21 December 2022 laying down a list of specific high-value datasets and the arrange-
ments for their publication and re-use” [5] that, however, can be seen as seeking for
greater harmonization and interoperability of public sector data and data sharing across
EU countries with reference to specific datasets, their granularity, key attributes, geo-
graphic coverage, requirements for their re-use, including licence (Creative Commons
BY 4.0, any equivalent, or less restrictive open licence), specific format where appro-
priate, frequency of updates and timeliness, availability in machine-readable format,
accessibility via API and bulk download, supported with metadata describing the data
within the scope of the INSPIRE data themes that shall contain specific minimum set
of the required metadata elements, description of the data structure and semantics, the
use of controlled vocabularies and taxonomies (if relevant) etc. In addition, the Seman-
tic Interoperability Community (SEMIC) is constantly hosting webinars on DCAT-AP
(Data Catalogue Vocabulary Application Profile) for HVD to discuss with OGD por-
tal owners, OGD publishers and enthusiasts the best approaches to use DCAT-AP to
describe HVD and ensure their further findability, accessibility, and reusability. In other
words, while it can be seen that progress has been made in this area, an examination
of the above documents reveals that these datasets rather form a list of “mandatory”
or “open by default” datasets, sometimes also referred to as “base” or “core” datasets,
aiming at open data interoperability with a high level of priority and a relatively equal
level of value for most countries, which contributed to the development and promotion
of a more mature open data ecosystem (ODE) and OGD initiative. Thus, our study can
be seen as a response to this call seeking to help countries take these steps.

However, the value of data is known to depend on a perspective such as the user’s
point of view [6], where [7], for instance, highlights the need to consider both the
perspective of the data publisher and the perspective of data re-user when evaluat-
ing the value of data and defining HVD. In addition, the value of data depends on
country-specific aspects, such as geographic location and its specificities, current envi-
ronment, social, economic issues, culture, ethnicity, likelihood of crises and/or catas-
trophes, (under)developed industries/sectors and market specificities, and development
trajectories, i.e., priorities. Depending on the above, more datasets can be recognized as
having high value within a particular country or region [8–10]. For example, meteoro-
logical data describing sea level rise can be of great value in the Netherlands as it has a
strong impact on citizens and businesses as more than 1/3 of the country is below sea
level, however, the same data will be less valuable for less affected to countries, such
as Italy and France [8]. We believe that additional factors such as ongoing smart cities
initiatives, and the Sustainable Development Goals (SDG), the current state of countries
and cities in relation to their implementation and established priorities affect this list as
well.

Therefore, it is important to support the identification of country specific HVD that
will increase user interest by transforming data into innovative solution and services.
Although this fact is recognized by countries and some local and regional efforts, mostly
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undertaken by governments with little support from the scientific and academia commu-
nity, they are mainly faced with problems in the form of delays in their development or
complete failure, or ending up with some set of HVD, but little information about how
this was actually done. These ad-hoc attempts remain closed and not reusable, which is
contrary to both the general OGD philosophy and the HVD-centric philosophy that is
expected to be standardized. Most of them are ex-post or a combination of the ex-ante
and ex-post, making the process of identifying them more resource-intensive, with an
effect only visible after potentially valuable datasets have been discovered, published,
and kept maintained, with the need for further evaluation of their impact, which is a
resource-consuming task. It is also in line with [11], according to which there is no
standardized approach to assisting chief data officers in identifying HVDs, resulting in
a failure in consistent identification and maintenance of HVDs.

Considering the importance of this topic, as well as the very fragmented under-
standing of the topic in the scientific literature and lack of connection between public
administration and academia on this issue, it makes sense to turn to the literature and
summarize what has been conducted so far in this regard. Thus, the objective is to
examine how HVD determination has been reflected in the literature over the years
and what has been found by these studies to date, including the indicators used in them,
involved stakeholders, data-related aspects, and frameworks. This is done by conducting
a Systematic Literature Review (SLR). To achieve the research objective, the following
research questions (RQ) were established:

• (RQ1) how is the value of the open government data perceived/defined? how the
HVD are defined, if this definition differs from the definition introduced in the PSI/OD
Directive? In which contexts has the topic of high-value dataset been investigated
by previous research (e.g., research disciplines, countries)? Are local efforts being
made at the country levels to identify the datasets that provide the most value to
stakeholders of the local open data ecosystem?

• (RQ2) What datasets are considered to be of higher value in terms of data nature,
data type, data format, data dynamism?

• (RQ3) What indicators are used to determine HVD? How can these indicators be
classified and measured? Whether this can be done (semi-)automatically?

• (RQ4) Whether there is a framework for determining country specific HVD? In other
words, is it possible to determine what datasets are of particular value and interest
for their further reuse and value creation, taking into account the specificities of the
country under consideration, e.g., culture, geography, ethnicity, likelihood of crises
and/or catastrophes?

While the results are expected to be of greater interest to public administration and
public agencies to understand which datasets are most in demand with their subsequent
opening (or academia to set the research agenda), the current state of affairs and current
trends in a broader open data ecosystem perspective suggests that these findings can be
of interest to a wider audience, with respect to B2G, C2G and other data governance
models. The results are also expected to form the knowledge base for the framework
for determining HVD, while the validation of indicators identified as part of this study
and derived from government reports will takes place during the workshops with open
(government) data and e-government experts (three editions have already taken place).
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The paper is structured as follows: Sect. 2 provides an overview of the topic, empha-
sizing the importance of HVD, Sect. 3 presents the methodology of this study, Sect. 4
provides the findings/results, Sect. 5 establishes a discussion around the findings, and
provides key conclusions and directions for further research.

2 Background

The practice shows that there is often a mismatch between users’ needs and the oppor-
tunities offered by available datasets [12], where OGD are not relevant to the problems
that users want to solve [13]. In other words, open data is often found to be either super-
ficial or irrelevant to potential users [2]. However, while the use and value of OGD are
often discussed, encouraging data agencies to open their data, governments to support
the opening and maintenance of data, citizens, businesses and other data user groups to
use these data, there are relatively few studies that analyse the actual use and value of
data (and specific dataset), particularly without limiting the scope for a subset of data.
This is due to the complexity of the topic and the underlying general paradigm of the
OGD – freely accessible and freely reusable, i.e., the license allows to reuse data with-
out declaring it in the resulting product or service does, there are a limited number of
indicators and approaches to measure the use and the value of data, especially the value
of an individual dataset, as well as the success of data opening policies.

Those studies that make such an attempt, typically address the use and value of
government data from one of two perspectives - (1) qualitative, (2) quantitative [2]. For
the qualitative perspective,motivations for using data, practices, and experiences of users
to reuse data and create or co-create value are typically the subject of research [2, 12,
14, 15]. For quantitative approach, the reference to quantitative parameters such as the
of views and downloads provided by the OGD portals is related to the use of datasets,
although it is clear that these parameters may indicate some interest in the dataset and
can be used rather as assumptions to draw onto usage trends [2, 16, 17], i.e., the fact
that a dataset has been viewed does not guarantee that it will be actually used, where
even the fact of downloading it is not a guarantee, where its actual reuse transforming it
into the value is the expected end-result. For the latter, in turn, the “value” into which a
dataset has been transformed is also unclear, i.e., whether this transformation will have
either social, economic, or environmental value itself? This makes it very challenging
to estimate the value of existing datasets, not to say about those not yet published.

In 2020, the European Commission attempted to address this issue, by publishing
an “Impact Assessment study on the list of High Value Datasets to be made available by
the Member States under the Open Data Directive” [18]. Based on a literature review
of six thematic categories of HVD, six macro characteristics of potential value derived
from open data were found, which include economic benefits, environmental benefits,
generation of innovative services and innovation (innovation and artificial intelligence),
reuse, improving, strengthening, and supporting public authorities in carrying out their
mission.Multiple categories of value were found for eachmacro characteristic, resulting
in a total of 32 categories of value and 126 possible indicators (both quantitative and
qualitative) to measure this value. However, although it seems to be the longest list of
indicators today, threeworkshops conducted by the authors with e-government andOGD



216 A. Nikiforova et al.

experts found that only a few indicators are sufficiently clear, reasonable, and feasible,
i.e., do not require the collection of supporting data, whose amount and complexity is
higher than of original dataset.

It should also be noted that as a follow-up to the Directive (EU) 2019/1024 and
Commission Implementing Regulation (EU) 2023/138, the Open Data Maturity Re-
port 2022 (ODMR2022) [6] has updated their methodology with a focus on countries’
readiness for HVD and the upcoming European Commission Implementing Act, adding
relevant indicators to all four dimensions it covers (policy, impact, portal, and quality).
These are measured using a questionnaire answered by a representative of the open
data initiative in question, asking about the preparatory measures that countries might
have initiated before the Implementing Act and the actions taken to date. The recent
ODMR2022 [6] also reported that most countries are taking at least some steps to
identify HVD and take related activities, and some of them perform well, but HVD list
identification is based on categories prioritised at EU level, not the actual needs and
interests of countries that can be different.

3 Methodology

To understand howHVD determination has been reflected in the literature over the years
and what has been found by these studies to date, we studied all relevant literature cover-
ing this topic. In order to identify relevant peer-reviewed literature, the SLR was carried
out to form the knowledge base by searching digital libraries covered by Scopus andWeb
of Science (WoS). Given the specificity of the topic, we covered Digital Government
Research library (DGRL) that covers studies related to domains of digital government,
digital governance, and digital democracy.

Keyword-based search was carried out using (“open data” OR “open government
data”) AND (“high-value data*” OR “high value data*”) query, which was applied to
the article title, keywords, and abstract to limit the number of papers to those, where
these objects were primary research objects rather than mentioned in the body, e.g., as
a future work. Only articles in English were considered, while in terms of scope, both
journal articles, conference papers, and chapters were studied. The query resulted in 11
articles in Scopus and 5 in WoS (Fig. 1). After deduplication, 11 articles were found
unique and were further checked for relevance, all of which were found to be relevant
after the first round of evaluation, and one (1) article was excluded from further analysis
as non-eligible. One more study was excluded because we were not able to access the
full text (neither from Digital Libraries, nor from journal or conference proceedings, nor
from ResearchGate). As a result, a total of 9 articles were further examined. Each study
was independently examined by at least two authors.

To attain the objective of our study, the protocol was developed based on [19],
where the information on each study was collected in four (4) categories: (1) descriptive
information, (2) approach- and research design- related information, (3) quality-related
information, (4) HVD determination-related information (Table 1). The data underlying
the study are publicly available on Zenodo - https://zenodo.org/record/8075918 [20].

https://zenodo.org/record/8075918
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Fig. 1. Study selection, assessment, and inclusion (presented using the PRISMA flow diagram).

4 Results from the Systematic Literature Review

4.1 Descriptive and Quality Analysis

As part of the descriptive analysis, we studied the selected studies’ objectives (see
Table 2), the journals and conferences where these studies were published, the years
of publication, the databases through which we found them, how well they were cited
in these digital libraries. Most studies are exploratory and were published between 2012
and 2023. Although neither OGD, nor the importance of the value of data are new top-
ics, scholarly publications dedicated to the topic of HVD are still limited, in contrast to
OGD research in general, particularly considering that we did not apply strict exclusion
criteria and did not limit the period under investigation – only two studies covered the
topic in question in the last three years – [10, 20].

The low number of relevant studies points out the limited body of knowledge on
this topic, thereby making this study unique and constituting a call for action. Papers
mostly come fromEuropewith contributions fromBelgium, Bulgaria, Germany, Greece,
Latvia, the Netherlands, Sweden, Switzerland, although there are several contributions
coming from the United Kingdom, the United States of America, Thailand, India, and
China.

For most studies HVD is a secondary research object (seven (7) out of nine (9)
studies), where their role differs either from an application domain, i.e., a list of already
determined HVD categories and the analysis of the correspondence of datasets provided
by the nationalOGDportal to this list [9, 26], or assessing the impact of available datasets
focusing on a subset of data represented by datasets belonging to HVD [24]. In some
studies, the concept of HVD is referred to more as a buzzword [22, 23, 27], but it is not
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Table 1. The structure of the protocol [adapted from [19]].

Category Metadata Description

Descriptive information Article number A study number, corresponding
to the study number assigned in
an Excel worksheet

Complete reference The complete source information
to refer to the study

Year of publication The year in which the study was
published

Journal article/conference
paper/book chapter

The type of the paper, i.e.,
journal article, conference paper,
or book chapter

DOI/Website A link to the website where the
study can be found

Number of citations The number of citations of the
article in Google Scholar,
Scopus, Web of Science

Availability in OA Availability of an article in the
Open Access

Keywords Keywords of the paper as
indicated by the authors

Relevance for this study What is the relevance level of the
article for this study?
(high/medium/low)

Approach- & research
design-related information

Objective/RQ The research objective/aim,
established research questions

Research method
(including unit of analysis)

The methods used to collect data,
including the unit of analysis
(country, organisation, specific
unit that has been analysed, e.g.,
the number of use-cases, scope of
the SLR etc.)

Contributions The contributions of the study

Method Whether the study uses a
qualitative, quantitative, or mixed
methods approach?

(continued)
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Table 1. (continued)

Category Metadata Description

Availability of the
underlying research data

Whether there is a reference to
the publicly available underlying
research data e.g., transcriptions
of interviews, collected data, or
explanation why these data are
not shared?

Period under investigation Period (or moment) in which the
study was conducted

Use of theory/theoretical
concepts/approaches

Does the study mention any
theory/theoretical
concepts/approaches? If any
theory is mentioned, how is
theory used in the study?

Quality- & relevance- related
information

Quality concerns Whether there are any quality
concerns (e.g., limited
information about the research
methods used)?

Primary research object Is the HVD a primary research
object in the study? (primary -
the paper is focused on the HVD
determination, secondary -
mentioned but not studied (e.g.,
part of discussion, future work
etc.))

HVD determination-related
information

HVD definition and type of
value

How is the HVD defined in the
article and/or any other
equivalent term?

HVD indicators What are the indicators to
identify HVD? How were they
identified? (components &
relationships, “input - > output”)

A framework for HVD
determination

Is there a framework presented
for HVD identification? What
components does it consist of
and what are the relationships
between these components?
(detailed description)

Stakeholders and their roles What stakeholders or actors does
HVD determination involve?
What are their roles?

(continued)
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Table 1. (continued)

Category Metadata Description

Data What data do HVD cover?

Level (if relevant) What is the level of the HVD
determination covered in the
article? (e.g., city, regional,
national, international)

given enough attention, only emphasizing their importance, including their key role for
the sustainability of OGD initiative.

Only two (2) studies openly shared the underlying research data – [10, 20], despite
not only a growing trend towards open sharing of research data as a good open science
practice, but also compliance with the general OGD philosophy and the postulated
importance of their re-usability and re-use with another study that provided the reference
to the data but whose maintenance was stopped and the data are no longer available. As
for those studies that provided an underlying data, it should be mentioned that respective
studies were published between 2021 and 2023, which can be argued as related to the
growing popularity of open science and OGD as more than data, i.e., rather a philosophy
and the mindset that needs to be changed as part of this movement.

For the quality analysis of the articles covered, the research design was mostly
appropriate, while several studies were lacking information on approach.

4.2 Content Analysis

The Definition of HVD. Four (4) of nine (9) articles provide a clear definition of
what is meant by HVD in each study, and two (2) more studies, where the definition is
indirect, but at least a rough definition of such can be extracted. Nikiforova [10] uses
the definition proposed in the Open Data Directive (EU) 2019/1024. Utamachant and
Anutariya [9] uses the “local” definition of HVD given by the Electronic Government
Agency of Thailand (EGA). Wang et al. [25] suggests a high-level definition, according
to which HVD are “data that meet the actual needs”. This is somewhat similar to two
(2) other studies that limit the definition of HVD to the domain they belong to, i.e., [26]
limits HVD to business data only, while Zsarnóczay et al. [20] define them as critical
datasets for their work, especially those with greater granularity and spatial extent, with
the potential for re-use limited to disaster recovery planning. Stuermer and Dapp [24],
while not defining HVD, refer to specific data categories as defined in the G8 Open
Data Charter. Alternatively, Shadbolt et al. [22] does not provide a definition of HVD,
but instead postulates that understanding of HVD will be missing until existing data is
available in a linked data web (LDW), which will help understand the demand side and
collect relevant feedback for local, regional, and national levels.

Since some studies have focused more on data-related aspects, let us refer to them.
Five (5) studies reflected on HVD as data categories or specific datasets (Table 3). Two
(2) of them refer to classifications such as the 14 categories of the G8 Open Data Charter
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Table 2. Overview of studies included in our systematic literature review.

Reference Study Objective Primary research?

[22] To develop an EnAKTing-based integrated account
of how to bring OGD into the linked-data Web
(LDW)

secondary

[23] To develop an understanding of the various kinds of
technical, administrative & regulatory challenges
faced by government agencies in India while trying
to release their datasets in open domain

secondary

[9] To comprehensively analyse the currently available
HVDs (in Thailand) in various aspects, including
their domain coverage, data attributes and
categorization, and intrinsic data qualities

primary

[24] To develop a framework to assess the impact of
releasing open data by applying the Social Return
on Investment (SROI) approach

secondary

[25] To summarize the data value evaluation methods of
scientific and technological information in the
open-source environment

secondary

[26] To build a bridge between linked data research and
new potential adopters of the technology by
providing a stepwise introduction on how to move
from basic business data described in various
formats housed in government registries towards
linked OGD

secondary

[27] To develop a comprehensive understanding of the
challenges faced by government agencies with
specific focus on India while trying to release their
datasets in open domain

secondary

[20] To prioritize research questions and identify
community needs for data and computational
simulation capabilities to foster the development of
robust tools to simulate the impact of natural
hazards on structures, lifelines, and communities

n/a (domain-specific HVD)

[10] To identify the current value of the OGD and their
compliance with the term of HVD in users’ view,
identifying the most valuable areas and datasets for
Latvian citizens and businesses (SME)

primary

[24], the nine (9) HVD categories defined by the EGA [9], while [20] uses a list of
six (6) HVD data categories defined by the OD Directive to design a questionnaire for
citizens and SMEs to identify HVD from their point of view, coming up with nine (9)
categories that were named as HVDs by respondents in addition to the OD Directive
(some of which are rather subsets of these categories). Following a similar survey and
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consultation approach, [20] does not use any predefined classification, identified four
(4) HVD categories with 12 subcategories for the area of disaster recovery planning.

Table 3. Overview of data categories and datasets recognized as HVD

Ref. Data categories or datasets

[9] 9 HVD data categories defined by EGA
(1) Politics and government, (2) government budget and spendings, (3) economic,

financial and industry, (4) public healthcare, (5) law, justice and crime, (6) social and
welfare, (7) agriculture and irrigation, (8) art, culture and religion, (9) ICT and
communication; 22 datasets out of more than 1000

[22] 14 HVD categories defined by the G8 Open Data Charter
(1) Companies, (2) Crime and Justice, (3) earth observations, (4) education, (5) energy

and environment, (6) finance and contracts, (7) geospatial, (8) global development,
(9) Government Accountability and Democracy, (10) Health, (11) Science and
Research, (12) Statistics, (13) Social mobility and welfare, (14) Transport and
Infrastructure

[26] 1 pre-defined category - business data, e.g., basic data about a company (e.g., legal
name, address, representative, establishment date and company type), company
identifiers and annual balance sheets. Authoritative data, LOGD

[20] 4 categories (12 subcategories) defined by respondents
(1) Buildings; (2) Households, Businesses, and Services; (3) Recovery; (4) Hazard

[10] 6 HVD categories defined by the OD Directive
(1) geospatial data, (2) earth observation and environment, (3) meteorological, (4)

statistics, (5) companies and company ownership, (6) mobility;
9 categories defined by the respondents
(1) medical and health data, (2) detailed tourism data on regions, (3) transport data, (4)

data on the suitability of transport and places for people with disabilities, (5) data on
streets and traffic lights, (6) data on radiation and noise levels, (7) data on physical
and mental health of people, (8) data on social media (e.g., hash tags, fake news,
data leaks), (9) sensor data

An analysis of the literature as well as prior work in this area allows us to group
these data-related aspects into (1) data categories, (2) specific datasets, (3) data type, (4)
data dynamism. For the latter groups, they can be seen in part as prerequisites for being
considered truly valuable and potentially reusable, mentioning the need for increased
interoperability, including providing these data in LOGD (Linked Open Government
Data) form (the importance of RDF andLOGD is emphasized in [22, 26]). In other cases,
it refers to certain features that today make data more prospective for transforming into
value-adding products and services, with geospatial data, real-time data and sensor-
generated data being predominantly mentioned. Otherwise, some studies, especially
more recent ones, are increasingly mentioning datasets that are related to or share the
same values as Sustainable Development Goals, the concept of Smart Cities, where both
data generated as part of their operation and data that can potentially contribute to the
development andmaintenance of a smart city are seen as HVD.And yet another category
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that, though not so often mentioned now, certainly deserves attention, is the emphasis
placed by several studies on data that can be seen as citizen-generated.

It should be emphasized that although most studies we have reviewed are of national
level conducted in Latvia, Greece, Thailand, India, UK, USA, only two of them actually
focus on country-specific HVD, namely Latvia [10] and Thailand [9], where the second
rather evaluates the list of datasets denoted asHVDon theOGDportal,while [21] focuses
on the determination of HVD in a specific domain. This means that determination of
country specific HVDs in the scientific literature is very underrepresented.

Otherwise, the vast majority of research perceive HVD as data that will be of interest
to be re-used, where the type of value created by this re-use may differ, as well as
the beneficiary (business, citizen, government, or both). Thus, let us now discuss what
stakeholders and actors these studies cover or consider important.

Which Stakeholders Does HVD Determination Involve? Most studies mention gen-
eral ODE stakeholders, with only a few focused on those related to the definition of
HVD. More precisely, Nikiforova [10] conducts a survey of Latvian (a) citizens/society
(individuals) and (b) businesses, in particular small andmedium-sized enterprises (SME)
since the definition of HVD should take into account the experience of industry reusers,
who are characterized by a deeper understanding of this “value”, knowing what kind
of data may be needed for a particular application. Zsarnóczay et al. [20], conduct the
workshops with researchers, developers, and practitioners with expertise in the domain
they study, i.e., earthquake, coastal, and wind hazards from engineering, planning, data
sciences, and social science, some of whom are also data providers. Their rationale is
similar to the above, i.e., the input should be obtained from real users, considering their
needs and, as a result having a demand to be reused (corresponds to [7, 28]).

Utamachant and Anutariya [9], who, however, assess the compliance of already
published HVD to their perception of HVD, while mentioning that the European data
portal recommends that two different points of view be considered when identifying
HVD – the data provider and the data re-user, does not follow this recommendation.
They argue that OGD public participation in Thailand is still at an immature stage and
determining a community data demands is almost impossible, leading to the need to use
an alternative approach to identifyHVDby referring to theworld standards, such as those
defined by Government Open Data Index (GODI) and Open Data Barometer (ODB),
with further examination of the list by the domain experts, who evaluate the impact
of these datasets and readiness for their opening. This, i.e., immaturity of community
engagement, should be highlighted as a barrier not only to the HVD determination, but
to the overall success of a healthy and sustainable OGD ecosystem. Similarly, Shadbolt
et al. [22] argue that OGD is not a rigid government IT specification – it requires a
productive dialogue between data providers, users, and developers, where a “perpetual
beta” should be expected, in which best practice, technical development, innovative use
of data, and citizen-centric policies come together to drive data release programs.

As regards the general ODE stakeholders these studies mention, which is not surpris-
ing considering that they are all ultimately part of the HVD publishing process, while
those listed above are seen the ones who should identify them as potential reusers. [10]
also pointed out that the literature suggests that determining the value of a particular
dataset is a very complex and multi-perspective task, when the data provider, who tends
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to have data usage statistics such as views, downloads and number of showcases/use-
cases/re-uses seen as one of the popular and most widely used HVD indicators [7, 8,
16], plays a critical role, which is also because there are different views on who should
benefit from HVD and an impact they create, i.e., HVD value beneficiary.

Otherwise, two general categories of OGD stakeholders are (1) data producers, also
called data publishers, data providers, data suppliers, who in the traditional OGD
ecosystem are government and public agencies, and (2) data consumers, also called
data users, reusers, who can be then broken down into smaller groups such as citizens,
society, NGO, developers/innovators, entrepreneurs, business and SME in particu-
lar, start-ups,media, data journalists, researchers/scientists/academic community,
domain experts, private and public sector etc. Government and public agencies should
also be considered policy makers, and, more importantly, OGD users, while the rapid
changes of the OGD ecosystem suggest that all those listed as data users may also act as
data providers, thereby more frequently viewing the OGD ecosystem as a combination
of various data governance models that are no longer limited to G2C or G2B, with B2G,
C2G becoming increasingly popular as an integral part of the OGD ecosystem rather
than an independent, or at least the need for these changes is postulated.

HVD Determination: Indicators and a Framework. As mentioned before only two
(2) (and partly [20]) studies address HVD as a primary topic, and even fewer studies
focusing on the process of determining HVD. However, we should mention that while
the above represents the so-called “ex ante” approach, some studies, on the contrary,
refer to what is called “ex post”, i.e., proposing methods along with indicators for mea-
suring actual impact and value of data. Although they make little contribution to the
determination of HVD, they can be seen as an asset in the process of opening and main-
taining HVD. In other words, the data are expected not only become publicly available
in an open data format, but their actual impact and value must also be measured. These
outputs, in turn, may provide some insight into the determination of the next set of HVD,
based on public interest in a given category of data or, in contrast to very low reuse rates,
although there is evidence that a particular topic of data is in a great demand.

In more detail, given the impossibility of reaching the wider community in Thailand,
[9] takes an alternative approach that we would rather define as verification of the HVD
datasets determined by their OGD portal. The study proposes an approach to identify
HVDs among already published datasets. To this end, they map the datasets denoted as
HVD to theGovernmentOpenData Index (GODI) andOpenDataBarometer (ODB) data
categories,which are thenfiltered using theUKNational Information Infrastructure (NII)
datasets, which are then processed by domain experts. Initially, Corruption Perception
Index (CPI) was also used along GODI and ODB.

Shadbolt et al. [22], however, consider that such a proposal would only be possible
when LDW is ensured, which would help to identify HVD. However, there is no clear
idea of how exactly this is supposed to be then done. Stuermer and Dapp [24] proposes a
SROI-based (Social return on investment) framework to evaluate the impact of already
published datasets. It consists of four (4) values adapted to the given context, namely:
(1) input - resources such as native data, money, people, infrastructure, equipment, (2)
output - tangible deliverables/directly controllable results, i.e., setup and operation of
an open data portal with metadata, updated content, open format etc., (3) outcome -
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all direct and indirect consequences of certain output actions of open data users, incl.
Hackathons, apps, new firms, data linking, research etc., and (4) impact – the outcome
adjusted for the effects that would have occurred without the intervention, i.e., actually
caused by releasing the data-value-creating consequences. These four values are linked
to 14 HVD categories of the G8 Open Data Charter to create a matrix of open data
examples, activities, and impacts in each data category. This can be seen as a possible
asset in determining the potential of the HVD under consideration.

Wang et al. [25] do not provide a framework, but summarize the knowledge found
in literature, according to which two (2) methods are used to evaluate the OGD value,
where one is based on a top-down macroeconomic method and the other is based on
a bottom-up microeconomic method. A top-down macro-economic approach evaluates
the total value of various industries that use OGD as an investment and shows the total
value of OGD to the economy. The bottom-up microeconomic approach is concerned
with analysing the productivity of OGD, taking into account the inputs and outputs of
individuals and companies when using government data.

Varytimou et al. [26] suggests that the indicator to be used is a high potential for
reuse in national and cross-border settings. However, they do not suggest how this high
reuse potential can be determined. [20], however, considers that the most appropriate
approach is to survey or interview actual real users and data providers, which, however,
given the fact that the study is carried out in predefined settings (domain), where the
stakeholders are more likely known being also less in nature, is easier than for the whole
OGD, where the data users are generally difficult to identify.

Similarly, [10] also does not come upwith a framework but believes that consultation
with different stakeholder groups should be a mandatory component, where the perspec-
tives of different stakeholder groups should be considered separately, since the value that
the OGD brings to them may also differ, i.e., more economic, and entrepreneurial for
SMEs and rather social and environmental for citizens. Also, for user groups such as
citizens, the author suggests grouping them based on their level of familiarity with OGD
and behaviour patterns to reduce the level of noise in the collected data, although con-
sidering those who have only used OGD a few times or even never, and those, who
are experienced users. The results, however, are subject to interpretation, where it is
important to understand what exactly refers to the data and their value, and what – to
other ODE components. To structure the survey the author used the six (6) key HVD
thematic categories defined in the OD Directive (the list of datasets was not developed
at that point), along with the data categories on the national OGD portal, which are
evaluated for relevance, after which, when some knowledge base is created, respondents
are invited to suggest their own categories, and, more importantly, specify the datasets
they consider to be HVD, with further re-evaluation of their interest in OGD, if these
datasets are made available. This was considered as the first step towards developing
a framework, and the next phase of the analysis was expected to take place with the
OGD data re-users, i.e., those who indicated themselves as re-users in the first phase and
agreed to be contacted – no other approach is possible in Latvia, where OGD reuse is
not monitored. This was expected to be then combined with other approaches found in
the literature, incl. Downloads statistics (if the holders of the Latvia Open Data Portal
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have these data since the portal user interface does not have this data), to ensure more
complete analysis of possible indicators to be then.

The findings of the SLR and components associated with HVD determination are
summarized in Fig. 2, covering those HVD determination-related features we identi-
fied in the literature. Identified approaches and determinants in particular can also be
divided into those of more qualitative nature and quantitative. In other words, some
indicators/determinants can be used to quantify the value/potential interest in the dataset
in question, while some of them are very qualitative in nature (e.g., citizens awareness
of an environmental issue, which, although can be somehow quantified, is still rather
qualitative).

Depending on the source of these determinants, i.e., the input data that will be used
to determine them, they can also be divided into internal – those that imply from the data
the data publisher have, the owner of national open government data portal owner (e.g.,
Google Analytics, log files of the portal etc.), and external – where the involvement of
external actors or stakeholders (both people and systems) becomes necessary to obtain
the input that subsequently transforms into an understanding of potential HVDs or serves
as part of the basis for such decision-making.

Fig. 2. Conceptualization of the reviewed literature around theHVDconcept (for better resolution
see - https://zenodo.org/record/8075918 [21]).

We also believe that regardless of the above category, indicators can be divided
into those that can be measured by quantifying this “value”, and those that cannot.
However, most indicators found in the literature and Deloitte report [18], are neither
measurable, nor SMART (Specific,Measurable, Achievable, Relevant, Time-bound),
which is contrary to our expectation for the identification of such indicators. What
is also important to keep in mind is that the determination of HVD is not a one-time
event, but a continuous process in which not only the opening/publishing and subsequent
ongoing maintenance of not only the open dataset, but the entire HVD determination
process as whole is expected. Thus, we can think of the HVD determination process
as a lifecycle similar to the Deming, also PDCA cycle (plan-do-check-act) or define-
measure-analyse-improve-control also known as phases of Lean Six Sigma, [29] which
consists of at least: identification of a list of potential HVDs, considering the current
data supply and stakeholders’ needs, including an analysis of the possibilities of opening
HVD, opening/publishing HVD, evaluation of an impact of a HVD in comparison with
the expected, possibly considering price-to-value ratio, take a decision on the need for
adjustments.

https://zenodo.org/record/8075918
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5 Conclusions and Future Work

Theobjective of this studywas to examine how theHVDdetermination has been reflected
in the literature over the years and what has been found by these studies to date. After
we looked at how the high-value datasets are defined and whether there are local efforts
at the country levels to identify datasets that provide the most value to stakeholders
in the local open data ecosystem (RQ1), we explored which datasets are considered
more valuable in terms of the nature, the type and format, and the dynamism of the data
that we identified as the dominant characteristics of HVD (RQ2), we examined what
indicators are used to determine HVD and how they can be classified and measured
(RQ3), and also analysed whether there are frameworks for identifying country-specific
HVD to determine which datasets are of particular value and interest for further reuse
and value creation, taking into account the specificities of the country in questions, such
as culture, geography, ethnicity, likelihood of crises and/or disasters, (under)developed
sectors and market specificities (RQ4).

Our SLR leads us to conclude that this topic is very underrepresented in the liter-
ature, making this study unique. The claim that there is no standardized approach to
assisting chief data officers in identifying HVDs has been supported, and a clear lack
of conceptualizations for identifying HVD and systematic oversight, where the worlds
of “practice” and “academia/research” are highly disconnected, has been identified. The
findings of this study are expected to help public administration and government agencies
understand which datasets are most in demand with their subsequent opening, as well
as the academic community to set the research agenda, where our study and its findings
constitute a call for action. The future work will cover examination of publicly available
approaches taken by governments, extracting the indicators they use, and assessing their
reliability, as well as SMARTness, which would be preferable option that will reduce the
overall complexity of the HVD management (determination and maintenance) process.
At the same time, it is clear that it is not always the case that non-SMART indicators are
not suitable for determining HVDs. Thus, while having as a long-term objective HVD
determination framework that would be based solely on SMART indicators, it is clear
that theymay predominate, but cannot be the only set of indicators used. This, alongwith
the input we received from a series of international workshops with open (government)
data experts, covering more indicators and approaches found to be used in practice [30],
could enrich the common understanding of the goal, thereby contributing to the next
open data wave [31].
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Abstract. Open Government Data (OGD) pose that public organisa-
tions should freely share data for anyone to reuse without restrictions.
However, the rawness of this data proves to be a challenge for data or
information seekers. OGD-based solutions, such as interactive maps and
dashboards, could help seekers overcome this difficulty and use OGD
to satisfy needs, helping them to work effectively, solve problems, or
pursue hobbies. However, there are several challenges that need to be
considered when designing solutions, such as seekers wanting to solve
problems rather than consuming information and aiming for quick wins
over quality. Previous research has classified OGD solutions, focusing on
general concepts. The next step is to reveal helpful patterns in OGD
solutions, helping seekers. This paper presents a taxonomy with 24 crite-
ria to classify these patterns. It was tested on 40 OGD solutions, and the
resulting classifications were grouped in a cluster analysis, identifying
16 key criteria and 6 clusters. The clusters are (1) simple-personalised,
(2) proactive multi-visual, (3) lightly-facilitated exploration, (4) facili-
tated data-management, (5) facilitated information exploration, and (6)
horizon solutions. One unexpected finding is that helpful patterns do not
cluster following themes, types, or purposes of solutions. Another finding
is that the importance of key criteria varies between the clusters.

Keywords: Open Government Data · solution · taxonomy ·
classification · cluster analysis · information behaviour

1 Introduction

Open Government Data (OGD) pose that data from public organisations should
be made freely available for anyone to reuse. These data need to be used to unlock
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benefits [19] or risk being a costly burden [14]. The potential benefits of OGD
include improvements in accountability, value creation, and service development
[29]. People who could gain from these benefits are seekers who utilise data or
information (content) in their everyday life [30] to satisfy various needs [5]. OGD
is most often made available through online portals in raw formats such as CSV.
The rawness of OGD can make them difficult to use for any meaningful purpose
[35]. Therefore, OGD solutions (e.g., interactive maps and dashboards) have a
key part in helping seekers understand and act on OGD [16]. Help means to
make it possible or easier for someone by doing part of the work or by providing,
for example, advice or support [33]. OGD solutions could help seekers work
effectively, solve problems, or pursue hobbies [25]. However, a challenge is to
design solutions to help seekers who tend to prioritise ease of access and use
over quality, aim for quick wins, and can find it difficult to express their needs,
asking for the wrong content [3,8,25]. Consequently, it is important to consider
seekers when designing OGD solutions [25,27].

Previous OGD research has attempted to classify OGD solutions to under-
stand reuse. For example, by their ability to transform data into information
[6], as services along criteria like data, themes, and topics [9], and by domain
and features [20]. Janssen and Zuiderwijk [17] analysed solutions from a business
model perspective with a focus on the source of value and Crusoe [5] identified 23
ways OGD solutions may help seekers. These classifications provide general ideas
about the possibilities of solutions being helpful for seekers but open questions
about how this helpfulness has been achieved in the design of OGD solutions.
As a result, it is time to take the next step to reveal possibly helpful patterns in
the design of OGD solutions. We define a helpful pattern as the combination
of help provided by a solution for a seeker. A helpful pattern could be that a
solution acquires, filters, and visualises data for a seeker [see 10].

The paper’s objective is to construct a taxonomy (a classification of empirical
entities [2]) for helpful patterns in the design of OGD solutions. Hunke et al. [15]
explain that a taxonomy can be used to design new solutions by revealing their
“anatomy” and key features or properties. Rizk et al. [28] add that a taxonomy
can bring understanding to key aspects of utilising data in the design and delivery
of solutions. As criteria, our taxonomy must cover the seekers’ needing, seeking,
using, and distributing of content [5] and be able to classify a broad range of
OGD solutions [e.g., 6,17]. We started the research by synthesising a tentative
taxonomy from previous research, which was then refined through iterations of
classifying 40 OGD solutions. The research ended with a cluster analysis of these
solutions, helping to test the taxonomy and identify clusters of helpful patterns
and key criteria. This paper contributes towards explaining how OGD solutions
can be designed to be helpful for seekers, and as such realise benefits through
the satisfaction of needs.

2 Related Works

In their daily non-professional life, seekers frequently encounter problems that
they solve by seeking information related to, e.g., healthcare or hobbies.
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According to Savolainen [30], the behaviour undertaken to solve these problems
comprises three steps.

First, the evaluation of the importance of the problem. Second, the selection
of content sources, such as people, libraries, and digital solutions [32]. Recently,
the potential of OGD as a content source has been studied in the context of
seekers’ everyday life [18]. However, the rawness of OGD makes it hard to directly
use to solve a problem, which is a challenge for seekers. As a result, solutions
based on OGD are being developed to help seekers. Third, the seekers seek
orienting and practical content, which can, for example, be done through active
seeking, active scanning, non-directed monitoring, and by proxy [23]. This paper
focuses on OGD solutions as a content source, emphasising the third step of [30],
namely how OGD solutions help seekers seek information. As a result, we want to
understand the design of OGD solutions in relation to seekers. Previous research
has classified OGD solutions from three broad perspectives: (1) provision, (2)
solution, and (3) usage.

The provision perspective focuses on actors as providers of solutions in some
contexts. Gebka and Castiaux [11] have identified roles taken by public organi-
sations, projecting expected roles onto the seekers. The classification of Davies
[6] grouped solutions as the ability to transform data into facts, data, informa-
tion, interfaces, and services. Janssen and Zuiderwijk [17] viewed solutions from
a business model perspective, classifying them as single-purpose, interactive,
information aggregators, comparison models, repositories, and service platforms.
Azkan et al. [1] covered several criteria, such as main value, data types, and pay-
ment mode. Similarly, Paukstadt et al. [26] provided criteria like payment mode,
pricing model, and value proposition.

The solution perspective has its focus on describing solutions. Foulonneau et
al. [9] arranged solutions following criteria like data, themes, and topics. Mainka
et al. [20] covered, for example, features and type. Hunke et al. [15] included cri-
teria, such as data generator, data target, and analytic type. On the other hand,
Rizk et al. [28] used criteria like data acquisition mechanisms, data exploitation,
and insights utilisation. They identified three solution groups: distributed ana-
lytic intermediaries, visual data-driven services, and analytic-embedded services.
Shneiderman [31] understands criteria as tasks solutions can help seekers with,
such as giving an overview of, zooming in on, and filtering content.

The usage perspective approaches solutions from the view of seekers. Virkar
et al. [34] classified seekers’ usage of legal information solutions, which can be to
compare laws and follow legal developments. Crusoe [5] conceptualised solutions
following four behaviours of seekers: needing, seeking, using, and distributing
content. A solution can help seekers encounter needed content, but also formu-
late their needs (needing). It can also help them find or discover content (seeking)
while making it easier to understand by representing data, supporting interpre-
tations or adapting its help (using). The solution can enable seekers to share or
spread content (distributing). However, previous classifications of OGD solutions
do not explain how functions and properties can be combined into helpful pat-
terns to help seekers satisfy their needs for content. It can, as such, be difficult
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to construct complete designs for OGD solutions and explain how these designs
can satisfy seekers’ needs.

3 Research Approach

This research constructed a taxonomy for helpful patterns in the design of OGD
solutions. It followed a qualitative artefact study using a qualitative approach
[12]. An artefact study generates empirical material about solutions’ functions
and properties but provides limited information about whether they produce
desired results for seekers [12]. However, a qualitative approach gives a deeper
understanding of the solutions [24], helping to refine the taxonomy, which is our
motivation for following this approach. The taxonomy is made for constructed
types, a set of criteria with empirical reference that serve as the basis for compar-
ison of empirical cases [2]. These criteria were the reasons for grouping solutions
[21], referring to their functions and properties. We decided to use binary criteria
for whether a pattern had a certain help or not. It made the taxonomy possess
more criteria but allowed for freer identification of patterns and a reduction in
interactive complexity among criteria. This choice also enabled the calculation of
objective similarity levels between the helpful patterns [2]. This research followed
four steps, iterating between the second and the third: (1) construct an initial
taxonomy, (2) select OGD solutions, (3) classify solutions and refine the taxon-
omy, and (4) test the taxonomy with cluster analysis. The iterations aimed for
saturation in the construction of the taxonomy, meaning further data collection
no longer sparked new insights nor revealed new criteria [4].

First, we discussed previous research that could help to construct a taxonomy
based on previous knowledge. We decided to start by synthesising previous work
from multiple fields (e.g., Human-Computer Interaction, Information Behavior,
Open Government Data), using [23,30,31], and [5]. Individually, researchers cre-
ated a conceptual map of how concepts and previous research could be related,
which was discussed among them afterwards. The discussion resulted in a ten-
tative list of 25 criteria. Each criterion was named and provided with inclusion
criteria and examples. If necessary, exclusion criteria were formulated. Further-
more, a conceptual tree diagram was created to support the classification pro-
cess. At the centre was a general question (i.e., How is the pattern helping the
seeker?), which was then divided into more specific questions with the leaves
as the criteria. A researcher could follow and answer these questions to iden-
tify applicable criteria. When classifying a solution, colouring the leaves gave an
overview of the solution’s helpful pattern.

Second, we retrieved a list of 74 solutions identified in [5], enabling us to
test the conceptualisation of [5] and provide new insights into previously studied
solutions. We chose this list since it was easily accessible and known to con-
tain relevant solutions. Following purposive sampling [7], we started with the
solutions presented as good examples, believing them to be easy to classify and
have clear helpful patterns. Then, we selected solutions based on the perceived
ability to be a negative case or verification, helping to refine the taxonomy. How-
ever, some solutions were no longer active, as such we attempted to access them
through the Wayback Machine, bringing back six solutions.

https://doi.org/10.5281/zenodo.7783881
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Third, the classification started with a small set of agreed solutions. Individ-
ually, we classified these solutions using the criteria list and the conceptual tree
diagram. We tested each solution, classifying a helpful pattern. We discussed our
classifications and underlying reasons, refining the taxonomy and correcting any
errors. This step started with classifying a few solutions in quick iterations, allow-
ing for rapid refinement of the taxonomy. When the taxonomy became stable, we
increased the number of solutions to classify within one iteration. We reached sat-
uration once 40 solutions had been classified. The taxonomy reduced analytical
drift and the sharing of classifications allowed for cross-checking, contributing to
research reliability [4]. The discussions of the taxonomy and classifications allowed
reflexivity for the researchers, contributing to research validity [22]. At the end of
this step, 40 helpful patterns had been classified with a taxonomy of 24 criteria.
11 criteria differed from the tentative taxonomy from the first step.

Fourth, we used cluster analysis to test the taxonomy, aiming to cluster solu-
tions into homogeneous groups based on similarities in their helpful patterns [2].
It is important that criteria help us to group and differentiate between solu-
tions [2,21]. The intent is to minimise differences between solutions within a
group while maximising differences between groups [2]. Following this reasoning,
we started this step by removing any criteria that we considered too common
or uncommon amongst the helpful patterns, as they do not help us differentiate
between solutions. We used subjective thresholds of 0.2 and 0.8 (i.e., correspond-
ing to 20% and 80% of classified solutions having a given help), identifying 16 of
24 criteria as key. We applied Gower and Legendres’ S9 method to calculate a
distance matrix for the criteria, as it is made for binary data and provides high
resolution [13]. We then applied divisive cluster analysis [2], which results were
visualised as a dendrogram, helping us to determine a cluster number of 6. A
cluster represents a group of solutions with similar helpful patterns. In order
to interpret the clusters, we created a heatmap to represent the proportion of
criteria amongst these clusters. Each tile in the heatmap presents the proportion
of help for a given cluster. We removed any tile with a value between 0.2 and 0.8
to highlight similarities and differences of the clusters, clarifying any particular-
ities. We then studied the helpful patterns and clusters. If any group contained
an odd or puzzling combination of solutions, we revisited the classifications and
verified them, helping to reduce errors further. This approach to taxonomy con-
struction has helped to validate the final taxonomy, as it has been tested on a
heterogeneous sample of OGD solutions by two researchers.

4 Results

4.1 A Taxonomy for OGD Solutions

The taxonomy comprises 24 criteria and is presented in Table 1 and 2. For each
criterion, the definition, examples, the proportion of the 40 classified solutions
checking the criteria, and whether it is selected as key or not are indicated. The
key criteria are those with a proportion between 0.2 and 0.8. There are 16 key
criteria, representing meaningful similarities and differences.
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Table 1. Criteria for the taxonomy of helpful patterns. For each criterion, the def-
inition, examples, proportion of the 40 classified solutions checking the criteria, and
whether it is selected as key or not are indicated (Part 1, continued in Table 2).

Criteria and examples Proport. Key

N
E
E
D
IN

G E
N
C
O
U
N
T
E
R

Setup – Proactive encounters where data or its presentation has an
initial structure upon arrival. For example: start by presenting data for
a given year or how data is grouped before the user

0.550 �

Suggest – The solution suggests content to the seeker. For example:
Top rankings, alternatives, recent content, and “read more here”-links 0.525 �

Reveal – Proactive encounters as highlights or conclusions of data. The
solution conveys to the seeker an interpretation of the data. For example:
articles, blog posts, or content panels

0.375 �

F
O
R
M

U
L
A
T
E

Nudge – The seeker is nudged towards certain actions. Not instruc-
tions nor manuals. For example: “Click on a country” or search field
with example keywords. It can also be more subtle like a label to explain
what type of content to input

0.375 �

Answer – Presents a question that the pattern aims to answer. It can
be intertwined with navigational structures. For example: “What energy
do we produce in the EU?” answered with text, statistics, and diagrams

0.175

S
E
E
K
IN

G

Border – The seeker can draw borders between all content and some
content through simple keywords, categories, or parameters. Go beyond
predefined divisions. For example: dashboards and filters

0.950

Sift – The seeker has access to all or most of the data. For example: a
list of data that can be scrolled or various categories with data 0.775 �

Detail – The seeker can request more information about some content
amongst other content. It is not clicking on items in a search result list.
For example: interactive map where locations can be selected to show
some of its information

0.750 �

Herd – Data are stored in several datasets, which can be connected to
the navigational structure. The seeker manages content as buckets or
groups, which can come in categorical hierarchies. The seeker can make
clear distinctions and selections between datasets. For example: open
data portals or interactive maps with data inventories

0.750 �

Pull – Data are pulled out from a “black box” using various functions.
It is not a filter functionality, rather the seeker does not know the large
dataset behind the presented data. For example: search bar, showing
results

0.500 �

Traverse – The seeker traverses the relationships within the content.
Content is similar to a web, network, or layers of aggregation. Data
within dataset(s) can follow a hierarchical structure. It is possible that
several datasets are combined to produce this effect. It is not tagged data.
For example: animal taxonomies/typologies, some aggregated statistics,
politicians and their parties within a governing body

0.400 �
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Table 2. Criteria for the taxonomy of helpful patterns. For each criterion, the def-
inition, examples, proportion of the 40 classified solutions checking the criteria, and
whether it is selected as key or not are indicated (part 2).

Criteria and examples Proport. Key

U
S
IN

G

R
E
P
R
E
S
E
N
T

Facts – The content presents facts and information to the user. For
example: tables and summary numbers 1.000

Comparative – The content makes similarities or differences clearly
visible. For example: bar charts and map charts 0.825

Relative – Content reveals relations, occurrences, densities, relativities,
or concentrations. For example: interactive maps, word clouds, or heat
maps

0.625 �

Movement – The content highlights the transfers of data between nodes
or changes in data over time. For example: Sankey diagrams, line charts,
or animations

0.525 �

S
U
P
P
O
R
T

Clarify – Explanations and descriptions of content, easing the under-
standability. For example: change language, colours to highlight weight
or importance, explanations of terminology or patterns, or about pages

0.950

Facilitate – Make social communication or community building possible
or easier. Clear socio-technical purpose. It can be donations, but not pure
contact information to developers without a clear purpose. For example:
forums or contact information to politicians

0.750 �

Elucidate – Makes the content clearer, enabling the drawing of different
conclusions from the same content. For example: side-by-side visualisa-
tions of the same data and map layers

0.350 �

A
D
A
P
T

Personalise – Personalise the offered help by changing content or pro-
viding personalised content. Add customisation to the offered help. For
example: drawing tools, measuring tools, or asking for notification on
changes in content, put items in a basket

0.400 �

Acquire – The seeker can upload or request content. For example:
upload map layers or request evaluation of products 0.175

Record – The actions of the seeker can be undone, replayed, or viewed.
A history is kept of the seeker’s actions. A seeker could save states. For
example: button to undo the last action

0.125

D
IS

T
R
IB

. Extract – The content can be extracted from the solutions. For example:
download a visualisation or underlying data; or print a map 0.825

Refer – The seeker can refer to specific content, which is still part of
the solution. For example: share a link to it or over social media 0.675 �

Embed – Other solutions can embed the solution’s content. For exam-
ple: iframes or API 0.300 �
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4.2 Divisive Cluster Analysis

Only the 16 key criteria were used in the divisive cluster analysis. In total, the
analysis returned 6 clusters represented as a dendogram in Fig. 1. It visualises
the distances between helpful patterns based on their similarities and differences.
Solutions belonging to the same cluster present similarities in their helpful pat-
terns and are coloured alike. Cluster 1 (colored in red) groups 6 solutions. Cluster
2 (chartreuse) has 7 solutions, Cluster 3 (salmon) has 4, Cluster 4 (blue) is the
most populated cluster with 12 solutions, Cluster 5 (purple) has 4, and Cluster
6 (orange) has 7. Table 3 lists the 40 classified solutions sorted by cluster and
the checked criteria for each.

Fig. 1. Dendrogram resulting from the divisive cluster analysis. (Color figure online)

In order to interpret these clusters, it is necessary to analyse the proportion
of each criterion, at the level of each cluster. Figure 2 presents the key criteria
proportions amongst the six clusters. It shows, for example, that solutions in
Cluster 1 always have “Herd” and never “Facilitate” and have a high (resp. low)
likelihood to possess, for example, “Detail” (resp. “Embed”). The most demanding
cluster in terms of criteria to check is Cluster 3. Its solutions must possess 9
criteria. On the contrary, no criterion is a must-have in Cluster 6, but several
criteria have a high likelihood.
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Fig. 2. Key criteria proportions amongst clusters.

Given the proportions of the key criteria, the following interpretations can
be given for the six clusters.

Cluster 1 – Simple-personalised help. Solutions in this cluster follow a simple
pattern compared to other clusters, as they seldom allow seekers to embed
content and give limited help to formulate needs or encounter content. They
focus on providing personalised information and visualisations, becoming a
base or frame for interpretation [5]. They can help seekers see data from
various perspectives, as such draw different conclusions.

Cluster 2 – Proactive multi-visual help. These patterns use various ways to visu-
alise data as part of one or more datasets. The patterns are proactive or at
least active, seeking to satisfy the seeker’s need for data or information [5],
meaning they can provide conclusions or guide a seeker’s attention towards
meaningful insights. This cluster matches visual data-driven services from
[28], which visualise data and use storytelling to communicate insights to
seekers. However, storytelling is less emphasised in our taxonomy.

Cluster 3 – Lightly-facilitated exploration help. The third cluster patterns aim
to help the seeker explore its datasets from multiple perspectives. Some of
these patterns allow the seeker to explore relationships within a dataset or
details about data. They have some degree of facilitation where the seeker
can provide feedback or ask questions.

Cluster 4 – Facilitated data-management help. Solutions in this cluster help seekers
manage some larger dataset(s) while facilitating social interactions. While
the patterns tend to allow for personalisation, the visualisations are often
simple with limited ability to distribute. They seldom reveal any highlights
or conclusions in the data.

Cluster 5 – Facilitated information exploration help. These helpful patterns have a
limited ability to visualise data. Instead, they focus on information and any
related internal connections. This information is often socially complex, such
as health information about products, lobbying in the EU, and coordination
of lift sharing. Social facilitation can range from community building to feed-
back or Q&A. While some level of dialogue [17] is possible, the patterns may
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Table 3. List of classified solutions and checked criteria (* denotes key criteria).
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d*
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*
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e
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t*
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e*
C
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y

Fa
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e*

A
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R
ec
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d

Pe
rs

on
al

ise
*

R
ef
er

*
Em

be
d*

Ex
tr

ac
t

C
lu
st
er

1

WhereYourMoneyGoes � � � � � � � � � � � �
HeritageMaps � � � � � � � � � � � � � � � � �
WhatEUDoesForMe � � � � � � � � � � � �
Labour Market � � � � � � � � � � � � �
OPEnergy � � � � � � � � � � � � � � � �

C
lu
st
er

2

YouthMetre � � � � � � � � � � � � � � � �
Energy - Infograph � � � � � � � � � � � � � � � �
Ireland Commute � � � � � � � � � � � � � �
EnergyPoverty � � � � � � � � � � � � � � �
EuriTrends � � � � � � � � � � � � � � � � � � � �

Homeless Ireland � � � � � � � � � � � � � � �
IntegrityWatch � � � � � � � � � � � � �

C
lu
st
er

3

Ariadne Portal � � � � � � � � � � � � � � � � � � �
MEPRanking � � � � � � � � � � � � � � �
MEPTwitter � � � � � � � � � � � � � � � �
LobbyPlag � � � � � � � � � � � � � � � �

C
lu
st
er

4

Atlas of the Sky � � � � � � � � � � � � � �
OpenOpps � � � � � � � � � � �
Marine Atlas � � � � � � � � � � � � � �
IPCHEM Portal � � � � � � � � � � � � � � �
OpenTrials � � � � � � � � � � �
Fuels Observatory � � � � � � � � � � � � � �
ERC � � � � � � � � � � �
OpenLaws � � � � � � � �
RedFlags � � � � � � � � � � � � � � �
OpenDataImpactMap � � � � � � � � � � � � �
Drought Observatory � � � � � � � � � � � � � �
Quality of Life � � � � � � � � �

C
lu
st
er

5

GetThere � � � � � � � � � � � �
LexParency � � � � � � � � � � �
GoodGuide � � � � � � � � � � � � �
LobbyFacts � � � � � � � � � � � � �

C
lu
st
er

6

Keep.EU � � � � � � � � � � � � � �
MEPVote � � � � � � � � � � � � �
EIC Accelerator � � � � � � � � � � � �
Open H2020 � � � � � � � � � � � �
MeathHeritage � � � � � � � � � � �
D-Portal � � � � � � � � � � � � � � � � � �
Regional Benchmarking � � � � � � � �

encourage it to be outside the solutions, for example by providing contact
information or sharing content on social media.

Cluster 6 – Horizon solutions. These solutions share most key criteria, but there
is little agreement. They are complex to some degree and specialised. This
cluster indicates that there are more clusters to be identified. It could also
signal innovative designs, as help is combined in new or unique ways. Similar
to [28], our taxonomy does not address the structure of helpful patterns. This
cluster could be a result of this limitation, and as such, opens new avenues
for future research.
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5 Discussion

5.1 Novelty of the Contributions

Previous research had classified solutions, following a provision [e.g., 1,6,11],
solution [e.g., 9,28,31], or usage [e.g., 5,34] perspective. Our research bridges
the latter two, meaning we attempt to classify features and properties from
the perspective of seekers. This approach makes our research original within
the context of previous OGD research. While it is similar to [34], which focus
on classifying seekers, our work is oriented towards solutions. Our research is
a step towards designing OGD solutions that can be helpful for seekers but
also to evaluate how OGD solutions have attempted to help seekers. It opens
questions about possible matches and mismatches between seekers and solutions.
Moreover, we constructed a novel taxonomy comprising 24 criteria able to classify
helpful patterns in the design of OGD solutions. It enabled the identification of
6 clusters among 40 helpful patterns. 16 of the taxonomy’s 24 criteria were key
in differentiating and understanding these clusters. The successful identification
and interpretation of helpful pattern clusters serve as a test of the taxonomy.

Most of the initial criteria provided in [5,23,30,31] were identified to some
degree amongst the helpful patterns. Analysing the proportion of each gives
interesting insights into how OGD solutions currently help seekers. First, the
rarity of the criteria varies (e.g., 17.5% of solutions have “Acquire” and 82.5%
have “Comparative”). Nonetheless, the proportions are mostly included within
the 0.2–0.8 range, meaning that most of the criteria are neither too common nor
too uncommon. Such criteria can be found in all four categories (i.e., needing,
seeking, using, and distributing). This shows the diversity among OGD solu-
tions and reinforces the need for a detailed taxonomy to characterise how they
help data and information seekers. Second, the proportion of the criteria within
the “Needing” category varies between 0.175 and 0.55. At the same time, the
proportions of the criteria in the “Seeking” category and of those related to visu-
alisations in the “Using” category are overall higher. This difference indicates
that while OGD solutions help seekers look for and use information, few of them
help seekers encounter information or formulate needs for information. Third,
few solutions allow for personalising (40%) help and content, and even fewer
(12.5%) satisfy the “Record” criteria, which has long been recommended in the
literature [31]. Fourth, only 30% of OGD solutions allow seekers to embed the
solution’s content into other solutions. This lack indicates that it is difficult to
build OGD solutions based on other OGD solutions, which would be another
approach to increasing the value of OGD instead of working with the raw data
directly.

An unexpected finding is that solutions perceived to have similar themes,
types, or purposes can be designed following different helpful patterns. We
expected similar solutions (e.g., OGD portals and interactive maps) to form clus-
ters or at least follow the classes identified in [17]. It adds to our understanding
of taxonomies specialised towards certain fields [e.g., 1,26,28] by explaining why
digital solutions, like OGD solutions, can be difficult to classify. For example,
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Janssen and Zuiderwijk [17] classified solutions as single-purpose, interactive,
information aggregators, comparison models, repositories, and service platforms,
while [6] grouped them as facts, data, information, interfaces, and services. It
is possible to identify some of these classes among our classified OGD solu-
tions, but none of the identified clusters represents them. There is, as such, a
possible disconnect between the combinations of functions and properties that
can help seekers and the themes, types, or purposes of solutions. Therefore, the
application of helpful patterns could be a new fruitful approach to studying and
designing solutions for seekers.

We identified 16 key criteria with proportions ranging between 0.2 and 0.8. It
led us to another finding, as the key criteria do not play an equally important role
in each cluster (see Fig. 2). For example, Cluster 1 has criteria regarding visu-
alisations with varied expressions, while “Herd” is required. In contrast, Cluster
5 has “Herd” with varied expressions, while criteria regarding visualisations are
mostly non-existent. It means that to understand and study some solutions, cer-
tain criteria come into the foreground, while others are in the background. The
focus may be difficult to make based on the perceived similar themes, types,
or purposes among solutions, as the helpful patterns may be different. Conse-
quently, taxonomies with few criteria [e.g., 6,17,28] may attribute importance to
properties and functions that can be relevant for some solutions, but not others.
This finding gives us a new insight into the complexity of solutions, but also
possible limitations in classifying them.

5.2 Implications of the Contributions

The two contributions of this research, that is, the taxonomy and the six clusters
identified from the 16 key criteria, have utility for researchers and for practition-
ers. In general, they can be used to describe and analyse helpful patterns in
existing solutions. They can also be used to design them. Researchers can use
the taxonomy to guide data collection or support the analysis of solutions. The
6 clusters can act as the basis for empirical comparisons, providing a stepping
stone towards theory development. The 16 key criteria can guide the researcher’s
attention towards functions and properties that are important to differentiate
between solutions but also help to identify functions and properties important
to consider when studying specific solutions. Public organisations providing
OGD can apply the taxonomy as well, on their OGD portal. This would help
them to understand how the solution can help seekers, revealing potential areas
of improvement. The identified clusters can give them an idea of what solutions
could be built from the provided OGD, which can inform relevant help features
to include in the OGD portal. OGD reusers can use the taxonomy as a basis to
brainstorm about innovative designs, helping them to consider important areas.
The reusers can also use the taxonomy to evaluate solutions, as it opens to
identifying any possible deficiencies or impediments.

However, it must be noted that the utility of the taxonomy depends on
the complexity of the solutions being classified. Solutions with tightly related
properties and functionalities produce better classifications, while solutions with
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varied dynamic content (e.g., blogs or descriptions in metadata; allowing for
unpredictable variations in help) or specialised parts (e.g., a solution that has
a forum, a dashboard, and a news section) can lead to unbalances or gaps in
the classification. On the other hand, some of the classified OGD solutions had
properties or functionalities difficult to detect for the authors (e.g., hidden within
multiple layers of menus or small icon buttons at unexpected locations), which
led to classification errors needing to be discussed among researchers. Therefore,
we recommend that classification is done independently by at least two individ-
uals and discussed afterwards to lower analytical drift and support reflection.
Some errors in our classification also emerged from conceptual unclarity arising
from misinterpretable functions or properties (e.g., a text field is presented as a
search bar, indicating “Pull’, but was used to filter a list of items, as such being
“Sift”). It is, therefore, important to understand functions and properties by
how they attempt to help the seeker rather than how they describe themselves.
Moreover, in our cluster analysis, we could not find any cluster that matches
one pattern mentioned by [5]: contextualisation of help to the life of a seeker.
Rather, it is spread out over several clusters, meaning the taxonomy may need
further refinement towards capturing properties and functionalities that work to
contextualise data or information.

5.3 Limitations and Future Research

The research presented in this article has several limitations. We used subjective
thresholds for the key criteria and heatmap tiles in Fig. 2, meaning that other
clusters may be identifiable among our classified solutions. However, after inspec-
tion, the identified clusters contained similar helpful patterns, giving important
insights into the helpfulness of OGD solutions. Moreover, a delimitation is that
solutions with dynamic content can introduce criteria while being difficult to
detect and classify. It relates to a limitation of the taxonomy, as it is not con-
structed to handle the structure of patterns. If a solution offers different help
at various locations, its classification presents these as equally important and
related, which is a future research avenue. While the taxonomy construction
reached saturation, the taxonomy was only tested with 40 classified solutions.
Future research could apply the taxonomy to a larger sample of solutions, going
beyond those previously identified by [5], giving insight into how OGD public
organisations and reusers have tried to help seekers, but also identify missed
opportunities and innovative designs. Another avenue could be to evaluate help-
ful patterns involving seekers.

6 Conclusion

Our main contribution is the theoretically grounded and empirically tested tax-
onomy for helpful patterns in the design of OGD solutions. The taxonomy con-
sists of 24 criteria where 16 were identified as key by classifying 40 OGD solutions
for their helpful patterns. The helpful patterns were grouped into 6 clusters fol-
lowing the 16 key criteria, which are (1) simple-personalised help, (2) proactive
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multi-visual help, (3) lightly-facilitated exploration help, (4) facilitated data-
management help, (5) facilitated information exploration help, and (6) horizon
solutions. Another finding is that the importance of key criteria varies between
the clusters. We expected helpful patterns to cluster following themes, types,
or purposes of solutions, which was not the case, as different solutions provide
similar helpful patterns.
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Abstract. Open Government Data Portals (OGDPs) are a way of keep-
ing up the information about government’s actions, including how the
collected taxes are used in favor of its citizens. However, one difficult in
some of these portals is guaranteeing accountability on OGDP complete-
ness according to different instruments specifying legal requirements and
good practices, especially when they may reinforce some requirements
or may be even contradictory. This problem leads to the need for a
comprehensive methodology to assess completeness of OGDPs related to
data and information availability. This work presents a process for con-
structing a reference guide, aiming to help analyzing completeness of an
OGDP content, in compliance to legal requirements and good practices,
presented by textual instruments. We conducted an experimental analy-
sis for evaluating the completeness of Transparency OGDPs (TOGDPs)
requirements using our process. We evaluated, as (T)OGDP experts, the
constructed reference guide on three different TOGDPs. We also used the
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completeness. We could observe which items of our guide were well under-
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1 Introduction

In the last two decades, there has been a significant effort from open govern-
ment and open data community to the government institutions open their data
and information and turn more transparent their processes, services, technolo-
gies, people and all data manipulated within. In this way, we have seen the fast
growth of data volume in Open Government Data Portals (OGDPs) as govern-
mental websites in many countries, considering all administrative levels (federal,
state, city and others). The main purpose of the OGDPs is to promote social
participation through the empowerment of citizens, giving them access to public
data that are of public relevance [1]. In literature, we can find diverse instru-
ments to assess OGDPs quality, in order to enhance their structure and efficiency,
thereby increasing their utility [13]. Also, OGDPs may be of different types and
may present specific issues to be evaluated depending on the type of the OGDP,
such as COVID or Transparency OGDPs [6,10].

On the other hand, the act of turning public data open means more than
publishing it in an organized way. There may exist diverse laws, regulations and
instruments indicating good practices for constructing OGDPs in many different
countries, considering their own realities. However, may not be an easy task to
verify if an OGDP fits a legal (reference or grounding) framework, as we discuss
in Sect. 2. For instance, in Brazil, there is a specific federal law for legislating
governmental transparency – the Transparency Law (TrL)1 –, stating that all
information on bidding, contracts, procurement and others must be available
at all government levels in Transparency OGDPs (TOGDPs). TOGDPs also
must attend many good practices, pointed out by the Brazilian Federal General
Controller, as well as must attend the Brazilian Access to Information Law
(AIL),2 which states that some standards an OGDP must follow, some data
types are obligatory, and citizens has the right to request information not present
on the portal, either through a computational system or through a request form.

It is also worth noticing that the more than 5,000 municipalities across Brazil
are increasingly putting efforts to improve their TOGDPs, as these portals need
to fit to mandatory items by law as well as the indicated good practices for
constructing these portals. This complex scenario may turn difficult to assess
TOGDPs completeness as they be complementary or contradictory. The Brazil-
ian Federal General Controller also applies a huge effort to guarantee the com-
pleteness and compliance of these TOGDPs. So, we can observe a lack of a prac-
tical and objective instrument to help TOGDP managers, users and controllers
to conduct the compliance and completeness verification process.

In this way, this work presents a process for supporting OGDPs evaluators
or managers to verify the compliance and completeness of an OGDP based on
a grounding reference framework. From our perspective, this grounding frame-
work (GF) is composed by documents or instruments of the following types:
1 In Portuguese. Available at http://www.planalto.gov.br/ccivil 03/leis/lcp/lcp131.

htm.
2 In Portuguese. Available at http://www.planalto.gov.br/ccivil 03/ ato2011-2014/

2011/lei/l12527.htm.

http://www.planalto.gov.br/ccivil_03/leis/lcp/lcp131.htm
http://www.planalto.gov.br/ccivil_03/leis/lcp/lcp131.htm
http://www.planalto.gov.br/ccivil_03/_ato2011-2014/2011/lei/l12527.htm
http://www.planalto.gov.br/ccivil_03/_ato2011-2014/2011/lei/l12527.htm
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(i) laws; (ii) reference models; and (iii) good practices instruments. In our pro-
cess, these documents must be divided into items to be verified if they exist
in the OGDP under scrutiny regarding content completeness evaluation. Other
types of documents may be inserted into this GF since they can be divided into
items to be verified. From a computing perspective, these items to be verified
can also be considered as Non-Functional Requirements (NFRs)3 of an OGDP.
For evaluating our process, we conducted an experimental analysis on Brazilian
TODGPs of local governments. We considered in our GF diverse Brazilian laws
and good practices instruments, which indicates best practices and “must have”
items in TOGDPs. Using our process, we firstly constructed a unified instru-
ment, also called by us a reference guide, containing all items and an indication
of the original document from the GF. We firstly manually applied this unified
instrument into 3 TOGDPs of 3 Brazilian cities, chosen according to a Brazilian
transparency scale and one specific TOGDP, from the city of Niterói, with whom
we have an going research project. After, we also assessed the understanding of
these users of the instrument we constructed. We could observe that the instru-
ment was very large, which reinforced that a computational tool to assist users
could help. A computational tool also turn easier to verify the completeness of an
OGDP not only according to the entire GF but also according to each document
that composes the framework. We concluded that this completeness assessment
process as well as the tool we constructed are helpful for the users to evaluate
the completeness of an OGDP.

This work is organized as follows: Sect. 2 describes general concepts and back-
ground concepts of OGD, OGDPs and their completeness. Section 3 presents a
literature review we conducted, in order to show the state-of-the-art of works
tackling the problem of measuring OGDPs completeness. Section 4 presents our
proposed process. Section 5 presents an experimental analysis using our pro-
posed process in a real scenario. Finally, Sect. 6 presents our conclusions and
future work.

2 OGD, OGDPs and Their Completeness Evaluation

Open data initiatives aim to open all non-personal and noncommercial data,
or sufficiently anonymized data, especially all data collected and processed by
government organizations—called Open Government Data (OGD). An OGDP,
in this context, is a collection of datasets, which can be owned by governments,
universities, and other institutions. OGDPs are administrated by authorized
users, who are in charge of uploading resources and filling metadata fields. The
portal also aims to promote the communication between society and government
actors to think about the most appropriate use of data for a better society.

In our initial stage of research, we conducted a literature review to understand
the current state of the art in the academic literature to comprehensively explore
3 NFRs are specifications of a system not directly related to the specific functions that

the system performs, but to general characteristics such as performance, security,
usability, reliability, compatibility, and others.
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how different studies are addressing the challenge of assessing the completeness
of various instruments available on OGDPs. From our perspective, completeness
refers to the degree to which a computational artifact, such as a dataset, a web
portal or a tool includes all the necessary or appropriate elements. In the OGDP
context, it refers to the extent to which these portals provide all the information,
tools, and features necessary for comprehensive data access and analysis.

Initially, we wanted to comprehend the approaches adopted by various studies
addressing the issue of evaluating the completeness of different tools employed
by OGDPs. We considered that evaluating completeness was according to Non-
Functional Requirements (NFRs) of an OGDP, leading to only two relevant
references that facilitated our understanding of how existing literature engages
with our research question. Additionally, we executed on Scopus a string search,
using the terms “open government data” and “legal framework”. We selected 5
out of 14 papers, based on their availability at our institution and their unique
discussions regarding the legal frameworks that OGDPs are required to comply
with. The subsequent text briefly explains and outlines the insights we obtained
from these 7 works.

Prieto, Rodŕıguez and Pimiento [8] present the Open Data (OD) approach
tailored for Colombia, mirroring the nation’s online government strategy. They
propose a model facilitating the regulation of public data accessibility, inclusive
of a deployment perspective identifying potential distribution of technical infras-
tructure components and quality attributes termed as NFRs. They engage in a
discussion on their proposal’s legal scaffolding, laying out associated definitions
and actions relevant to the open data strategy in the national regulations, which
were then nascent and evolving. The authors, however, do not furnish verification
means to assess if a particular portal aligns with a specified legal framework.

Zubcoff et al [14] detail their methodology for releasing the University of
Alicante’s data, interpreting their data sources and OGDP as an Open Data
ecosystem. They opted to construct their own Data Management System rather
than employing existing solutions like CKAN or Socrata. Their justification lies
in the failure of these available systems to satisfy certain NFRs, including the uti-
lization of a particular content management system. This highlights the potential
complexities of developing OGDPs in light of specific organizational guidelines,
which may also encompass external laws and regulations.

Fitzgerald, Hooper and Cook [5] recognized an escalating demand for gov-
ernmental data access and understanding of appropriate policy, technical, and
legal structures to meet economic and societal goals. They emphasized that
OGD policies dictate that legal rights over government data should uphold and
advance open data accessibility and reusability. In a survey examining Aus-
tralian Government agencies’ information management, they discovered a grow-
ing acceptance of open access and proactive disclosure. However, the open access
licensing policy isn’t distinctly or strongly stated, nor effectively enacted in these
agencies. Their study predates the global emergence of the General Data Protec-
tion Rules (GDPR). Nonetheless, it underlines the critical need to establish legal



250 F. Bernardini et al.

boundaries for OGDPs, despite the lack of tools for evaluating OGDP alignment
with specific legal frameworks.

Runeson, Olsson and Linaker [9] discuss a legal framework that basis OGDPs.
However, they focused their analysis on the legal aspects discussed by the focus
groups they used in their experiments. These focus groups focused on GDPR
and uncertainties about how this regulation must be implemented, including the
need that government information and data must be protected by copyright, as
access should be provided under licensing terms that clearly permit its reuse and
dissemination.

Osorio-Sanabria, Amaya-Fernández and González-Zabala [7] discuss that,
while OGDPs can enhance transparency in public administration, substantial
social and technical obstacles may curtail their efficacy. After systematically
mapping the OD ecosystem research, they narrowed down from 223 papers to
6, summarizing the elements that empower OD ecosystems to facilitate OGD
access and utilization. They argue that considering political and legal frame-
works is a key for surmounting these barriers. However, they don’t delve into
handling complex legal frameworks comprising numerous laws and tools.

Corrêa, Corrêa and Silva [2] observe that Brazil’s federal government set out
a legal framework to facilitate data opening from all government tiers, with a
specific emphasis on internet and transparency portals as essential to solidifying
open government. However, they noted that local governments often established
transparency websites without adhering to legislative requirements and OGD
principles. They conducted an exhaustive evaluation of these websites across 20
Brazilian municipalities, discussing the key parts of the applicable law and assess-
ing portal compliance with OGD principles. Their qualitative analysis found that
95% of the surveyed websites regularly updated, primarily focusing on technolog-
ical features. However, they didn’t provide a straightforward method or process
to verify these aspects, nor did they discuss the comprehensiveness of the infor-
mation provided by these portals.

Egala and Afful-Dadzie [4] performed a qualitative study by interviewing
stakeholders within an OGD ecosystem, such as OGD implementers, data sup-
pliers, and users, to assess how well Open Government Data Platforms OGDPs
align with national and international legal frameworks. They propose that these
frameworks could impact OGD usage at national and subnational levels. They
leverage the fit-viability theory, asserting that the legal aspect must be present
in the technology’s fit part, incorporating Open Data License, Right to Informa-
tion Law, Data Protection Law, and Open Data Policy. However, they did not
provide a methodical approach for OGDP managers to verify these legal aspects.
Despite this, their findings could alert governments to potential consequences of
excluding key stakeholders when opening government data, and our proposed
process could benefit OGDP managers and stakeholders.

While each of these 7 studies has contributed significantly to our understand-
ing of Open Data and NFR completeness theme, none of them provide a system-
atic and effective approach to assessing an OGDP’s compliance with a specific
legal framework. In this way, we propose in this work a process for assessing
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OGDPs completeness given a legal frameworks, which can be seen as a collec-
tion of NFRs. This process, which addresses the noted gap in available tools,
involves decomposing each law of the legal framework into NFRs for verification
within an OGDP portal. Our approach facilitates a systematic, repeatable, and
verifiable alignment of OGDPs with legal requirements, thereby streamlining the
compliance process and enhancing data protection measures.

Specifically considering the Brazilian scenario, the Brazilian federal gov-
ernment define its own legal framework to establish what type of information
TOGDPs must present. This legal framework can be composed by diverse instru-
ments, either laws (e.g. TrL and AIL) or good practices documents. Verifying
the completeness of a TOGDP may be a complex task, as many items should
be verified on it. Soares and Rosa [12] analyzed the main transparency por-
tals in municipalities of Rio Grande do Sul, a Brazilian state, with more than
100,000 inhabitants. Their aim was to verify whether they are complying with
the requirements based on the Brazilian TrL and the Brazilian AIL, among other
items. The research was qualitative, using an observational protocol for collect-
ing and analyzing the TOGDPs information. Their findings show not always
the portals attend the laws, which may be directly related to the difficult to
analyze their completeness. Machado et al [6] propose an instrument to assess
the quality of OGDPs considering 5 groups, being one of them the compliance
with the requirements of an AIL. They analyzed TOGDPs of 29 cities in Rio de
Janeiro, another state in Brazil, also all of them with more than 100,000 inhab-
itants, taking into account their evaluation instrument to assess their quality.
They observed that some of the portals do not meet some important require-
ments they defined, in addition to accessibility being neglected. However, they
did not consider the TrL in their study and instrument.

These two studies reinforced our perception of the need for tools to verify
OGDP completeness in compliance to a GF. Our premise is that not always
the stakeholders and managers of an OGDP is necessarily a computing expert,
which implies that may be difficult either for them to clearly specify the NFRs
of an OGDP or to assess its completeness. This is a particular reality in Brazil,
when considering TOGDPs of all government levels. As in Brazil there are more
than 5,000 municipalities spread over 26 states, tools for helping these TOGDP
managers and other stakeholders to asses their completeness in compliance to a
GF are quite important. However, formally defining this process is the first step
to achieve these tools.

3 Our Proposed Process

Figure 1 shows our proposed process using BPMN notation. Although we under-
stand that all the information we show in the figure could be represented by
BPMN symbols, we chose to enrich the visualization process by adding ele-
ments in the figure (in blue) for better explaining the process functioning.
Given a Grounding Framework (GF) (Fig. 1 – left), composed by M docu-
ments of the following types: (i) laws; (ii) reference models; and (iii) good
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practices instruments, the aim of our proposed process is to verify the con-
tent completeness of a given OGDP under scrutiny (Fig. 1 – OGDP Analy-
sis Object). Our process starts with task 1. Constructing Items Lists from each
document of GF . We show in the process that an OGDP evaluator (whom
may be the OGDP manager) conduct this task4. GF is composed by a set of
documents GF = {D1, ...,DM}, and each document is decomposed by a set
of items by the OGDP evaluator, i.e., D1 = {Item1−1, ..., Item1−N1} up to
DM = {ItemM−1, ..., Item1−NM}. The output of the task 1. is a list of triples of
the form ((Groupk, Iteml), {SIi−l}, {Dj−l}), where k is the index of all groups
of items identified in GF , l is an index of all the items extracted from the docu-
ments, each one associated to a group Groupk ((Group,Item) in Fig. 1), {SIi−l}
(Subitems Set in Fig. 1) is a set of sub-items, obtained by breaking down in a
lower granularity of pieces of information from each Iteml and the set {Dj−l}
(Docs Set in Fig. 1) contains an ID of all the documents where Iteml is present.
The OGDP evaluator is responsible to identify semantically similar items among
the set of documents in GF = {D1, ...,DM}.

Fig. 1. A diagrammatic schema of our proposed process for evaluating an OGDP com-
pleteness based on a grounding framework

Task 2. Identify presence of each item in the OGDP is also executed by an
OGDP evaluator or manager. The output of this task is a list of triples of the
form (Iteml, {(SIi−l, PVi−l)}, {Dj−l}) (List: (Item, (Subitem, Presence) Set, Docs
Set) in Fig. 1), being the result of adding the presence value PVi−l associated

4 It is worth mentioning that not necessarily the same person must conduct all the 3.
tasks of our proposed process.
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to each sub-item SIi−l ∈ Iteml. The simplest way of defining the domain of
presence value feature is assuming only three values: true (meaning the item
was found in the OGDP), false (meaning the item was not found in the OGDP)
or I don’t understand the meaning of the item (meaning that the OGDP
evaluator could not understand what he or she is looking for). Task 3. Compute
completeness of each Di, i = 1, ...,M aims to calculate the completeness of the
OGDP regarding each document Di ∈ GF, i = 1, ...,M . Finally, the OGDP
evaluator may analyze the Completeness Report (the final output of our process).
This report may allow the OGDP managers to evaluate the portal in order to
attend the GF . One interesting aspect of our process is that the OGDP evaluator
is able to increment the GF according to his or her needs or specificities.

Our process (Fig. 1) was designed with a dual intention: firstly, to establish
a comprehensive and systematic method for examining the completeness of any
given OGDP) in compliance to a GF; and secondly, to offer a means of identifying
potential areas for enhancement or adjustment within the OGDP under review.
The designed process serves as a tool for assessing OGDPs, enabling detailed
examination of their alignment with a GF. It allows OGDP managers to iden-
tify rectify gaps or discrepancies, ensuring ongoing refinement and improved
adherence to legal requirements, reference models, and best practices.

4 Experimental Analysis

We executed Task 1. in order to construct the items lists to be verified in a
TOGDP – which we call a reference guide. After, the items lists was used to verify
completeness on 3 TOGDPs of three different cities by an OGDP evaluator. The
chosen TOGDPs were: TP1 – Niterói (RJ state)5, TP2 – Serra (ES state)6 and
TP3 – Santana de Parnáıba (SP state)7. These choices were due to (i) we had
access Niterói TOGDP managers; (ii) Niterói TOGDP managers pointed out
that Serra TOGDP is a good example of a TOGDP in Brazil; and (iii) Santana
de Parnáıba city hall received a very low grade in a Brazilian transparency
evaluation instrument, called Brazil Transparency Map8. Finally, in order to
better understanding the difficulty level of executing our process, we counted on
the participation of 6 coworkers of the Niterói city hall to execute our process
using the Niterói TOGDP as the OGDP Analysis Object.

4.1 Constructing Items Lists (Task 1)

In order to construct the items lists, we used the following 4 documents
(D1, ...,D4): D1: The Implementation Guide for the Transparency Portal9

5 Available at https://transparencia.niteroi.rj.gov.br.
6 Available at http://transparencia.serra.es.gov.br/.
7 Available at https://servicos.santanadeparnaiba.sp.gov.br//cecam transparencia/.
8 Available in Portuguese at https://mbt.cgu.gov.br/publico/home.
9 In Portuguese. Available at https://www.gov.br/cgu/pt-br/centrais-de-conteudo/pu

blicacoes/transparencia-publica/brasil-transparente/arquivos/guia portaltranspare
ncia.pdf. Last accessed on 2023-03-23.

https://transparencia.niteroi.rj.gov.br
http://transparencia.serra.es.gov.br/
https://servicos.santanadeparnaiba.sp.gov.br//cecam_transparencia/
https://mbt.cgu.gov.br/publico/home
https://www.gov.br/cgu/pt-br/centrais-de-conteudo/publicacoes/transparencia-publica/brasil-transparente/arquivos/guia_portaltransparencia.pdf
https://www.gov.br/cgu/pt-br/centrais-de-conteudo/publicacoes/transparencia-publica/brasil-transparente/arquivos/guia_portaltransparencia.pdf
https://www.gov.br/cgu/pt-br/centrais-de-conteudo/publicacoes/transparencia-publica/brasil-transparente/arquivos/guia_portaltransparencia.pdf
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presents guidelines for the creation of a transparency portal, prepared by the
Comptroller General of the Union (CGU), based on the implementation of the
Brazilian TrL. Among these guidelines, there are items regarding expenses and
revenue, in addition to providing a table with recommendations on the site and
content. D2: The Guide to Requirements and Good Practices for Building Munic-
ipal Transparency Portals10, prepared by the Government of the Esṕırito Santo
State, in Brazil, indicating necessary standards for creating a TOGDP. It sep-
arates these standard items into categories: Institutional, Revenues, Expenses,
Servers, Agreements, Tenders and Budget. This instrument inspired us as it
divides each group into its respective sub-items. D3: The Access to Public Infor-
mation booklet, an introduction to the Brazilian AIL11 for knowledge dissemina-
tion of this legislation, which highlights the positive points of an administrative
culture pro-access to information. D4: The Transparent Brazil Map12 instru-
ment is used to measure public transparency in cities and states in Brazil. Its
methodology analyzes whether city halls are complying with the provisions of
the Brazilian TrL. Such a scale has several requirements to achieve the ideal
scenario of transparency, which are grouped into two topics: regulation (includ-
ing questions on whether laws items are located on the website of the entity,
among others) and passive transparency (including if there is a precise indica-
tion on the site of a physical Citizen Information Service, if there is a possibility
of post-request follow-up, among others).

Based on D1, ...,D4, we extracted 12 groups with 82 items, being divided into
256 sub-items. We turned all these items and groups available in a spreadsheet
on the Internet13. The 12 groups are (with its number of items): G1. Revenues
data (39); G2. Expenses data (76); G3. Financial Information data (9);
G4. Bids and Contracts data (37); G5. Public Servants data (20); G6.
Agreements data (25); G7. Daily Rates data (7); G8. Follow-up (15);
G9. Help and General Information (15); G10. Information Accuracy
(2); G11. Interoperability (3); and G12. Regulation (8).

4.2 Evaluating Completeness of 3 TOGDPs

We performed a manual check on the three portals previously presented. This
check consisted of verifying if the items were (Y – Yes) or not (N – No) found, if
they were Not Understood (NU) or if they must be verified in anOther System
(OS). From this check, we constructed 2 graphs with the percentages of items
found in each of the 12 categories – Figs. 2 and 3. Our observations for each
group were: G1: Most of the information was not located in the 3 TOGDPs.

10 In Portuguese. Available at https://secont.es.gov.br/Media/Secont/DOWNLOA
DS/Conselho%20de%20Transparência/guia requisitos e boas prticas portal transpa
rencia municipios%20(2).pdf.

11 In Portuguese. Available at https://www2.senado.leg.br/bdsf/item/id/496325.
12 In Portuguese. Available at https://mbt.cgu.gov.br/publico/home.
13 Available at https://docs.google.com/spreadsheets/d/1X5A8-6QHz3e7vyOLiBtE7

H4 HFsaqpYsqoYZbeFAUyM/ – tab “Version in English”.

https://secont.es.gov.br/Media/Secont/DOWNLOADS/Conselho%20de%20Transpar\unhbox \voidb@x \bgroup \let \unhbox \voidb@x \setbox \@tempboxa \hbox {e\global \mathchardef \accent@spacefactor \spacefactor }\accent 94 e\egroup \spacefactor \accent@spacefactor ncia/guia_requisitos_e_boas_prticas_portal_transparencia_municipios%20(2).pdf
https://secont.es.gov.br/Media/Secont/DOWNLOADS/Conselho%20de%20Transpar\unhbox \voidb@x \bgroup \let \unhbox \voidb@x \setbox \@tempboxa \hbox {e\global \mathchardef \accent@spacefactor \spacefactor }\accent 94 e\egroup \spacefactor \accent@spacefactor ncia/guia_requisitos_e_boas_prticas_portal_transparencia_municipios%20(2).pdf
https://secont.es.gov.br/Media/Secont/DOWNLOADS/Conselho%20de%20Transpar\unhbox \voidb@x \bgroup \let \unhbox \voidb@x \setbox \@tempboxa \hbox {e\global \mathchardef \accent@spacefactor \spacefactor }\accent 94 e\egroup \spacefactor \accent@spacefactor ncia/guia_requisitos_e_boas_prticas_portal_transparencia_municipios%20(2).pdf
https://www2.senado.leg.br/bdsf/item/id/496325
https://mbt.cgu.gov.br/publico/home
https://docs.google.com/spreadsheets/d/1X5A8-6QHz3e7vyOLiBtE7H4_HFsaqpYsqoYZbeFAUyM/
https://docs.google.com/spreadsheets/d/1X5A8-6QHz3e7vyOLiBtE7H4_HFsaqpYsqoYZbeFAUyM/
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The search in the recipe group on each site is done in a generic way, encom-
passing all items. However, four items are specifications of query types, namely:
revenues by management unit, global revenues, budgetary and financial execu-
tion of revenues by organ and budgetary and financial execution of revenues by
revenue, each one with its respective subcategories, which increases the neg-
ative index if that specific type of search is not found. G2: despite being the
group with the most items to be checked, it has a better found data rate than
G1. None of the sites analyzed have a search filtered by document or by area, nor
the differentiation between a quick and an advanced search. G3: this was the
group with mostly positive results in all analyzed samples, which deals with bud-
get guidelines, financial reports, annual balance sheets and accountability. G4:
this group, which also includes Contracts in our guide, found a higher amount
of content on TP1 compared to TP2 and TP3. The item not understood was
the “summary of the contract instruments or their amendments and the com-
munications ratified by the higher authority”. This instruction is present in one
of the references, but without including further details of its meaning. G5: We
observed that TP2 has a good result among them. On the other hand, the TP1

and TP3 do not have a search on civil servants’ remuneration, which indicates
almost a third of the information in this group. G6: We observed divergences
on the level of references of agreements in the three sites. TP2 handles the most
items and, in common with TP3, has a clear indication of which agreements
have been received and which ones have been granted, which does not occur
with TP1. G7: TP1 entirely presented the items of this group but TP2 and
TP3 portals did not. G8: A large part of the follow-up function depends on
another system (OS) – the Electronic Citizen Information System, the e-SIC –,
and therefore was not analyzed if the information exists in the portal. On the
city halls’ website, the present data are related to: follow-up of public works,
programs, projects and actions; and also results of inspections, audits, provi-
sion and accountability carried out by control bodies. G9: Most results on help
and general information are found on the portals, excepting the possibility of
electronically information request, which must be done through another system.
G10: The three sites indicate the source of their information, in addition to
having some relationship indicating the open databases of the municipality. It
is noteworthy that this group has only two items to be observed by the evalua-
tors in the respective sites, and they were found in all of them. G11: The sites
have free access, without having to register to be able to view the pages, and
also allow automated access by external systems, but it was not possible to ver-
ify whether the portals follow the e-PING (Brazilian Interoperability Standards
of Electronic Government). G12: This group presents statistics regarding the
explicit compliance with laws and the indication that they are being practiced,
in addition to checking whether the portals are registered on government sites,
and with a standardized URL.
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Fig. 2. Percentage of items per group – found (Y), not found (N), not understood (NU)
and obtained by other systems (OS) –, by group (G1 to G6) and by TP (TP1, TP2 e
TP3).

4.3 Evaluating Completeness of TP1

The average time to apply the instrument on TP1 by City Hall professionals (4
participants) was 3 h and by IT professionals (2 participants) was 2 h. Figure 4
shows the percentages of items found, not found and not understood by each
of the participants who used the instrument. City hall professionals with an
average frequency of using the transparency site are represented by P1, P2 and
P3. Participant P4, on the other hand, has daily use experience and we observed
that he was the participant who was able to find more items in the guide on the
portal, but he was also the one who most evaluated items as not understood.
Participants P5 and P6 are IT professionals with no experience using the portal
and we see that they were the ones who were able to find fewer guide items on
the portal. With this, we see that the understanding of the guide is still well
linked to the frequency of use of the portal.

We also analyzed only the results of the evaluation carried out by city hall
professionals (P1, P2, P3 to P4 in Fig. 4), in order to observe the rate of items
indicated as found by at least one observer, is of 87.25% (226 items out of 259),
not found by at least one observer is 57.14% (148 items out of 259) and not
understood is 21.6% (56 items out of 259). The high rate of misunderstood
items demonstrates how the lack of a clear definition of what to look for can
confuse the researcher. P1 and P5 did not respond to 8 different items and it
was not possible to identify the difficulty in completing them.

In order to better understand this scenario ,considering only the city hall
professionals, we also constructed the graph shown in Fig. 5. The bar on top (first
bar) of the figure (Bar 4) is related of the agreement findings of all 4 evaluators;
the second bar (Bar 3), the agreement findings of 3 out of 4 evaluators; the
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Fig. 3. Percentage of items per group – found (Y), not found (N), not understood (NU)
and obtained by other systems (OS) –, by group (G7 to G12) and by TP (TP1, TP2 e
TP3).

third bar (Bar 2), the agreement findings of 2 out of 4 evaluators; and the last
bar (Bar 1), the findings of at least 1 out of 4 evaluators. We can observe that
the total number of items on which the 4 evaluators (Bar 4) were unanimous is
42.8% (111 items out of 259), being 95 items marked as found and 16 marked
as not found. We have 32.4% (84 items out of 259) of items agreements for
3 evaluators (Bar 3) and 31.6% (82 items out of 259) items agreement for 2
raters. Considering Bar 1, we can see that 40 items were found by only one
of the evaluators, thus indicating that such items are difficult to locate on the
portal while the items found by all evaluators (Bar 4) can be considered easily
accessible. On the other hand, the 16 items not found by all of the 4 evaluators
(Bar 1) can also be considered difficult for users to access or do not exist on the
portal. Most of these agreed items marked as not found refer to missing graphs
and tables on the viewed page. On the other hand, the items with the greatest
divergence being marked as not found by some and not understood by others
are related to the use of an specific method where a list of the municipality’s
open databases is published on the page. In the group of unanimous items not
understood by 3 of the evaluators (Bar 3 in Fig. 5), we highlight items from the
group G1. Consultation on Revenue, related to the type of document and value
of the operation. Another problematic point that was unanimously identified was
the item related to the query on expenses by area, where there was confusion
over the difference between this and the search for expenses by body. This result
makes it clear that these items deserve attention and better clarification.
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Fig. 4. Analysis of the items found, not found, not understood and not answered in
the transparency portal in Niterói City Hall by the participants (P1 to P4 City Hall
professionals, P5 and P6 IT professionals)

Fig. 5. Number of items found, not found and not understood in the Niterói TP by
at least 1 of the evaluators (Bar 1), by 2 out of 4 evaluators (Bar 2), by 3 out of 4
evaluators (Bar 3) and by all 4 evaluators (Bar 4).

5 A Discussion on Our Findings

This study shows the relevance of detailed guides and checklists for the analysis
of (T)OGDPs. The lists of items, derived from documents, is a fundamental task
when evaluating the completeness of different TOGDPs, due to the semantics
the analyst need to identify in each item. The achieved results demonstrated
variances in the completeness of TP1, TP2 and TP3. For example, the group G2.
Expenses Data showcased more accessible data in all three TOGDPs compared
to G1. Revenues data. However, none of the sites offered a search tool filtered by
document or area, which indicates a potential area for improvement. Moreover,
TP2 was superior in G5. Public Servants data and G6. Agreement data, while
TP1 excelled in G4. Bids and Contracts data. These variations not only highlight
the diverse approaches each city employs for transparency but also underscore
the areas where each city could potentially learn from the others to enhance
their transparency measures.
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The study also examined the ease of use and understanding of the reference
guide. We could observe that frequent users, like the city hall professionals, were
able to locate more items on the portal compared to those with less familiarity,
like the IT professionals. However, even the city hall professionals found about
21.6% of the items difficult to understand. This suggests that, while our guide
serves as a useful tool for evaluating TOGDPs, its effectiveness relies significantly
on the user’s familiarity with the portal and the clarity of item descriptions.

In this context, a more granular analysis was carried out on the TOGDP of
Niterói. We discovered that the agreement between four evaluators was limited to
about 42.8% of items, indicating the subjective nature of item identification and
the potential ambiguity in the items’ descriptions. The unanimous not under-
stood items mainly belonged to the group G1. Revenue data, pointing towards
a need for better clarification within this category. Such findings illustrate the
necessity of improving our instrument’s comprehensibility to facilitate a more
accurate evaluation.

Despite the thoroughness of the evaluation process, a striking aspect that
emerged from the analysis was the limited agreement among evaluators regarding
the found items. A mere 42.8% of the items were unanimously recognized by
all evaluators as being either present or absent on the TOGDP. This variability
suggests multiple potential causes. One hypothesis points towards the evaluators’
differential familiarity with the transparency portal. Some of the evaluators had
daily interactions with the portal, while others, such as the IT professionals,
had less experience navigating it. A second plausible explanation lies in the
complexity and diversity of the items, which may not have clear or universal
interpretations, leading to discrepancies in evaluations. Lastly, it could also be a
reflection of the inherent ambiguity in some transparency guidelines, which may
need further clarification or standardization to ensure consistent interpretation
and evaluation across different evaluators.

In conclusion, this study underlines the importance of comprehensive guide-
lines for evaluating TOGDPs, as well as the need to improve the clarity of these
guidelines to ensure accurate assessments. The disparities found across different
TOGDPs offer a valuable opportunity for shared learning and enhancement of
transparency measures. Moving forward, refining the item descriptions in the
guidelines, particularly in areas such as “Consultation on Revenue” (G1), would
be beneficial for all TOGDP evaluators.

6 Conclusions and Future Work

This work presents a process to assess the completeness of an OGPD in compli-
ance to a Grounding Framework, in a structured and comprehensive way. This
process allows portal managers to identify (in)completeness points of OGDPs.
We are unaware of international works that propose the type of approach used in
this article. We used a diagrammatic scheme in BPMN to propose our process,
based on a set of documents composing a reference grounding framework, such
as laws, reference models and instruments of good practice. As a result, a Com-
pleteness Report is generated, which allows OGPD managers to assess the portal
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and make necessary improvements. The evaluator is responsible for leading the
tasks and can enhance the reference framework as needed. In order to validate
our methodology, we applied it in a practical case involving a TOGDP of three
Brazilian local governments. Our evaluation showed that the most complete por-
tal has a completeness level of 52%, which indicates that there is still room for
improvement in relation to the availability of open information and data. The
results also highlighted the importance of having a clear reference framework
to guide the completeness assessment of the OGPD and allow comparison with
other similar portals. In addition, the results obtained in our case study show
the relevance of having a well-defined reference framework and the possibility of
comparing the completeness of the OGPD with other similar portals.

Based on our results, some possibilities for future work include: i) testing our
approach in OGDPs from different countries and regions to assess its applicabil-
ity in different contexts and identify possible adjustments and improvements; ii)
carrying out case studies to understand how the methodology can be adapted to
different types of OGDPs, considering their particularities and specific charac-
teristics; iii) exploring the possibility of automating the OGDP completeness
assessment process, using data analysis and machine learning tools; and iv)
investigating the relationship between the completeness of the OGDP and the
use of available data, assessing how the lack of information can impact its use
and generate barriers to transparency and citizen participation. Future research
could also explore the Criteria-Based Evaluation [3] method in order to evolve
our approach. Another interesting future research may also consider capturing
disagreement among participants in different case studies. While this study pro-
vided a glimpse of the various users perspectives, more accurate metrics would
be beneficial to illustrate these differences. One of the possibilities would be to
replicate the use of Krippendorff’s alpha (α) [11]. These efforts to quantify and
address disagreements could lead to more effective assessment of transparency
portals and, ultimately, more refined and user-friendly transparency portals.
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Abstract. The DCAT Application Profile for Data Portals is a crucial
cornerstone for publishing and reusing Open Data in Europe. It supports
the harmonization and interoperability of Open Data by providing an
expressive set of properties, guidelines, and reusable vocabularies. How-
ever, a qualitative and accurate implementation by Open Data providers
remains challenging. To improve the informative value and the compli-
ance with RDF-based specifications, we propose a methodology to mea-
sure and assess the quality of DCAT-AP datasets. Our approach is based
on the FAIR and the 5-star principles for Linked Open Data. We define a
set of metrics, where each one covers a specific quality aspect. For exam-
ple, if a certain property has a compliant value, if mandatory vocabularies
are applied or if the actual data is available. The values for the metrics
are stored as a custom data model based on the Data Quality Vocab-
ulary and is used to calculate an overall quality score for each dataset.
We implemented our approach as a scalable and reusable Open Source
solution to demonstrate its feasibility. It is applied in a large-scale pro-
duction environment (data.europa.eu) and constantly checks more than
1.6 million DCAT-AP datasets and delivers quality reports.

Keywords: Open Data · DCAT-AP · Data Quality

1 Introduction

Open Data constitutes a global movement to make data of public interest openly
available without any restrictions. Popular providers of Open Data are public
administrations, governments, and nonprofit and research organizations. Typi-
cally Open Data is published and managed through Web portals and aggregated
into central portals. A well-known example for an aggregator is the official por-
tal for European data1, that provides access to more than 170 individual data
catalogs, containing more than 1.6 million datasets.
1 https://data.europa.eu/.
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In order to efficiently disseminate, aggregate, and reuse Open Data a har-
monized, standardized, and machine-readable metadata model is paramount. A
widely adopted and powerful standard is the DCAT Application Profile for Data
Portals (DCAT-AP). It is based on the W3C (World Wide Web Consortium)
Resource Description Framework (RDF) Data Catalogue Vocabulary (DCAT)2
and therefore follows Linked Data and Semantic Web principles. DCAT-AP pro-
vides a plethora of properties, vocabularies and guidelines to extensively express
information about Open Data. However, currently many published DCAT-AP
datasets are affected with quality issues, such as sparse use of properties, wrong
or no use of vocabularies, application of incorrect data types or unavailable data.
This is caused by several aspects: (1) The DCAT-AP is fuzzy to a certain extent
and precise requirements for some properties are missing. (2) Only a few prop-
erties are declared as mandatory, allowing datasets with little expressiveness.
(3) DCAT-AP only represents the metadata, the actual data is linked and its
availability depends on external resources. (4) There does not exist an extensive
quality baseline for DCAT-AP, making it difficult for providers to ensure the
quality of their DCAT-AP datasets.

In this paper, we present a methodology, framework and software implemen-
tation to address these issues and support the iterative improvement of the qual-
ity and expressiveness of DCAT-AP datasets. We mainly address two research
questions in our work. Firstly, how can we measure and represent the quality,
completeness, and validity of DCAT-AP datasets? Secondly, how can we present
and communicate these quality assessments to data providers? The main contri-
butions of our work are:

– We designed concrete metrics and a data model to describe and store quality
measurements about DCAT-AP datasets based on the Data Quality Vocabu-
lary (DQV) and the FAIR and 5-star principles for Linked Open Data (LOD).

– We implemented a highly scalable processing pipeline to determine the indi-
cators for sets of DCAT-AP catalogs and a reporting tool to browse and
download the current and past results.

– We tested and evaluated our approach with a corpus of more than 1.6 million
datasets to demonstrate its feasibility and added value.

In Sect. 2 we introduce related work and related projects that deal with qual-
ity assessment of Open Data and that act as a foundation for our work. Our
qualitative quality metrics and our data model are described in Sect. 3. Our
implementation is illustrated in Sect. 4. Our approach is evaluated in Sect. 5
with a feature comparison and a practical use case. Section 6 summarizes our
work and gives an outlook for future developments.

2 Related Work

Our work is based on several related standards, specifications, and technologies
from the domains Open Data, research data, Linked Data and Semantic Web, as
2 https://www.w3.org/TR/vocab-dcat-2/.

https://www.w3.org/TR/vocab-dcat-2/
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well as data quality. In the following, we present a brief overview of the relevant
foundations.

According to the DIN, quality is defined as the “totality of characteristics (and
characteristic values) of a unit with regard to its suitability to fulfill specified
and presupposed requirements”3. When referred to data, and more specifically
to data and datasets in a scientific context, it can be assumed that there are
general requirements for data quality, such as verifiability, reusability, relevance
or completeness. To ensure high quality standards, improving data quality has
been enforced by various public authorities in the past years, e.g. by the Infor-
mation Quality Act4. Such efforts help mitigate the problem that insufficient
data quality leads to higher costs and time loss in science projects5.

DCAT is a mature and popular standard for expressing metadata about
data catalogs and foster interoperability between them. The standard consists
of multiple classes, where the most relevant ones are dataset and distribution.
The first one represents a collection of data, and the second one represents the
actual access to the data, e.g. a downloadable file. [12] DCAT-AP is a practical
extension of DCAT which introduces additional metadata fields and mandatory
ranges for certain properties. These ranges are provided as a Simple Knowledge
Organization System (SKOS)6 controlled vocabulary, published by the Publi-
cations Office of the European Union. For example, properties like language,
spatial information or MIME type can be harmonized by applying the provided
vocabularies [1].

The FAIR principles describe guidelines for data, broken down into “Find-
ability”, “Accessibility”, “Interoperability” and “Reusability”. The principles are
intended to ensure a uniform presentation of collected data. Within the four
principles, there are 15 sub-principles, as shortly described in the following. Find-
ability summarizes that records are tagged with globally unique and persistent
identifiers (F1) as well as rich metadata (F2). The data should also be present
inside of a searchable resource (F4). In addition, the metadata must specify
the data identifier (F3). Accessibility describes the need for a simplified access
of datasets through standardized communication protocols (A1). Those proto-
cols should be open, free, universally implementable (A1.1) and should allow
an authentication/ authorization procedure (A1.2). Furthermore the metadata
should be accessible even when the data is no longer available (A2). Interoper-
ability ensures that datasets have rich metadata and provide a formal, accessible,
shared and broadly applicable language to represent the information (I1). Also
metadata (and data as well) should use vocabularies that follow the FAIR princi-
ples (I2) and include qualified references to other data (I3). Reusability requires
datasets to be provided with a variety of descriptive attributes (R1) and a clear
and accessible data usage license (R1.1). In addition, datasets should have a
traceable provenance (R1.2) and comply with community standards (R1.3) [14].

3 DIN EN ISO 8402 (1995), p. 212.
4 https://sgp.fas.org/crs/RL32532.pdf.
5 https://hbr.org/2016/09/bad-data-costs-the-u-s-3-trillion-per-year.
6 https://www.w3.org/TR/skos-reference/.

https://sgp.fas.org/crs/RL32532.pdf
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The FAIR principles overlap with the 5-star principles for LOD defined by
Tim Berners Lee7. While this model also aims at improving FAIRness, it is more
focused on interlinking the data to enable the use of Semantic Web technologies.
Furthermore, this model refers to Open Data which means that data can be used,
modified and shared freely by users8 while the FAIR principles do not primarily
target openness. Based on this model, a dataset is evaluated according to five
criteria resulting in a star rating indicating its openness. If the dataset does not
comply with any criteria of the model it receives a zero star rating. One star is
earned by using an open license, receiving a second star requires the provision of
data using a structured format. A dataset has three stars if its format is open and
non-proprietary. The fourth star honors the use of URIs to describe properties,
and the fifth star evaluates the interlinking of data to provide context.

The Data Quality Vocabulary (DQV) is an extension of the DCAT vocab-
ulary, forming the basis for defining and interpreting dataset quality. When
interpreting quality, the DQV takes into account factors such as the constant
updating of data, the possibility of corrections by the user, and persistence obli-
gations9.

The Shapes Constraint Language (SHACL) is used to validate RDF graphs
against predefined rules, which are described as RDF graphs as well. These rules
specify, for example, specific formats, cardinalities, or relations for properties
of an RDF graph. The results are also rendered as an RDF graph and contain
detailed information about any errors or violations for the affected properties10.

2.1 Related Projects

Based on research that is primarily centered around developing standards and
metrics to evaluate the quality of Open Data, various solutions have been created
to automatically measure the quality of Open Data. A well-known example is
the work by Vetrò et al. [11] which resulted in the creation of the Open Data
Quality Measurement Framework.

Langer et al. [6] describe the quality assessment tool SemQuire, which enables
the assessment of Linked Open Data sources based on DQV. Building on a
semantic literature review by Zaveri et al. [16] they developed a list of metrics
segmented into four dimensions: Accessibility, Contextual, Intrinsic, and Repre-
sentational. The implementation consists of a user interface, a RESTful API, a
set of implemented metrics and the graph database Stardog. The input data can
be specified via a direct upload or by fetching a URL or a SPARQL endpoint.
Afterwards, the desired metrics can be selected by the user, and the analysis is
executed. The measurement results are then shown in the user interface and can
be exported into DQV with an overall score.

Another implementation developed by Neumaier et al. [8] is the Open Data
Portal Watch framework. The metrics used are based on previous work by Reiche
7 https://www.w3.org/2011/gld/wiki/5_Star_Linked_Data.
8 https://opendefinition.org/.
9 https://www.w3.org/TR/vocab-dqv/.

10 https://www.w3.org/TR/shacl/.
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et al. [9] and refer to the existing metadata keys of DCAT. They are divided into
five dimensions: Existence, Conformance, Retrievability, Accuracy, and Open
Data. In contrast to SemQuire, the Open Data Portal Watch framework contains
an additional harvesting component that enables the aggregation of data from
different Open Data Portals based on various technologies (CKAN, Socrata,
OpenDataSoft). The measurement results are shown in a user interface and can
be downloaded as a CSV or PDF report. The work of Neumaier et al. [8] serves
as the basis for further implementations such as the ODPQ Dashboard [5] and
the ADEQUATe platform [7] which enhance the feature set of the Open Data
Portal Watch framework, mainly by providing a more advanced dashboard.

In addition to the solutions mentioned above, current research offers imple-
mentations with a dedicated focus on evaluating the FAIR principles. These
include the FAIR Evaluator by Wilkinson et al. [15], which analyzes open
datasets using 15 metrics based on the FAIR principles and presents the results
in a user interface, as well as the FAIR Checker by Rosnet et al. [10] and the
FAIR data assessment tool F-UJI by Devaraju and Huber [2,3].

3 DCAT-AP Quality Metrics

To determine metadata quality we defined a set of quality metrics called
DCATAP Quality Metrics (DCAT-AP-QM) for metadata sets of catalogs,
datasets and distributions using DCAT-AP. These metrics are based on the
FAIR and 5-star principles and their application results in measurements with
qualitative values as well as (aggregated) scores.

3.1 Designing the DCAT-AP Quality Metrics

Inspired by Wang and Strong [13], so-called dimensions are used to categorize
different aspects of metadata quality within our DCAT-AP-QM. For each of
these abstract classes, metrics are defined that test certain criteria (e.g. timeli-
ness). For each of these metrics, a qualitative or quantitative value describes the
metadata quality by directly measuring it (e.g. “yes” in case of timeliness).

For our quality metrics, we define four dimensions, which are in line with
the FAIR principles: Findability, Accessibility, Interoperability and Reusability.
Additionally, a fifth dimension that emphasizes contextual usability is added:
Contextuality. For each of these dimensions metrics are defined adapting the
FAIR and the 5-star principles. In the following, for each dimension, the defined
metrics are described and the corresponding FAIR (sub-)principles and 5-star
principles are detailed. Some metrics are not checked by Piveau Metrics, as
they are either out of scope or are always fulfilled due to the way Piveau is
implemented. A detailed overview of unchecked principles is provided at the end
of this section giving details on why this is the case.

For each metric defined, the name of the tested metadata property is assigned
(e.g. Keyword Availability). The semantic representation of this metadata prop-
erty is added in brackets (e.g. dcat:keyword) consisting of the short version of
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the respective namespace11 and the property name. Among the metrics defined,
most test either the presence of a certain property (“Availability Metrics”, e.g.
Keyword Availability) or the matching of certain metadata with values of con-
trolled vocabularies (“Vocabulary Alignment Metrics”, e.g. License Vocabulary
Alignment). In case of multidimensional properties for Availability Metrics the
number of instances is not taken into account, only the sheer presence is mea-
sured. Both metric types store their results as boolean values. Additionally, there
are some special metrics whose functionality and values will be described in more
detail in the following.

Findability. [Keyword Availability (dcat: keyword), Category Availability
(dcat: theme, dct: subject), Spatial Availability (dct: spatial) and Temporal
Availability (dct: temporal)] The metrics cover F2 and R1 of the FAIR prin-
ciples stating that data should be described with rich metadata.

Accessibility. [Access URL Status Code (dcat: accessURL), Download URL
Availability (dcat: downloadURL) and Download URL Status Code (dcat: down-
loadURL)] The first and third metric describe whether the two specified end-
points can be reached via an HTTP request. The status code returned is used
as the value of the measurement. Unlike the download URL, the existence of
the access URL is not checked, since it is a mandatory property of DCAT-AP
and therefore must be available. The metrics fulfill A1 and A1.1 of the FAIR
principles, which state that metadata should be retrievable by their identifier
using a standardized, open, free and universal protocol.

Interoperability. [Format and Media Type Availability (dct: format, dct: medi-
aType), Format and Media Type Vocabulary Alignment (dct: format, dct: medi-
aType), Format and Media Type Non Proprietary (dct: format, dct: mediaType),
Format Machine Interpretable (dct: format) and DCAT-AP Compliance] The
first two metrics check the presence of media type and format information and its
vocabulary alignment according to the controlled vocabularies of DCAT-AP. The
metrics that deal with the non-proprietary nature and the machine-readability
of the format also check against controlled vocabularies but these vocabular-
ies have been defined especially for this purpose12. The fifth metric, DCAT-AP
compliance, is tested by validating the metadata against the DCAT-AP SHACL
shapes13. As soon as at least one issue occurs, the metadata is not compliant.
This check covers I1 of the FAIR principles demanding the use of a formal, acces-
sible, shared and broadly applicable language for knowledge representation. All
vocabulary checks cover I2 of the FAIR principles and the four star level of the
5-star principles requiring the representation of resources using a vocabulary
(URIs). Checking the given format for non-proprietary and machine-readability
applies to the two star level as well as the three star level of the 5-star principles.
11 dct: http://purl.org/dc/terms/, dcat: http://www.w3.org/ns/dcat#.
12 https://gitlab.com/dataeuropa/vocabularies/.
13 https://github.com/SEMICeu/DCAT-AP/tree/master/releases/2.1.1.
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Reusability. [License Availability (dct: license), Known License (License
Vocabulary Alignment) (dct: license), Access Rights Availability (dct: access-
Rights), Access Rights Vocabulary Alignment (dct: accessRights), Contact Point
Availability (dct: contactPoint) and Publisher Availability (dct: publisher)] Test-
ing the presence of a license covers R1.1 of the FAIR principles demanding the
declaration of one. R1 of the FAIR principles, namely a rich description of data
using a plurality of accurate and relevant attributes is tested by checking the
presence of an access rights description. The usage of controlled vocabularies
aligns to I2 of the FAIR principles and the four star level of the 5-star principles
which demand the linking of resources using URIs. Additionally, the metrics that
look at the contact point and the publisher meet the requirement of R1.2 of the
FAIR principles demanding a detailed provenance description.

Contextuality. [Rights Availability (dct: rights), Bytesize Availability (dcat:
byteSize), Date Issued Availability (dct: issued) and Date Modified Availability
dct: modified)] These metrics cover I2 and R1 of the FAIR principles which state
that data should be described by rich and relevant metadata.

While the metrics described above cover large parts of the FAIR and the
5-star principles, some (sub-)principles were not considered. F1 and F3 of the
FAIR principles demand the usage and integration of a global identifier within
the metadata. In order to even be accessible by our tool each DCAT-AP dataset
has to have a URL which serves as global identifier, and hence, is a prerequisite.
F4 of the FAIR principles, requiring that data should be indexed in a searchable
resource, is also not tested, as our tool is designed for an environment that
already offers such an index. A2 of the FAIR principles cannot be tested, since
(meta)data that is examined is necessarily available. I3 of the FAIR principles as
well as the five star level of the 5-star principles are not tested because checking
the interlinking of data is out of scope for our tool. R1.3 of the FAIR principles
demanding tests against domain-specific standards is also not covered. Our tool
is intended for Open Data portals that store data of any discipline, and therefore
testing against specific standards is not reasonable.

3.2 Applying the DCAT-AP Quality Metrics

The previously defined metrics serve as a basis to make measurements for each
specific metadata set. Statements about the quality of the respective metadata
record can then be derived from the totality of the values obtained in this way.

The results are purely qualitative and in most cases only describe the presence
of properties in the metadata or the use of controlled vocabularies. While it is
necessary to know these details to evaluate and improve the metadata set, they
do not provide a quickly ascertainable indication of its overall quality. For this
reason, a quantification of each metric in the form of a score is derived to describe
the fulfillment of this metric in a quick and easy way.

Aspects that are considered particularly important are given a higher score
than less important aspects. An essential criterion for assigning individual max-
imal achievable scores is the classification of metadata properties into relevance
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classes according to DCAT-AP (mandatory, recommended, optional). In addi-
tion, the importance of the metric in the context of the FAIR and the 5-star
principles influences the individual maximal achievable scores.

Each score is computed based on the test results of each metric. Most metric
values are boolean, so a value of true receives the maximum score and false a score
of zero. There are three metrics that test aspects different to the presence of a
property or the use of a controlled vocabulary: In case of DCAT-AP Compliance,
the agreement of the metadata with DCAT-AP is tested. As soon as at least one
issue is found, the test is considered negative and the score of the metric is zero.
In case of the access URL (Access URL Status Code) and the download URL
(Download URL Status Code), the returned status must be a HTTP success
code 2xx to indicate a successful request, and to receive the maximum score.

Aggregated quality scores enable the comparison of the metadata quality
of different catalogs, datasets and distributions. Overall quality scores are com-
puted by summarizing the individual scores. These are provided for each catalog,
each dataset and each distribution. Aggregated quality scores are available for
each of the five dimensions as well as overall. The higher the ratings, the higher
the quality of the metadata set.

3.3 DCAT-AP Quality Metrics Data Model

Table 1. Quality Measurement

DQV Quality Measurement

rdfs:type dqv:QualityMeasurement
dqv:isMeasurementOf
dqv:value
dqv:computedOn
prov:generatedAtTime

Table 2. Quality Annotation

DQV Quality Annotation

rdfs:type dqv:QualityAnnotation
oa:hasBody
dqv:inDimension
oa:motivatedBy
dc:isVersionOf
oa:hasTarget
prov:generatedAtTime

Both the measurements of the metrics as well as the calculated scores are stored
using our custom DQV data model. All measurements are stored as DQV Quality
Measurements except for the DCAT-AP Compliance metric, i.e. the SHACL
validation report, which is persisted as DQV Quality Annotation. The resulting
quality metrics graph contains a set of those classes, one for each metric defined,
including additional properties providing detailed information.

The Quality Measurement (see Table 1) describes the metric tested (dqv:
isMeasurementOf), the test result (dqv: value), which resource was tested (dqv:
computedOn) and when the result was measured (prov: generatedAtTime). The
Quality Annotation (see Table 2) includes the SHACL validation (oa: hasBody)
property, the dimension this metric is part of (dqv: inDimension) as well as
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the description of the motivation for the creation of the annotation (oa: moti-
vatedBy). The DCAT-AP version (dc: isVersionOf), the resource the test was
performed on (oa: hasTarget) and the point in time those results were generated
(prov: generatedAtTime) are also described.

4 A Scalable Metrics Pipeline

This section presents our practical implementation of the DCAT-AP-QM, that
we call Piveau Metrics. It consists of four major layers: A persistence layer
where the quality data is stored, a pipeline layer, that periodically creates the
quality measurements and assessments for a given corpus of DCAT-AP datasets,
a service layer that processes the generated data and provides an API for further
usage and a UI layer that presents the results to the end user. Each layer consists
of several sub-components, where each one is implemented as an individual Web
service. Piveau Metrics follows a microservice architecture making the solution
highly scalable and extendable. All services were developed in Java and Kotlin
and support a container-based cloud deployment. Figure 1 illustrates the layers
and their respective services.

Fig. 1. Overview of Piveau Metrics Layers

4.1 Persistence Layer

The Persistence Layer comprises two different storage solutions: a triplestore
graph database and a document database serving as cache. The triplestore is
used to store the metric measurements and scores as RDF encoded with DQV.
For each DCAT-AP dataset a dedicated named graph is generated. An important
feature is that existing graphs are not overwritten, but new ones are created each
time the pipeline is triggered providing a history of all previous measurements.
The cache is used to store (aggregated) scores that are derived from the metrics
graphs - for instance catalog quality scores. This allows for much faster access
to this information compared to retrieving them on-the-fly from the DQV data.
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4.2 Pipeline Layer

The Pipeline Layer consists of four modules determining the actual scores for
each dataset. Ideally, the pipeline is triggered when a dataset is created or an
existing one gets updated. Each DCAT-AP dataset passes the services of this
layer in a predefined order, where the measurements for each metric and the
(aggregated) quality scores are determined. The resulting DQV graph is sent to
the triplestore. This pipeline is flexible and easily extendable, so that there is a
straightforward path to adding new validation services.

– The DCAT-AP Constraints Validation Module constitutes the entry point
of the pipeline. It validates the dataset against the official SHACL rules of
DCAT-AP. It can manage multiple versions of SHACL shapes to evolve with
the standard and support domains beyond DCAT-AP.

– The Metrics Module applies the main part of our DCAT-AP-QM to the
dataset and returns the result as a DQV encoded payload. It iterates over
all properties and applies the defined validations as described in Sect. 3.1.

– The Distribution Availability Module checks the availability of each distri-
bution by validating if the access and download URLs are reachable and
downloadable. To save resources an HTTP head request is used for the check.
If this check fails, an HTTP GET request can also be utilized.

– The Scoring Module, as final service of the pipeline, takes all results from pre-
vious services and builds the metrics graph incorporating all measurements.
In addition, it calculates quality scores for each dataset, each dimension and
one overall quality score and adds them to the metrics graph. The complete
metrics graph is then stored in the triplestore.

4.3 Service Layer and UI Layer

The Service Layer consists of a set of services that uses the metrics results and
shows certain result items in specific formats to the end user. Each service has
a scheduling component that can be configured individually.

– The Aggregation Service retrieves the current quality scores of datasets and
aggregates them into catalog scores and an overall score. These aggregated
metrics are stored, ordered by type and aggregation date, in the cache. The
Aggregation Service provides an API to return the most recent aggregates as
well as averages for specific time frames. Apart from that, an API is offered to
retrieve other results from the triplestore that were generated by the Pipeline
Layer, e.g. specific measurements for datasets and distributions. These APIs
are used by other services in the Service Layer and by the UI Layer.

– The Reporting Service provides human-readable and processed reports of the
measurements in PDF, ODS or XLSX format. It uses the Aggregation Service
API to retrieve the current measurements and generates these reports on a
predefined schedule.
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– The Notification Service requests the measurements and scores for a catalog
from the Aggregation Service and sends a notification to the data provider
in case of a score deterioration for that specific catalog. The schedule for this
service can be activated individually for each catalog.

The UI Layer provides an easy-to-use access to the measurements and scores
for end users. It is a Web frontend providing diagrams and detailed information
about each metric and their evolution in terms of quality. Next to the Notification
Service it serves as an access point for data providers.

5 Evaluation

We evaluated our approach on two levels. Firstly, we compared the features of
Piveau Metrics with existing and similar approaches to validate the novelty and
relevance for the domain of open DCAT-AP datasets. Secondly, we performed a
long-term test in a production environment to validate the practical feasibility
and impact of the software.

5.1 Feature Comparison

The feature evaluation is based on a set of indicators that cover the theoretical
concept and the practical applicability of each solution. The main focus is to
evaluate the benefit for the domain of Open Data.

The Data Check feature allows to check the accessibility and validity of
resources. The FAIR, 5-star, and DCAT-AP Support features indicate the consid-
eration of these principles in the different solutions. The User Interface (UI) and
the Application Programming Interface (API) feature ensure that both is avail-
able to the user. The Export feature allows users to export the measurements as
a report (e.g. PDF, JSON) and the Notification feature allows users to receive
notifications in case a score decreases. The Score Comparison feature enables the
ranking and comparison of catalogs, datasets and/or distributions (Table 3).

Table 3. Feature Comparison of Open Data Quality Tools

Feature Piveau
Metrics

Sem-
Quire

Open Data
Portal Watch

FAIR
Evaluator

FAIR
Checker

F-UJI

Data Check x x x x x x
FAIR Support x - - x x x
5-star Support x - - - - -
DCAT-AP Support x - x - - x
UI/API x/x x/x x/x x/x x/x x/x
Export x x x x x x
Notification x - - - - -
Score Comparison x - - - - -
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The evaluation reveals that the related projects utilize distinct standards
and principles as a basis for their quality assessment. Similar to our approach,
SemQuire utilizes the DQV, and the Open Data Portal Watch framework sug-
gests a set of metrics within the scope of the DCAT specification. The authors
of the FAIR Evaluator, the FAIR Checker, and the F-UJI solutions focus on
representing the FAIR principles in their implementations. In contrast to our
approach, most other solutions restrict the analysis to a single resource at a
time. Also, none of the related projects provides a dashboard that presents the
quality measurements and quality scores in a comparative view.

5.2 Use Case: data.europa.eu

We applied our solution in a large-scale real-world production system to evalu-
ate its feasibility, scalability, and possible impact on the data quality. Therefore,
Piveau Metrics was tightly integrated into the metadata registry and acquisition
components of data.europa.eu14. The portal is provided by the European Com-
mission and constitutes the central aggregation point for European Open Data.
As of March 2023 it lists more than 1.6 million datasets, gathered from more
than 170 regional, national, and pan-national data catalogs. It applies DCAT-AP
as core data model and storage format. A detailed overview of the underlying
software architecture of data.europa.eu can be found in [4]. The Pipeline Layer
to create the actual quality information is integrated in the harvesting process,
where the metadata is retrieved from the various data sources regularly. Each
DCAT-AP dataset is forwarded to the Pipeline Layer, processed and the result-
ing DCAT-AP-QM is stored alongside the actual dataset in the triplestore of
data.europa.eu. The Service Layer is retrieving the quality information from
the triplestore to feed the Aggregation Service, the Notification Service and the
Reporting Service. (cf. Fig. 1) A dedicated user interface (UI Layer), the Meta-
data Quality Dashboard (MQD)15 acts as comprehensive interface providing
multiple aggregations (provided by the Aggregation Service) of the scores for
the different dimensions and metrics (e.g. the scores for a specific point in time
and/or catalog). Figure 2 shows a selection of views. For each catalog users can
access a dedicated view and download the reports (provided by the Reporting
Service) in multiple formats. Furthermore, for readability the score is trans-
formed into a simple rating with four ranges: excellent, good, sufficient, and
bad.

The system is in place since September 2021, when it monitored 74 catalogs.
Since then the portal has grown and Piveau Metrics is constantly monitoring
the plethora of datasets and catalogs. As of March 2023 the triplestore holds
more than 64 million discrete quality values for the current corpus of datasets.
The historic data sums up to more than 1.4 billion quality values. Hence, from
a technical point of view, including feasibility and scalability, our solution can
be successfully applied in a production use case.

14 https://data.europa.eu.
15 https://data.europa.eu/mqa.

https://data.europa.eu
https://data.europa.eu/mqa
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(a) Best Rated Catalogs (b) Findability Metrics of a Dataset

(c) Interoperability Metrics of a Dataset (d) Accessibility Issues of a Dataset

Fig. 2. Overview of MQD in data.europa.eu

One objective of our work is the lasting quality improvement of Open Data.
Therefore we examined, how the quality evolved over time. The Aggregation
Service allows to retrieve scores for specific points in time16. We retrieved the
overall scores and scores for each of the five dimensions for each catalog and
calculated the average across all catalogs. In order to include as many catalogs
as possible we chose January 2022 as baseline and the current month March
2023 as comparison. Within this period complete measurements for 164 catalogs
are available17. Table 4 shows the results and indicates a slight tendency towards
better data quality. The overall score has improved and the average rating moved
from sufficient to good. Accordingly, the values for the five dimensions improved,
with the exception of findability, that dropped minimally. The table also shows
the percentage of catalogs that have good/excellent ratings and bad ratings. The
increase in the first category and the decrease in the latter reveals a positive
progress. In general, we do not claim a correlation between the application of
our tool and the improved quality, since many aspects can contribute to this
and datasets are constantly added and removed. However, our solution supports
a transparent and fine-grained evaluation of the metadata quality. Successive
quality improvements can be more evidence-based by both, portal operators
and data providers.

16 https://data.europa.eu/api/mqa/cache/.
17 The raw data can be found here: https://doi.org/10.5281/zenodo.8016840.

https://data.europa.eu/api/mqa/cache/
https://doi.org/10.5281/zenodo.8016840
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Table 4. Average Scores, Values and Ratings between 2022 and 2023

2022-01 2023-03

Overall Score 218 225
Overall Rating Sufficient Good
Findability Value 72 71
Accessibility Value 53 54
Interoperability Value 38 42
Reusability Value 51 52
Contextuality Value 4 7
Good and Excellent Ratings 54% 56%
Bad Ratings 17% 13%

6 Conclusions and Future Work

In this paper we have presented our methodology, data model and practical
implementation for assessing and reporting the quality of DCAT-AP datasets.
DCAT-AP is a widely adopted RDF-based specification for describing meta-
data of Open Data. Although DCAT-AP defines many expressive properties
and vocabularies to be used, a qualitative and accurate implementation by Open
Data providers is challenging. Therefore, we designed quality metrics for DCAT-
AP datasets based on a practical view on the FAIR and 5-star principles. We
propose a set of specific metrics within the five dimensions findability, accessibil-
ity, interoperability, reusability and contextuality. In essence, these metrics cover
the valid assignment of critical properties, the compliance with the DCAT-AP
specification based on SHACL, and the availability of the actual data. Based on
the values of these metrics, we determine overall scores allowing to assess and
compare the quality of datasets. The results of the quality evaluations are stored
in a custom RDF model based on the Data Quality Vocabulary (DQV), called
DCAT-AP-QM data model. We implemented our approach as a scalable and
reusable solution to demonstrate its feasibility and implications. Our software is
called Piveau Metrics and mainly divided into two processing layers: a pipeline
layer to constantly calculate the metrics over a corpus of DCAT-AP datasets
and a service layer to provide the results and aggregation reports to applications
and users. We compared our approach with existing work in the field of Open
Data quality assessment and showed that Piveau Metrics offers the broadest
set of features for our application scenario. In addition, with data.europa.eu,
we applied our solution in a large-scale production environment. It constantly
checks more than 1.6 million DCAT-AP datasets and provides quality reports
to the data providers. The DCAT-AP-QM data model and Piveau Metrics is
available as Open Source18.

18 https://gitlab.com/piveau/metrics.

https://gitlab.com/piveau/metrics
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With our work we have shown, that the FAIR principles, the 5-star principles
and established RDF standards, such as SHACL and DQV constitute an appro-
priate foundation to measure and report the quality, completeness and validity
of DCAT-AP datasets. This effectively can close the gap between the formal
specification and the practical difficulties in applying DCAT-AP.

With data.europa.eu we have built a showcase to demonstrate how quality
reports, scoring and rating can be communicated to data providers and inter-
ested users. We believe that such an open communication is crucial to increase
the quality of Open Data in the future. It introduces a certain degree of gamifica-
tion and can nudge data providers to improve their data. However, the evolution
of the scores illustrated in Sect. 5.2 are only showing a slight improvement. This
indicates that data providers need to engage more with the reports and incorpo-
rate the insights into their publication processes. Therefore, we aim to improve
the feedback loop of our approach and introduce more notification and alert
features towards the data providers.

The service-based architecture allows to integrate Piveau Metrics into a vari-
ety of management solutions for DCAT-AP. Piveau Metrics is under active devel-
opment and constantly adapted to changes around the DCAT-AP specification,
such as the introduction of Data Services. We want to refine and broaden our
quality metrics and include additional aspects, such as the CARE principles19
and other best practices for Open Data publication. We also intend to extend
our quality metrics to data itself, supporting file-type-specific metrics to evaluate
the quality of the actual data.
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Abstract. Open government data (OGD) has emerged as a crucial aspect of dig-
ital transformation strategies, prompting many governments to establish national
OGD portals to facilitate access to large amounts of public sector datasets. How-
ever, despite the OGD portals’ goal of serving as intermediaries between OGD
producers and OGD users, they have faced numerous criticisms for their low use
and failure to adequatelymeet users’ needs. The lack of consensuswithin theOGD
community on the sources of dissatisfaction with the OGD portals and their neg-
ative impact on their use warrants a detailed examination of users’ dissatisfying
experiences. Taking a user-centred perspective, I adopt a critical incident tech-
nique (CIT) approach to identify the drivers and sources of dissatisfaction with
a national OGD portal. Based on my analysis, a descriptive model is proposed
to help to comprehend the interrelations between three sources of dissatisfaction
with the OGD portal and ten respective drivers: OGD production (i.e., develop-
ment of high-quality datasets, completeness of the metadata), OGD distribution
(i.e., accessibility of the datasets, organisation of the datasets, centralisation of
the datasets, search engine, interface, visualisation), and OGD use (i.e., skills and
knowledge, and added value).

Keywords: Open Government Data · Dissatisfaction · CIT

1 Introduction

Over the past years, governments have been keen data producers [1].While government-
produced data were initially made accessible through statistical reports or after long and
official request processes [2], the emergence of policy debates demanding more trans-
parency gave rise to Open Government Data (OGD). OGD are data produced by state
bodies made freely accessible, modifiable, sharable, and usable by anyone with minimal
control mechanisms like copyright, price, or repurposing restrictions [3]. As a strong
hypothesis in the OGD community is that the value from OGD can best be generated
when datasets are being used, previous research pointed out that opening datasets needs
to be accompanied by OGD portals to facilitate the distribution of datasets [2, 4–6].
Typically implemented as web-based catalogue systems, OGD portals allow producers
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to upload their datasets while affording users to download the datasets judged to be
useful through the portal’ search engine or directly via Application Programming Inter-
faces (API) [4, 6]. Altogether, the OGD portals aim to afford further use by playing the
intermediary role between the OGD producers (i.e., public administrations or organisa-
tions with a state mandate) and the OGD users (by definition, anyone with interest in
the datasets) [2]. These OGD portals received many criticisms fuelled by the fact that
datasets are being shared on OGD portals, assuming that they are meant to be further
used while their use remains low in practice [7–10].

It is necessary to investigate users’ needs to address the low use of OGD portals.
Previous research has shown that any information system (IS) not meeting users’ needs
may not be used [11]. It is thus time to investigate the users’ needs [12, 13] especially
given that users have reported that OGD portals do not cater to their needs [14]. Given
that OGD users can be anyone interested in the datasets, there is a great diversity of user
types with respective capacities and interests [15, 16]. However, like for any IS, it can be
assumed that there are power and minimalist users. Power users operate the OGD portal
with accomplished experience and knowledge, enabling the use of advanced features of
theOGDportal. In contrast, minimalist users lack some experience and knowledge to use
all the portal’s features. Since most users fall into the minimalist category operating the
OGD portal with less experience and knowledge [14], investigating their needs enables
to identify the lowest common minimum standards of all users’ needs. Minimalist users
are comprehended as users who are aware of the OGD portal and perceive its usefulness
but experience issues when using the OGD portal. As with any IS, when users perceive
the IS’ usefulness, their overall satisfaction with the IS will make them return [17].
Accordingly, user satisfaction is understood as a successful interaction between the
OGD portal and its users, whilst dissatisfaction occurs when the OGD portal does not
meet users’ needs.

Due to the lack of consensus within the OGD community on the sources of dissatis-
faction with the OGD portal and the consequent negative impact on its use, my research
seeks to identify the drivers that generate users’ dissatisfaction with the OGD portal.
Identifying the drivers of dissatisfaction with the OGD portal is needed because the pres-
sure on governments has augmented, given, on the one side, the high investments made
by governments and, on the other side, the fact that OGD use remains low in practice
[13]. Hence, to ensure minimal use of the OGD portal, researchers and policymakers
need to identify the drivers of users’ dissatisfaction with the OGD portal. Based on the
findings, concrete actions can be taken to improve users’ experiences and achieve the
desired outcomes of the OGD portal, thereby alleviating the existing political pressure
associated with low OGD use. To accomplish this, I adopt a critical incident technique
(CIT) approach to identify drivers of dissatisfaction with the OGD portal. Thus, my
study’s research question is: What are the drivers of dissatisfaction with the OGD por-
tal? Sincemy approach intends to conduct an in-depth analysis of a national OGD portal,
the best outcomes could be achieved by covering the portal to which the author belongs.
Therefore, this paper focuses on the national OGD portal of Switzerland. My study is
structured as follows: I first outline the background of the paper, then present the research
methodology before exposing the results leading to the discussion and conclusion.
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2 Background

2.1 Expectation Disconfirmation Theory

Previous research demonstrated the importance of understanding and managing expec-
tations in various contexts through the Expectation Disconfirmation Theory (EDT). Not
surprisingly, EDT has also been applied to study IS adoption, use, and satisfaction [18–
21]. EDT is often used to explain the level of satisfaction based on users’ expectations.
According to EDT, outperforming expectations is seen as positive disconfirmation lead-
ing to satisfaction [22]. On the other hand, falling short of expectations is seen as a
negative disconfirmation leading to dissatisfaction [22]. Disconfirmation is thus a sub-
jective comparison resulting from thinking that performance was better (i.e., positive
disconfirmation) or worse (i.e., negative disconfirmation) than expected [22, 23]. While
expectations are one’s pre-use beliefs about how the ISwill perform based on its features,
performance is one’s post-use beliefs about how the IS performs [23]. EDT posits that
users typically compare their perceived performance with their expectations leading to
positive or negative disconfirmation affecting satisfaction or dissatisfaction [24]. In the
context of my paper, if the OGD portal surpasses expectations, users are likely to be
satisfied with the OGD portal (i.e., positive disconfirmation). Conversely, if the OGD
portal falls below expectations, it will be perceived as negative disconfirmation by users,
leading to dissatisfaction.

2.2 About Users’ Dissatisfaction

Understanding users’ needs is a critical aspect of developing successful systems. For
that purpose, prior research has studied user adoption and intentions to use OGD [5, 25,
26]. However, simply adopting and intending to use OGD is not enough, as a common
assumption regarding OGD use is that opening government data is meaningful only so
far as they are used [27]. Minimal use of the OGD portal is thus required to ensure
that OGD are used, not just published [2, 5]. Accordingly, the OGD portal cannot be
considered successful if not used by its users [28]. Combining this with EDTmeans that
if the system performs better than expected, it leads to users’ satisfaction and reinforces
the users’ attitude towards the system. If the system performs worse than expected, it
produces adverse effects and complaints, bringing its share of dissatisfaction. In sum, if
there have been satisfying past experiences with OGD, users are more likely to interact
again with the OGD portal [2, 29], while dissatisfied users tend to stop using it [28].

Studying users’ dissatisfaction with the OGD portal is needed to improve users’
experience. Studying users’ dissatisfaction is all the more relevant given that users’
experience is a function of what users remember, and users are better at remembering
bad experiences in the government context [30]. One negative incident – such as a poor-
quality dataset downloaded from the OGD portal, the search engine, which does not
find the desired datasets or the help functionalities not addressing the asked questions –
can bring its share of dissatisfaction and discredit the users’ overall impression of the
OGD portal. By studying users’ dissatisfaction with the OGD portal, the aim is to make
negative incidents with the OGD portal as rare as possible, especially because negative
incidents, in the government context, affect average user (dis)satisfaction four timesmore
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than positive incidents [30]. Accordingly, identifying where and when such dissatisfying
experiences occur enables targeted interventions to make these negative incidents as rare
as possible. Hence, knowing what drivers make users dissatisfied creates opportunities
for improving the OGD portal to avoid or limit the recurrence of such negative incidents.
To do so, I focus on user experience using the critical incident technique (CIT) because
users can only develop dissatisfaction after having hands-on experience with the OGD
portal.

3 Critical Incident Technique

I used the CIT to address my research question. Introduced in the social sciences by
Flanagan [31], the CIT is a well-established qualitative research tool which consists of
“a set of procedures for collecting direct observations of human behaviour” [31]. The
choice of the CIT was motivated by three of its features. Firstly, it provides a relatively
fast diagnosis of the problematic aspects of users’ needs. Secondly, I believe it is the
suitable method to identify the drivers of dissatisfaction with the OGD portal because the
technique emphasises incidents (i.e., things which happened andwere directly observed)
that are critical (i.e., thingswhich significantly affected the outcome). Thirdly, CIT brings
valuable practical implications [32].

CIT relies on a set of procedures for collecting observations of human behaviour,
analysing, and classifying them to be useful in addressing practical problems [33]. By
retrieving critical incidents,CIT requires answers basedneither on intuitions nor opinions
but on facts, which allows for turning factual anecdotes into data [34]. As the data are
collected from the respondents’ perspective, CIT allows respondents a free range of
responses as they can use their terms and languages to recall their experiences [33].
By being sufficiently complete, the critical incident leaves little doubt concerning its
effects, allowing inferences and predictions to be made [31]. In that sense, an incident is
deemed critical when it contributes to or detracts from the general aim of the activity in a
significant way [32, 33]. Applied to my study, I understand by critical incident any story
containing a clear and detailed example of a user’s experience while using the OGD
portal. I focus on the negative critical incident, which is any dissatisfying experience
with the OGD portal, that is, all users’ encounters with the OGD portal, resulting in
frustration and dissatisfaction.

3.1 Data Collection

To investigate the drivers of dissatisfaction with the OGD portal, I employed CIT to
collect critical incidents from users of the national OGD portal of Switzerland. This
national OGD portal serves as a typical case for other countries due to its adherence to
the Comprehensive Knowledge Archive Network (CKAN) [35], which is recognised as
the international and de-facto standard for OGD portals [2]. Although minor variations
may exist in the front-end implementation of the portals, the CKAN standard ensures a
high level of technical interoperability across portals by establishing metadata standards
and tools to facilitate the interaction between the portals and their users [2].
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To collect my data, I employed the focus-group interview technique due to its ability
to reduce the cost in time and personnel while retaining the advantages of individual
interviews, such as the interviewer’s ability to establish contact, provide explanations,
and answer questions [31]. The effectiveness of this technique has been excellent [31].
My sample consisted of 23 public managers from diverse branches (and levels) of the
Swiss government, including IT, Education and Research, Health, Finances, Foreign
Affairs, and Information Services. Since most users of OGD fall into the minimalist
category operating the OGD portal with less experience and knowledge [14], this study
aims to investigate their needs. Thus, I followed a purposive sampling strategy to recruit
participants following a certificate of advanced studies in Digital Government, a certified
on-the-job training program for managers in public organisations from federal, cantonal,
and communal levels responsible for or engaged in public digitalisation projects. In con-
sideration of the participants’ engagement in public digitalisation projects, participants
displayed a level of awareness regarding the OGD portal and acknowledged its use-
fulness. However, they lacked some experience and knowledge to use all the portal’s
features, leading to issues when using the OGD portal.

I conducted three focus-group interviews in November 2021, all structured around
open-ended questions that encouraged participants to brainstorm and describe their dis-
satisfying experiences when using the OGD portal. The open-ended questions were
designed to focus on the specific features of the OGD portal and the characteristics of
the datasets, considering participants’ resources and capabilities during their interactions
with the OGD portal. Each participant was free to share dissatisfying experiences spon-
taneously when using the OGD portal, which allowed other participants to bounce back
by commenting on the shared experiences, adding new elements, or developing other
experiences. The interviewer played the role of facilitator, encouraging the discussion to
generate data based on participants’ interactions. It was fluent for the interviewer toman-
age the existing relationships and create an environment where participants were relaxed
and encouraged to exchange their experiences. Indeed, participants were well informed
about the purpose of the study, knew each other from following the same certificate of
advanced studies, and previously agreed to engage in the discussions fully. Participants
were asked to provide specific details of their dissatisfying experiences and explain why
each experience was particularly dissatisfying. Before starting the focus-group inter-
views, participants provided informed consent to be recorded. The focus-group inter-
views lasted approximately one hour and concluded when participants could not report
additional incidents. I transcribed the interviews verbatim using the recordings.

3.2 Data Analysis

To analyse the data collected from the focus-group interviews, I used content analysis, a
systematic approach to identify and categorise patterns and themes in the data [36]. I used
an inductive approach to analyse the data and identify critical incidents that were used
as the primary unit of analysis. Only incidents that occurred while users were using the
OGD portal contained a clear example of dissatisfying experience and were described in
sufficient detail for research analysiswere considered. A total of 140 incidentswere iden-
tified, which I grouped into drivers of dissatisfaction based on similarities in the reported
experiences using an analytical induction process [32, 37]. Following the initial content



284 A. Francey

analysis of the critical incidents identified, I elaborated ten drivers of dissatisfaction by
grouping the critical incidents according to their meanings. The drivers and their names
were not preconceived but flowed from the data [37]. Moreover, to get a higher level of
abstraction, I repeated the process and regrouped the ten drivers into three sources of
dissatisfaction by identifying where and when the drivers and their respective incidents
occurred. This higher level of abstraction enables the identification of the responsible
stakeholders and the development of targeted interventions.

Regarding sizes, most studies examined 50 to 100 incidents [38]. My 140 critical
incidents provide sufficient theoretical saturation, especially as the last group interviewed
did not report any critical incident that required the development of a new driver. My
approach captured the essential sources of dissatisfaction while retaining the granularity
through the drivers and specific details through the identified incidents.

4 Results

The drivers and sources become essential for understanding dissatisfaction with the
OGD portal. The higher level of abstraction allows to identify where and when such dis-
satisfying experiences occurred and the responsible stakeholders. I present my results
through the drivers and sources of dissatisfaction, not by detailing each identified crit-
ical incident. However, statements from the critical incidents are cited for illustrative
purposes. The results indicate that dissatisfaction with the OGD portal arises from three
sources: OGD production, OGD distribution, and OGD use. Hence, dissatisfying expe-
riences with the OGD portal are not limited to issues exclusively related to the OGD
portal but also encompass negative incidents related to OGD production and OGD use.
From Fig. 1, one can see that when analysing dissatisfaction with the OGD portal, from
the 140 critical incidents identified during the focus-group interviews, the most promi-
nent source is OGD distribution (83 incidents), followed by OGD use (29 incidents),
and finally, OGD production (28 incidents). Research on critical incidents suggests that
what is important is how many times incidents occurred [39]. Given that the frequency
of critical incidents is relevant in CIT because it is their frequency which stands these
incidents out [40], Fig. 1 relates the number of critical incidents per driver and source.
The results show how users fall short of expectations and how dissatisfying experiences
and drivers of dissatisfaction lead to negative disconfirmation and dissatisfaction.

4.1 OGD Production

Before being published on the OGD portal, datasets are generated by OGD producers
(e.g., public administrations and organisations with a state mandate…). The first source
of dissatisfaction stems from OGD production, as it determines if the datasets may (or
not) be exploited to their full potential. My results demonstrate that OGD production
can lead to dissatisfaction with the OGD portal if the datasets provided do not align with
users’ expectations. This first source of dissatisfaction with the OGD portal does not
pertain to the information produced by the OGD portal itself but is instead the result of
the work of OGD producers. This means that the work performed by OGD producers
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Fig. 1. Drivers and sources of dissatisfaction with the OGD portal

directly affects users’ dissatisfaction with the OGD portal. In summary, users’ expecta-
tions regarding OGD production can result in disconfirmation with the produced OGD,
ultimately leading to dissatisfaction with the OGD portal. Two drivers of dissatisfac-
tion related to OGD production are the development of high-quality datasets and the
completeness of the metadata.

The first driver contains 19 incidents, including incomplete or outdated datasets,
dead links, or empty tables. The lack of high-quality datasets’ development impedes the
use of the OGD portal, given that users cannot take the best advantage of the datasets,
which leads to frustration and dissatisfaction. This is especially true given that the users
have a snapshot of several datasets, which inspires ideas for use but is directly hindered
by poor data quality. An illustrative example of such incidents is mentioned below:

“Typically, some data could be used for marketing purposes to do customer tar-
geting, but the problem is that I don’t have a guarantee of having the latest data. I
wouldn’t have been able to use the found dataset for marketing purposes as it was
from 2016 to 2018 and then stopped. […] I cannot set up a customer targeting
with a dataset outdated by three years.”

The second driver, containing nine incidents, pertains to the absence of contextual
informationor incomplete datasets descriptions that are essential for datasets’ subsequent
use. The fact that the metadata is incomplete produces a feeling of dissatisfaction, as
illustrated below:

“And even the datasets, when you find them, you think “Ah great, this one looks
interesting”. But when you export the dataset, you don’t have the information on
the metadata. I opened one dataset about private use of the internet and internet
security. There are some concepts which are not explained. So, when they men-
tion fishing, you think, well, fishing from the person? Fishing from his email?
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Has the person experienced this? I couldn’t find out if it were actual experiences
or something else… So, in the end, you can’t use that data, at least from my
experience.”

4.2 OGD Distribution

By cataloguing the datasets from OGD producers, the OGD portal facilitates users’
access to OGD. Acting as a comprehensive “one-stop-shop”, the OGD portal enables
users to search and retrieve the desired datasets. Consequently, both the OGD portal
and individual perceptions of its performance impact the extent to which the OGD
portal can deliver expected benefits. Specifically, the design of the OGD portal interface
plays a crucial role in shaping users’ expectations. Individuals tend to rely on previous
experiences as reference points and expect uniformity in the design and functionality of
online interfaces. During the focus-group interviews, for instance, numerous participants
drew on analogies with Google search and compared the OGD portal’s search engine
to the one of Google. This comparison illustrates the discrepancy and misalignment
between the users’ expectations and what is provided through the OGD portal. As a
result, when users’ expectations are not aligned with the features offered by the OGD
portal, disconfirmation with its features occurs, leading to dissatisfaction. Six drivers
related to OGD distribution were identified as drivers of dissatisfaction with the OGD
portal. These drivers include the accessibility, organisation, and centralisation of the
datasets as well as features of the portal itself, such as interface design, poor search
capabilities, or inadequate visualisation tools.

The first driver is the accessibility of the datasets, which contains 12 incidents. The
challenges associated with accessing datasets raise fundamental questions about the
portal’s purpose, as illustrated below:

“The portal doesn’t make data access much easier; it puts data in one place but
doesn’t make accessibility much easier […]. If I entered the keywords I put on the
portal directly into Google, I could reach the data source almost as fast.”

The second driver, concerning the organisation of the datasets, includes 27 incidents
and relates to issues such as the lack of standardisation, aggregation, and hierarchy of the
datasets. In addition, users also expressed dissatisfaction with the absence of a minimal
data model, which contributed to their frustration. This sentiment is exemplified in the
following statements:

“I have the impression that they did their thing, they said to themselves that’s good
and then pushed all the information they had, and then if there are cantons that are
over-represented and others that don’t play the game, that’s fine. […] Okay, we
have a lot of stuff… But at the end, it’s like when I tell my son to clean up his room,
and he puts everything under the bed… The categories are poorly organised. I
have the impression they gave a mandate to an intern over the summer.”

The third driver pertains to the centralisation of the datasets and includes five inci-
dents. While most incidents are prone to dissatisfaction, incidents relating to the central-
isation of the datasets are more nuanced. The nuance arises from the fact that while users
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acknowledge the advantage of centralising datasets, they are not entirely convinced of
how this has been accomplished, as illustrated in the following statement:

“[The portal] main use is to search only in one place... Yeah, it’s not bad; it’s a
kind of reference. […]”

The fourth driver includes 21 incidents and pertains to the interface design of the
OGD portal, particularly concerning the lack of state endorsement, ease of use, and
language disparities.While some aspects of the interface design arementionedpositively,
users expressed dissatisfaction with practical aspects that hinder their use of OGD, as
exemplified in the following statement:

“In terms of features, there are a lot of things; there are nice logos, lots of inputs
etc... But in the end, it’s a bit like having an aeroplane cockpit full of buttons and
possibilities, but the cockpit is put on the handlebars of a bicycle.”

“I always come across pages that are not in my language. The page, including the
text of the law, is in English. It’s not even a national language! And, indeed, the
portal is not translated into the national languages, at least not all of them.”

The fifth driver contains 14 incidents and pertains to the lack of performance
of the search engine and the fact that one needs to be very precise to find relevant
datasets, leading to frustration. The poor search engine capabilities lead to frustration
and dissatisfaction, as illustrated in the following statements:

“As soon as you know exactly what you are looking for, that’s when it’s over. If
you don’t know, you explore the portal, and it’s okay.”

“I found that it only reasoned at one level, so I don’t know if the keywords will
also search in the database or if it will only search in the description, in the title
or whatever. But as a result, I looked, for example, for things related to mobility,
and there were relatively few documents that came up, whereas when you go to
the mobility section, there are many things that come up.”

The sixth driver pertains to the lack of visualisation options and includes four inci-
dents. According to participants’ statements, having more visualisation options would
facilitate the use and exploitation of datasets as visualisations are seen as means of
supporting the use by inspiring possibilities. The following illustration provides an
overview:

“The problem is that the portal also lacks a minimum of visualisation… Let’s
imagine that the description doesn’t provide everything needed for a complete
visualisation… We should at least have a minimum of visualisation for some data
so that we can tell ourselves: I’m interested in this data because it can be cool to be
used as shown. So, at least have an overview of some visualisations’ possibilities.”

4.3 OGD Use

The third source of dissatisfaction relates to OGD use, which relies on the users and
is subject to their capacities. Two drivers of dissatisfaction related to OGD use pertain
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to the lack of skills and knowledge and the perceived lack of added value. Unaligned
expectations related toOGDuse can lead to disconfirmation of theOGDuse and dissatis-
faction with the OGD portal. The critical incidents retrieved indicate that dissatisfaction
can arise when users find themselves limited in using the OGD portal, either due to their
lack of skills and knowledge or the lack of tutorial and help functionalities available
on the OGD portal. However, the 13 incidents identified have been grouped into skills
and knowledge, as the quality of support users need depends on their capabilities. An
example is illustrated through the following statement:

“I came across something; now I don’t remember exactly what it’s called, a kind of
format or whatever, that I should have had a program to read […] I had a pop-up
message saying I had to transform the data but couldn’t. I couldn’t process the
datasets in the format I got.”

The last driver pertains to the perceived lack of added value of the OGD portal. This
driver comprises 16 incidents where users expressed dissatisfaction due to the portal’s
incapacity to provide good automation and additional guarantees on datasets’ quality.
This driver highlights how users’ dissatisfaction stems from their perceptions that the
OGD portal does not offer enough added value compared to alternative data sources.
This sentiment is encapsulated in the following statement provided by a user during the
focus-group interviews:

“The portal is a data graveyard, but we don’t do anything with the datasets…
Whereas if there was an added value... But there is no added value, it’s a data
graveyard.”

5 Discussion

In this discussion section, I synthesise the results into a descriptive model of the drivers
and sources of dissatisfaction with the OGD portal, as depicted in Fig. 2. By outlining
the interrelations between the sources and respective drivers, the descriptive model pro-
vides a framework which helps to comprehend the interrelations between the sources
of dissatisfaction with the OGD portal. By showing that the drivers and sources are
interrelated and can have a cascading effect on one another, the model also illustrates the
necessity to address them as part of a holistic approach. Although my descriptive model
also shows the interrelations between the drivers within each source of dissatisfaction,
I do not expound on the interrelations as they are inherent to their common source. My
focus is thus on the interrelations across the sources and their respective drivers.

By rereading the critical incidents identified, the following interrelations between
the sources and their respective drivers could be recognised: 1) Interrelations between
OGD production and OGD distribution; 2) Interrelations between OGD production and
OGD use; 3) Interrelations between OGD distribution and OGD use.

The descriptive model aids in understanding the process of how dissatisfaction with
the OGD portal develops and which stakeholders could be held accountable. The model
can help OGD stakeholders become aware of their role in the dissatisfaction with the
OGD portal, including how each driver interrelates with one another. The model shows
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Fig. 2. Descriptive model of drivers and sources of dissatisfaction

that to avoid dissatisfying experienceswith theOGDportal, a holistic approach is needed,
implying concrete actions from OGD producers, the OGD portal, and OGD users. The
descriptive model is developed as a recursive loop that keeps repeating indefinitely if no
measure is undertaken. While the interrelations in the model are indicated using arrows,
these arrows do not imply a simplistic, unilateral, or causal relationship.

5.1 Interrelations Between OGD Production and OGD Distribution (1)

My empirical evidence suggests that addressing user dissatisfaction with the OGD por-
tal requires considering OGD production and OGD distribution as potential sources of
dissatisfaction with the OGD portal. Moreover, my findings indicate that OGD produc-
tion drivers are interrelated with OGD distribution drivers. For instance, a dissatisfying
search engine experience may be related to the lack of structural information about
the datasets, hindering their discovery. Although the search engine is a driver of OGD
distribution and the responsibility of the OGD portal, its efficiency is contingent on
complete metadata provided by OGD producers. This example illustrates how a driver
controlled by OGD producers, such as metadata completeness, may be interrelated to
another driver controlled by the OGD portal, such as the search engine. Therefore, it is
essential to consider the interrelations between these drivers and address them as part of
a holistic approach.

The OGD community should thus address the drivers of OGD production and OGD
distribution through a holistic approach, as dissatisfaction with the OGD portal is more
likely to occur if the interrelations between these sources and respective drivers are
neglected. The OGD community should thus foster collaboration by facilitating com-
munication between the OGD producers and the OGD portal to ensure a shared under-
standing. As an illustrative example, the OGD providers and the OGD portal could set
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metadata standards, which capture essential information about the datasets needed for
the search engine to be more efficient.

5.2 Interrelations Between OGD Production and OGD Use (2)

My empirical evidence suggests that addressing user dissatisfaction with the OGD portal
requires considering not only OGD production and OGD distribution but also OGD use
as potential sources of dissatisfaction with the OGD portal. The results of my study
suggest that drivers related to OGD production are interrelated with drivers related to
OGD use. The empirical evidence indicates that dissatisfaction with the OGD portal is
more likely if the produced datasets are not aligned with users’ needs and preferences.
This is particularly relevant since OGD production can determine the perceived value of
the OGD portal and prevent it from being perceived as a data graveyard. Additionally,
the results show how the characteristics of the produced datasets, such as their formats or
timely updates, can impact their use. As an illustration, one participant said, “I couldn’t
process the datasets in the format I got”.

I may posit that understanding users’ needs should not be regarded in isolation but
rather in the context of what can be produced by the OGD producers. My empirical
evidence indicates that dissatisfaction with the OGD portal may arise due to a misalign-
ment between produced datasets and the users’ needs. This is especially relevant since
drivers related to OGD production are interrelated with those related to OGD use, creat-
ing a vicious circle. If produced datasets are not used, motivation to produce and publish
datasets diminishes, and if data production is limited, motivation to use the data is also
reduced. Consequently, it is crucial to consider the interrelations between these sources
and respective drivers and address them as part of a holistic approach. The OGD com-
munity should thus foster a feedback loop for OGD producers and users. Engaging the
dialogue should enable identifying areas where the produced datasets are not aligned
with users’ needs. The OGD community could help OGD producers to prioritise the
production of datasets aligned with users’ needs in terms of interest, format, or update,
to mention a few examples. Accordingly, addressing the drivers of OGD production and
OGD use through a holistic approach could foster a shared understanding of users’ needs
and promote a collective effort to improve the OGD ecosystem.

5.3 Interrelations Between OGD Distribution and OGD Use (3)

I may posit that drivers related to OGD distribution are interrelated with drivers related
to OGD use. The results suggest an interrelation between drivers that influence the
distribution of OGD and those that affect its use. Specifically, drivers related to OGD
distribution play a fundamental role in OGD further use by creating a compelling reason
for OGD users to visit the OGD portal. As illustrative examples, the accessibility of the
datasets or visualisation options can influence users’ perceptions of the added value of
the OGD portal and their dissatisfaction with the OGD portal. For instance, participants
would have required more visualisation options to assess whether the datasets were
relevant to their needs quickly. Another key example is how users’ perceptions of the
added value of the OGD portal are interrelated to the centralisation of datasets.



Drivers of Dissatisfaction with an Open Government Data Portal 291

My empirical evidence emphasises the need to consider the interrelated drivers that
influence the distribution and use of OGD, as dissatisfaction with the OGD portal is
more likely to occur if the interrelations between those sources and respective drivers
are neglected. The OGD community should thus foster collaboration by facilitating
exchanges between the OGD users and the OGD portal. For example, the OGD commu-
nity could establish a users’ advisory group to provide ongoing feedback, insights, and
recommendations for improving the OGD portal or establish simple feedback mecha-
nisms directly on the OGD portal. Moreover, the OGD portal could also organise work-
shops, webinars, tutorials, or any other educational programmes to enhance users’ data
skills and knowledge, which could help them navigate and use the OGD portal. Finally,
the OGD community could foster communities of practice and discussion forums where
users can share experiences and provide mutual support in using the OGD portal. This
could help create a vibrant OGDecosystemwhere the distributedOGDcan be effectively
used, and leverage added value.

6 Conclusion

While CIT has rarely been used in IS research, using CIT can inform practice by gain-
ing valuable practical implications. It enables researchers to maintain scientific rigour
while still meeting the interests of practitioners in applied settings [32]. In this sense,
CIT provides relevant and concrete information for managers and can suggest practical
improvement areas [33]. Accordingly, my study contributes to OGD research in two
main ways.

First, this study proposes a descriptive model providing a framework that helps com-
prehend the interrelations between the sources and respective drivers of dissatisfaction
with the OGD portal. Regrouping the critical incidents into drivers and again regrouping
the drivers into higher levels of abstraction allows for identifying distinctive sources of
dissatisfaction with the OGD portal. Identifying these sources and drivers is crucial as
they may individually or jointly affect user dissatisfaction and the subsequent use of
the OGD portal. Addressing each source and driver allows to target of the responsible
stakeholders, which is needed for prompt and tangible actions. For example, given that
drivers related to OGD production and drivers related to OGD distribution are inter-
related, close collaboration between the OGD portal and OGD producers is necessary
to address drivers such as developing high-quality datasets or the organisation of the
datasets. To do so, OGD producers could be forced to endorse a minimal data model,
including regular updates for publishing datasets. At the same time, the OGD portal
could ensure that the provided datasets comply with the specific requirements of the
minimal model.

Second, this study provides some evidence of the importance of studying dissatis-
faction. While previous studies have focused primarily on users’ satisfaction, neglecting
users’ dissatisfaction limits the understanding of the users’ experiences. Studying dissat-
isfaction provides valuable insights into users’ experiences, particularly since individu-
als tend to remember dissatisfying experiences more vividly than satisfying ones [30].
Moreover, studying dissatisfaction provides new insights as drivers of (dis)satisfaction
are not necessarily two extremes of a continuum. This means that even if certain features
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generate satisfaction, their absence may not necessarily affect dissatisfaction [41, 42].
While evaluating the OGD portal is not new, research on users’ dissatisfaction is in its
infancy. The empirical evidence presented in this study serves as a starting point for
future research.

Finally, my research has some limitations that could be addressed in future research.
Firstly, the results are limited as the focus is on a single national OGD portal. Therefore,
future research should consider multiple OGD portals to understand users’ experiences
comprehensively. Additionally, the sample used in this study was limited to minimalist
users, which does not represent the entire population of the OGD portal. While doing so
allowed to identify the lowest commonminimal standards of users’ needs, future research
should also include power users to obtain a broader understanding of users’ experiences.
Finally, while this study identified drivers of dissatisfaction, I call on future research
to use quantitative methods to empirically measure the significance of the relationships
among the drivers.
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Abstract. In Open Source Urbanism (OSU) citizens self-organize and
create Do-It-Yourself (DIY) urban designs to address societal problems.
Self-organized citizens develop these designs, but there is no support for
the design process based on the co-creation and involvement of citizens.
The latter are mainly non-experts. Three aspects characterize OSU: (1)
OSU initiatives are initialized by citizens; (2) OSU initiatives are the
new commons, are collectively created and managed by self-organized
citizens; (3) to last, DIY should be accepted by or co-produced with
the authorities as they can change the urban environment. This research
offers a set of design principles to guide the cultivation of OSU infras-
tructures in the self-organized setting of urban commons. We derived the
principles from an ethnographic study of an Amsterdam-based citizen ini-
tiative. This paper offers a set of design principles to guide the cultivation
of OSU infrastructures in the self-organized setting of the urban com-
mons. We introduce eight design principles: (1) Co-creation, (2) Trust-
building, (3) Motivating, (4) Growing, (5) Showcasing, (6) Bridging, (7)
Open-sourcing, and (8) Peer Production. By promoting self-organized,
community-led development, our design principles offer guidelines for
urban commons communities, academics, and decision-makers to work
towards a shared vision of the future of inclusive cities. Building trust
and gaining access to expertise are key aspects of OSU cultivation.

Keywords: citizen initiatives · design ethnography · design
principles · urban commons

1 Introduction

As cities become increasingly complex, citizen-led initiatives are emerging as
powerful tools for shaping urban environments. Among these initiatives are the
urban commons, which are places citizens co-created to collectively manage and
utilize shared resources in their communities [12]. Open Source Urbanism(OSU)
is a type of citizen-led initiative that builds on the concept of the urban com-
mons by integrating open-source principles and digital tools into the co-creation
of designs in the urban environment [4,17]. OSU practices aim for urban transfor-
mation, that is “a process where the dominant structures, functions and identity
of urban systems change fundamentally e leading to new cultural, structural
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and institutional configurations” [23, p. 160]. OSU has similarities, but also dif-
ferences, with Information Infrastructures (II). OSU and IIs exhibit the same
characteristics, for instance, both phenomena are claimed to be self-organised,
decentralised, and evolving. At the same time, OSU differs from the formal organ-
isational contexts that build IIs, such as the lack of resources, clear hierarchies,
and control are differences, to name a few. OSU digital tools and practices com-
prise an OSU infrastructure, i.e., a commons-based information infrastructure
(II) that facilitates the co-production of urban design and open source design
manuals. IIs are “the entirety of devices, tools, technologies, standards, conven-
tions, and protocols on which the individual worker or the collective rely to carry
out the tasks and achieve the goals assigned to them.” [21, p. 455]. IIs differ from
other Information Systems (IS): the former have no specific purpose but rather a
generic idea of supporting a Community of Practice with information-related ser-
vices, while the latter, such as decision support systems or accounting systems,
clearly state their purpose and supported tasks [15].

The self-organized nature of infrastructures requires different approaches
than conventional design processes. Designing OSU has no lead designers, and
often the designers are not experts or educated for the task. Instead, co-design
with the community is needed. OSU differs from II as no experts involved, and co-
creation among layman is the central design approach. The literature provides
various design principles, including these for IIs [15], however, specific princi-
ples for OSU infrastructures are lacking. This paper fills the knowledge gap in
designing OSU infrastructures by offering a set of eight guidelines derived from
a design ethnography study of an Amsterdam-based urban commons initiative.
Design principles might support guiding co-designers in cultivating OSU infras-
tructures. Design principles are “prescriptive statements that indicate how to do
something to achieve a goal.” [13, p. 1622]. They are not offered as ‘blueprints
for strict adherence’ but serve as inputs for case-specific design decisions [7]. The
urban commons and OSU are not explored by scholars of Information Systems
(IS). Thus, we lack knowledge of the design principles in such an idiosyncratic
setting. To achieve the research goal of deriving design principles, we adopt
ethnographic methods.

The rest of the paper is organized as follows. The second section draws on the
literature on the commons and the Community of Practice (CoP) theory, dis-
cussing the importance of understanding the context of Open Source Urbanism
and the need for a community-driven approach to OSU infrastructures develop-
ment. The third section presents the research approach. Thereafter the case of
our design ethnography is presented. The fifth section offers a set of eight design
principles for OSU infrastructures. The sixth section discusses the conclusions
and recommendations for future research.

2 Literature Background

This section discusses the nature of OSU in greater detail. Next, an analysis
of the design ethnography requires tools for the analysis of communities that
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share work practices since information infrastructures function in Communities
of Practice (CoP) [26], in which members learn from each other by sharing tacit
knowledge, such as anecdotes, impromptu comments and opinion exchange, in
addition to explicit knowledge.

2.1 What is Open Source Urbanism?

OSU infrastructures occur when citizens self-organize to tackle the issues of
their urban environment by creating Do-It-Yourself (DIY) designs. In urban
studies literature, DIY urban designs are defined as small-scale, civic-minded
design contributions that are designed and constructed by citizens and represent
a desire to make improvements to the local urban environment without formal
approval of the authorities; however, essentially in a manner that aligns with
official urban designs [8]. DIY designs emerge as a response of active citizens
to issues in their local environment; they are designed and financed by self-
organized citizens and not by public or private companies [11]. Designs can
range from alternative energy microstations or Wi-Fi networks to community
urban gardens [17]. Active citizens share design knowledge gained during the
construction of these designs with the help of design manuals. Design manuals
are a written set of rules to follow to create an artefact for achieving a specific
goal. The detailisation of design processes in these manuals can be low since most
designs are createdad-hocfor a specific local environment to solve a problem at
hand; thus, they are not designed to be generalizable. Design manuals are shared
on the internet, allowing others to use and alternate them to produce context-
specific versions of DIY designs.

OSU unites bottom-up citizen interventions and the open source movement
and can be defined as open source production of urban commons [4]. Urban com-
mons and the open source movement are self-organized Communities of Practice
that collectively manage, produce and consume resources that vary from urban
land to information on the internet. The urban commons focus on the collective
management of resources in the urban context (e.g., community gardens, hous-
ing cooperatives), while open source communities create digital commons (e.g.,
open source software, Wikipedia). OSU infrastructures function as peer-to-peer
networks in which distinctions between producers and consumers of resources are
blurred [17]. Such networks create physical entities, i.e., urban designs and open
source manuals covering the design processes. Thus, the second crucial aspect
of OSU is that resources are created and consumed in infrastructures that unite
urban and digital commons.

OSU emerges as a grassroots response to traditional urban development since
active citizens self-organize to improve their local environment outside the tra-
ditional public-private dichotomy [4]. Claims of citizens for self-governance over
DIY designs challenge the paradigm of governmental control and maintenance
over the urban equipment [17]. Nevertheless, citizens cannot simply appoint
themselves to alternate their local environment. To last, DIY designs must be
authorized by urban officials, i.e., some mechanisms of collaboration with the
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municipality should be in place. Thus, the third aspect of OSU is that DIY
designs should be co-produced with urban authorities.

2.2 Communities of Practice

As with any other kind of Information Infrastructure, OSU infrastructures
emerge in and are used by Communities of Practice (CoPs) [26]. The notion of
Community of Practice (CoP) [18] is an analytical framework for investigating
the process of learning through practice. CoPs can be defined as “small groups
of people who regularly engage in similar practices and have frequent occasions
to interact with each other” [28, p. 549]. CoPs are different from other forms
of organization because they are self-organized entities that establish informal
membership and leadership [30].

CoPs are characterized by three elements: 1) shared enterprise, 2) mutual
engagement, and 3) shared repertoire [30]. CoPs are informal groups of people
bound together by an interest in a joint enterprise, for instance, gardening or
cooking. Interest in the same domain does not automatically create a CoP. Mem-
bership plays a crucial role in CoPs: collective identity and shared competence in
the domain of interest distinguish CoP members from outsiders. Mutual engage-
ment connects these people in a community. Over time a CoP develops a unique
shared repertoire of community resources, such as routines, jargon, and artefacts
[30]. Contrary to formal organizational settings, CoPs are self-organized, which
complicates the creation of formal structures with fixed roles and domains of
responsibility. Thus, CoP members have to learn from each other during their
practice. In this study, we analyzed urban commons as a CoP. Thus, citizens
form a CoP to learn how to share responsibilities, tasks, and resources while
co-creating DIY designs to solve perceived issues of their local environment.

3 Research Approach

The literature on OSU infrastructures is lacking. This paper addresses this
knowledge gap by offering a set of eight guidelines derived from a design ethnog-
raphy study of an Amsterdam-based urban commons initiative. The research
are part of the completed PhD research [33]. The domain of OSU is new in IS
discipline, thus, we lack knowledge of the design principles suitable for dealing
with the idiosyncratic setting of urban commons. To overcome these barriers,
we adopt ethnography, that is “an anthropological research method that relies
on first-hand observations made by a researcher immersed over an extended
period of time in a culture, with which he/she is unfamiliar” [24, p. 7]. Ethnog-
raphy is ‘one of the most in-depth research methods possible’ because it gives
the researcher tools to observe interactions and practices of people directly, not
relying only on self-reports of their actions [1, p. 40] which is typical for other
quantitative methods, such as case studies. Ethnography is a “well suited to pro-
viding information systems researchers with rich insights into the human, social
and organizational aspects of information systems development and application”
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[16, p. 22]. We perceive immersion in an urban commons initiative as necessary
to achieve the objective of this study because other methods cannot provide such
in-depth knowledge. Ethnography is criticized because immersion in a commu-
nity’s life hardly leaves the researcher space for neutrality. We mitigated this
bias in several ways. Firstly, we used various sources of information, such as par-
ticipant observations, interviews, and documents. Moreover, the CoP members
were interested in co-creating an OSU infrastructure for the community, while
they did not participate in elaborating design principles. Notably, after com-
pleting the fieldwork, we disengaged from the community and conducted data
analysis and design principles synthesis as a ‘desk research’. Another criticism
questions the validity of a theory generation from a single-case ethnography;
nevertheless, theories generalized from a single case study are widespread (e.g.,
[32]). Grounded in one typical case, the offered design principles can be perceived
as a departure point for further research.

In ethnography, participant observation is the cornerstone research method
which prescribes the researcher to observe but does not disturb the community
life [20]. However, some point out that conducting ethnographically inspired
research necessarily involves some level of interference in the field being studied;
in this way opening opportunities for intervention by the researcher [22]. Thus,
ethnography makes possible interventions in the community under scrutiny, how-
ever, it provides no tools or approaches for that. Hence, we adopt a method of
design ethnography in which the ethnographer “is no longer so tentative but rather
actively engages with the people in the field” [1, p. 27] which enables an in-depth
understanding of a chosen community and allows design interventions. In tradi-
tional ethnography, the researcher ‘becomes a student of other people’s culture’
[20, p. 114]; in design ethnography, the researcher also becomes an adviser of
the community they engaged with [1]. We define design interventions as the
researcher’s activities within organizations that aim at solving their practical
problems [6]. Design ethnography suits the objectives of this study well, as we
aim at co-creating a technology-based artefact with an urban commons commu-
nity that holds values and performs practices we are not yet familiar with.

This paper derives generalized knowledge (i.e., a set of design principles for
cultivating OSU infrastructures) from developing an OSU infrastructure for a
real-life case of the urban commons. For this purpose, we conducted the ethnog-
raphy and four design interventions. We used lessons learned from the design
ethnography as input for synthesizing the design principles. The design ethnog-
raphy took place from July 2018 to December 2020. In total, we conducted four
design interventions, one after the other. Each following intervention was chosen
based on the reflection on the previous one.

4 Ethnographic Study

The ethnographic case of this study is a self-organised citizen initiative KasKan-
tine (eng. Greenhouse cantina), established in 2014 in Amsterdam, the Nether-
lands. It temporarily occupies available land plots moving to a new plot every
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several years. After each relocation, the construction materials and technologi-
cal solutions are reused. The main community activity is a donation-based cafe
utilising food from supermarkets and vegetables grown in the community gar-
den. KasKantine is not connected to city infrastructures and produces energy
and water autonomously, thanks to the DIY design created by the CoP. To give
some examples: rainwater filter provides water for non-cooking purposes; grey-
water filter provides water for plant watering; rocket stoves allow heating and
cooking; donated and repaired solar panels provide electricity. We chose this ini-
tiative for design ethnography due to several reasons. First, the initiative was
commons-based and gained sufficient DIY design knowledge that can be shared
in the form of design manuals, thus, meeting the definition of OSU. Moreover,
initiatives of this sort are rather rare and exemplify what [32, p. 27] describes as
“unusually revelatory, extreme exemplars, or opportunities for unusual research
access”. Finally, the CoP was open to collaboration with the researcher (in the
roles of a volunteer and a design ethnographer).

4.1 Design Intervention 1: Transformation of the Organizational
Structure

The first design intervention aimed to create a new organisational structure that
would better achieve the community vision. The rationale behind the organisa-
tional transformation was to carry out activities that bring more value to the city
and neighbourhood. The researcher suggested the following design intervention:
KasKantine transforms into a living lab as a testbed for social innovation that
fulfils the needs of local communities. The living lab could include self-organised
initiatives, private companies, public organisations, and knowledge institutions.
The first design intervention did not work out due to several factors (due to
space limitations, we name only the crucial ones). First, the lack of trust since
the researcher joined the community several months prior to the intervention and
was still considered a newcomer. Additionally, the initial top-down design of the
intervention played a role. The researcher assumed that an intervention based
on the literature should be accepted while the understanding of community life
was still lacking.

4.2 Design Intervention 2: Bridging with External Stakeholders

As per the land contract terms, the initiative was obligated to vacate the land
by September 2019. Fearing the possibility of the initiative failing, community
leaders began exploring the development of an OSU infrastructure to address the
challenge of communicating the public value of KasKantine with the municipal-
ity. This was necessary to rent a municipality-owned land, and an OSU infras-
tructure would transform the CoP’s tacit knowledge into explicit design manuals.
According to the CoP theory, boundary objects play a critical role in support-
ing collaboration among actors from different social worlds, as they maintain
different meanings for heterogeneous groups of actors. During the second design
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intervention, the CoP required a boundary object to demonstrate to civil ser-
vants that KasKantine aligns with the municipality’s goals, such as co-creation
with citizens and promoting citizen initiatives. At the same time, for CoP mem-
bers, it would serve as the foundation of an OSU infrastructure. Due to time
constraints, the team quickly designed and developed a simple static website
without any interactive features. The content included a brief explanation of
KasKantine, its social value for the city, and a brief description of DIY designs,
along with accompanying photos and generic models of functioning.

4.3 Design Intervention 3: Creating Design Manuals

In August 2019, the municipality offered a five-year contract that would provide
the opportunity to further develop the initiative compared to earlier contracts
that lasted one or two years only. Moreover, without the pressure of securing a
land plot, CoP members were more driven to cultivate an OSU infrastructure. In
this design intervention, the team co-designed two artefacts: a pdf booklet with
open-source design manuals and a website providing access to the booklet. The
booklet format was preferred, allowing independent collaboration on designs
separate from website development. Additionally, the one-file structure of the
booklet enabled the updating of design manuals without website modifications.
The previous version, developed in a short time frame, was inflexible and not
extendable. Therefore, an open-source content management system was preferred
for future development and maintenance by the community of volunteers, who
might leave the initiative at any time.

4.4 Design Intervention 4: Building the Network of Practice

The fourth design intervention aimed at transforming the built website into a
digital platform, i.e., “a specific type of civic technology explicitly built for par-
ticipatory, engagement and collaboration purposes that allow for user-generated
content and include a range of functionalities” [10, p. 3]. The resulting platform
featured collaboration functionality, such as channels of communication and col-
laboration spaces. The platform aimed to connect various like-minded CoPs in
Amsterdam and other cities. The design intervention was necessary to allow non-
professionals to manage the content. In the earlier version, updating the booklet
designs required licensed proprietary software and individuals with specialized
skills. Likewise, the previous website version was designed to be modified only
by individuals with web-development expertise, such as adding a new page or
changing the text on the main page.

4.5 Lessons Learned

This section summarizes lessons learned from design interventions. These lessons
lay a foundation for design principles. We discuss five important themes that
emerged during the evaluation; these themes will serve as the foundation for five
design principles of a design method for OSU.
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Trust for Co-designer. Establishing trust is a critical component of the pro-
cess as the researcher must fully integrate into the CoP to co-design an OSU
infrastructure through shared practice and engagement in community life. In
the first intervention, trust was lacking between the researcher and the CoP, as
the former was viewed as an outsider or newcomer. However, over time, as the
researcher spent more time with the CoP and demonstrated a commitment to
and understanding of the initiative, trust gradually developed.

Motivation of CoP Members. The degree to which CoP members align with
the community vision is crucial for finding the motivation to participate in OSU
cultivation. Apart from that, CoP members are more likely to engage in culti-
vation activities if the objectives of the infrastructure align with their personal
motivations for volunteering.

Showcasing Community Vision. The simple artefact from the second design
intervention laid a foundation for an OSU infrastructure. This simple website
showcased the vision of the CoP to external stakeholders, such as the munici-
pality, and demonstrated how KasKantine produce eco-minded public services
with the help of DIY designs.

Use of Open Source. The choice of technologies for infrastructure might cre-
ate lock-ins if the CoP lacks volunteers skilled in the specific technologies. Open
Source Software (OSS) solves this problem. The OSS content management plat-
form allowed the CoP to gradually improve the website from a three-pager
providing access for downloading the pdf booklet to a digital platform with
a dynamic content system. Applying peer production principles.The pandemic
forced KasKantine CoP to cultivate an OSU infrastructure via online collabo-
ration further. This eased the application of CBPP principles: we applied three
main principles of CBPP: modularity, granularity, and low-cost integration. The
modular design of the OSU infrastructure and fine-grained tasks allowed the
CoP to work in an asynchronous and geographically dispersed way.

5 Design Principles

Design principles allow embracing the diversity of commons initiatives while pro-
viding flexibility in developing case-specific OSU infrastructures. Design princi-
ples are not blueprints to implement but serve as inputs for case-specific design
decisions. In this paper, we define design principles as follows: “generic prescrip-
tions and guidelines that are intended to be manifested or encapsulated in the
design and implementation of socio-technical systems”. The principles were syn-
thesised by confronting empirical case observations and literature.

Design principles are applied by a co-designer, i.e., facilitators of the culti-
vation of an OSU infrastructure, since every user can contribute to the design
process. Co-designers should not steer OSU infrastructures but rather facilitate
peer production of the digital infrastructure. Co-designers choose methodolo-
gies and tools considering their skills and properties of the specific urban com-
mons. Co-designers are interdisciplinary professionals that can grasp such com-
plex socio-technical systems and facilitate their growth. Although not requiring
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formal education in urban design or computer software design, this role demands
a deep understanding of self-organized urban commons initiatives’ ethos and
work practices, as they are substantially different from organisations based on a
hierarchical chain of command and contractual obligations. Civil servants, urban
practitioners, active citizens, researchers, or policy-makers can play this role. In
the ethnographic study, the researcher played the role of co-designer, facilitating
the cultivation of OSU infrastructure.

To describe the design principles in greater detail, we use The Open Group
Standard framework for design principles (TOGAF) [27]. In accordance with
TOGAF, we provide a short name, statement, a rationale behind each principle
using the insights from the literature review and empirical studies. Contrary to
the TOGAF standard, we omit to specify the implications, as they are repre-
sented in statements.

1. Immersing: immerse in the community life to understand a
community vision and practices

Co-design with urban commons initiatives differs from other design projects since
these are self-organised, therefore, lack hierarchies and contractual relationships.
During the ethnographic studies, we found that proposing a solution in a top-
down fashion might be ineffective or not work and, more importantly, may cause
resistance. Thus, prior to starting the design process, co-designers should gain
a deep understanding of the urban commons CoP, to identify what knowledge
can be shared as digital commons. Apart from that, community members might
be unaware of their innovative ideas that can be of use to others because they
emerged through practice, not as a design project with explicit objectives and
deliverables. A long-term involvement in communal practices provides a live
experience and deep understanding of the urban commons while not disrupting
community life. Over time, the shared practice of the co-designer with the CoP
members, paired with reflections, can lead to the understanding of the com-
munity vision and practices. The primary condition for co-designers to under-
stand the functioning of the community is to keep in mind that urban commons
are based on a self-organised voluntarily-driven organizational structure. As the
ethnographic study showed, CoP newcomers that are used to market relations
initially have trouble adjusting to the self-organised setting.

We recommend being reluctant to identify the initiative goals from formal doc-
uments and interviewing external stakeholders because goals, habits, norms and
culture of the CoP can be hidden from outsiders [30] and are subject to change
over time. Moreover, CoP members themselves might not be able to clearly for-
mulate their common goals, as they can be expressed not explicitly but rather as
a fluid and ever-changing set of ideas and intentions that depend on the changes
in the local environment and community composition. Due to this, understanding
the community and its history is crucial to acknowledge the evolving nature of the
urban commons. Instead, co-designers should grasp what problems in the urban
environment they attempt to tackle and what designs they co-create to support
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their practices. Crucial to identify the problems from the perspective of commu-
nity members, as the co-designer’s perspective may differ.

2. Trust-building: build trust with the community to secure
co-creation

Trust between the co-designer and community members is key to securing the
relationship paramount for the co-design process. Trust is a basic organising
principle for coordinated activities: “whenever actors are simultaneously depen-
dent on and vulnerable to the actions and decisions of others, trust is a relevant
organizing principle that warrants consideration.” [19, p. 99]. Co-designer is fre-
quently an outsider or newcomer of the CoP, therefore, might hold work ethos
and vocabulary quite different from those of CoP members. In order to build
trust, the co-designer should secure long-term peer relations with the commu-
nity. They must immerse in the community life equipped with an open mind,
sympathy for their vision, and empathy for their struggles.

In OSU infrastructures, community members must trust co-designers and
acknowledge that their intentions are in the collective interest. Trust building is
crucial for securing the overall co-creation process because if trust between co-
designers and the community is missing, the design activities will bring little to
no effect. Trust plays a paramount role in urban commons because self-organised
communities operate outside the command and control relations and might resist
such structures. Without contractual obligations, they collaborate as peers that
cannot coerce each other to perform tasks. Thus, community members negotiate
the performance of projects and tasks. The imposition of corporate culture and
a hierarchical goal-driven approach might deteriorate peer relations, block or
halt the design process, or result in the superficial design of OSU infrastructure
that will not function without external support. The latter is undesired as these
might result in the existence of nonviable projects that become abandoned when
external actors stop supporting the co-creation. Moreover, sources of legitimacy
that are standard for bureaucratic structures, such as expertise or social status,
are not necessarily automatically recognised in non-hierarchical communities,
therefore, other factors play a paramount role, and trustworthiness is a crucial
factor.

3. Motivating: look for opportunities to motivate and involve
community members

Digital tools, such as source code repositories and wikis, serve as artefacts for
knowledge sharing for geographically spread participants. In the case of the
urban commons, such artefacts are not necessary, as participants acquire knowl-
edge through practice [2]. Thus, members of urban commons might be unmoti-
vated to support the development of digital tools, as they do not receive direct
benefits in exchange for their time and efforts. Building an infrastructure often
would take a too high toll on the community, as they are overwhelmed by the
everyday activities necessary for the initiative’s functioning. Hence, co-creation
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requires that community members grasp the future individual and communal
benefits to motivate them and secure their involvement in OSU cultivation.

Based on the understanding of the community vision and challenges, co-
designers formulate goals of an OSU infrastructure, i.e., how it benefits the
initiative development. Essentially, the goals of an OSU infrastructure should
mirror issues of the local urban environment. This ensures that the community
recognises the developed infrastructure’s potential benefits and engages in its
co-creation. Apart from that, community members can find individual motiva-
tions. Frequently idealism and camaraderie motivate peers to contribute. Alter-
natively, community leaders can find material incentives, for instance, external
funding from public or private organisations. Additionally, material incentives
may increase the chance of project completion, as it demands higher account-
ability than voluntary work. On the other hand, it might bring the ‘corporate
relations’ that erode peer production [29].

4. Growing: grow infrastructure on fertile ground to avoid community
resistance

We offer the concept of the fertile ground for OSU infrastructures instead of the
installed base well-known in IIs studies [26]. We claim that this new notion fits
better the idiosyncratic nature of OSU. The fertile ground highlights the differ-
ent mode of production in the urban commons that are self-organised, emerging
communities driven by the values and visions of people. The urban commons
is the fertile ground where an OSU infrastructure grows if cultivated. Organic
growth is a slow, natural evolution. In the self-organised setting with no com-
mand and control mechanisms, OSU infrastructure grows only if it organically
motivations of the community members. This principle prescribes investigating
elements of the fertile ground in detail. For instance, which CoP practices are
required for the urban commons management and maintenance. Equipped with
these, co-designers can grow an OSU infrastructure by fitting new technologies,
tools, and practices in the fertile ground of the urban commons.

5. Showcasing: showcase the community vision for communicating
with other city actors

The community vision is a declaration of problems in the local urban environ-
ment, as perceived by active citizens, and how the urban commons tackle them
by means of the DIY designs and community practice. The vision is the alter-
native urban futures shaped by the collective imagination of the CoP: this is
not necessarily a feasible target but rather an ongoing process and a mission to
move forward. Community vision could be fluid and changing due to changes in
the ‘outer world’ (e.g., changes in policies, funding programs, and like-minded
communities). Nevertheless, urban commons perform community practice aim-
ing at achieving the vision. The focus of an OSU infrastructure is to materialise
DIY knowledge on the co-creation of these in the form of design manuals.



308 S. Zhilin and M. Janssen

The manuals should be exemplified by practical cases to demonstrate their
applicability in the real-life context of a specific urban environment. They show
the best practices, inspire other urban commons, and support a dialogue with
other city actors. Exemplifying the specific community vision with specific
designs and related community practices makes shared design manuals tangi-
ble, as real-life examples are easy to grasp, unlike abstract designs. Additionally,
manuals with examples shared on the internet help communicate the community
vision with other city actors. Finally, it has value as it promotes active citizen-
ship, demonstrating that self-organised citizens can solve arising local challenges
outside of the standard public-private dichotomy.

6. Bridging: connect heterogeneous groups of actors to align
perspectives

The urban commons must comply with urban environment regulations to be
authorized by the urban officials. However, external stakeholders with whom
the urban commons collaborate might have different perspectives on the same
problems and possible solutions. Therefore, the CoP envisions possible solutions
to specific urban environment problems that might differ from external urban
stakeholders. The different visions can bring tensions. To avoid that, the com-
munity should align their vision with that of external stakeholders; they need to
find a narrative acceptable to all involved parties.

The urban commons place can be viewed as a boundary object, i.e., an entity
that is used by different social groups maintaining different meanings for every
group, yet holding a shared identity that allows joint action upon them; Bound-
ary objects facilitate collaboration among parties that have conflicting percep-
tions of it [25]. Urban stakeholders might collaborate upon the authorisation and
development of the urban commons without consensus on its meaning for the
CoP and the city. Communicating the community vision with urban stakehold-
ers is challenging: community members shape the vision through the practice
and do not necessarily have it in the form of ready-made documentation, while
other stakeholders do not participate in the practice. Urban officials cannot easily
submerge in the reality of urban commons because their goals and background
substantially differ from activism and self-organisation. Live demonstrations of
the community practice is not necessarily effective, as they belong to different
social bubbles and use various vocabularies and perspectives. Instead, decision-
makers can evaluate the vision by assessing reports and presentations.

Bridging is required to align different perceptions and interests of stakehold-
ers. According to the CoP theory, some CoP members act as boundary spanners
between the CoP and external stakeholders [31]. Boundary spanners have to
learn how to convey their vision to urban authorities, for instance, by learning
the jargon and work culture of these. They connect the CoP with the ‘out-
side world’ and tweak the vision and even vocabulary of the urban commons.
They shape the vision influenced by city regulations and community members.
Bridging principle change the CoP, as the ‘outside world’ provoke changes in the
community vision, and this, in turn, leads to changes in the physical environment
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of the urban commons. An OSU infrastructure facilitate this process, as infras-
tructure transform tacit DIY knowledge into documents in explicit, codified form
that can be used as boundary objects.

7. Open-sourcing: apply open source solutions to ease IT development
and secure community ownership

Open Source Software (OSS) is well-suited for developing OSU infrastructures,
as it is free for use and modification [3]. Notably, many OSS is well-documented,
which eases the evolution of IT components of infrastructure. Self-organised
communities often face the ongoing flux of members, which raises challenges
of maintenance and scaling up the infrastructure. Application of OSS might
increase the potential volunteer base since many well-developed OSS solutions
have grown vast communities of users. Furthermore, OSU infrastructures based
on open source principles prevent data misuse because the community chooses
the way the design manuals are stored, managed, and shared. To share design
manuals as open source, the co-designer suggests an open source license, such
as the software license GNU General Public License or the family of Creative
Commons licenses [14].

8. Peer production: apply peer production principles to create a
Network of Practice

CoPs are loosely connected into Networks of Practice (NoPs) [5] that do not coor-
dinate practice with each other but allow to exchange knowledge [9]. Members
of an NoP may never meet each other in real life, however, as their practices
are similar, they may be interested in sharing knowledge across CoPs [5]. IIs
might facilitate knowledge exchange in loose groupings in which “people are not
necessarily collocated but are engaged in practices that share a certain degree of
similarity” [28, p. 549]. This principle suggests applying principles of Commons-
Based Peer Production (CBPP) [3] in the physical realm of the urban commons.
The three main principles of CBPP are modularity, granularity, and low-cost
integration. Modularity means that potential objects of peer production must
have a modular structure allowing peers to work asynchronously. Granularity
refers to the degree to which objects are broken down into smaller modules. This
principle allows peers to work on modules according to their level of competence
and motivation. The principle of low-cost integration refers to a mechanism by
which modules produced by peers are integrated into the end product [3]. We
must admit that this principle is more rooted in the literature than in practice
since we could not fully test and evaluate this principle in the fourth design
intervention.

6 Conclusions and Discussion

Open Source Urbanism (OSU) is a type of citizen-led initiative that builds on
the concept of the urban commons by integrating open-source principles and
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digital tools into the co-creation of designs in the urban environment [4,17]. The
digital tools and practices comprise an OSU infrastructure, i.e., a commons-
based information infrastructure (II) that facilitates the co-production of urban
design and open source design manuals. The literature lacks design knowledge
guiding the cultivation of OSU infrastructures. Due to the novelty of the OSU
field, a synthesis of design knowledge requires a deep understanding of urban
commons involved in OSU practices. Hence, we conducted a long-term fieldwork
study within an Amsterdam-based urban commons initiative applying a design
ethnography approach. Principles offered in this paper are part of completed
PhD research [33].

This paper offers a set of design principles to guide the cultivation of Open
Source Urbanism (OSU) infrastructures in the self-organized setting of the urban
commons. We introduce eight design principles: (1) Co-creation, (2) Trust-
building, (3) Motivating, (4) Growing, (5) Showcasing, (6) Bridging, (7) Open-
sourcing, and (8) Peer Production. The design principles proposed in this paper
have significant implications for the future of OSU and the co-creation of sustain-
able and inclusive urban environments. The design principles presented in this
paper guide designers to facilitate the co-creation of OSU infrastructure that
aligns with the needs of the community and urban environment. OSU infras-
tructure development requires a co-creation approach that involves community
members. OSU represents one of the new alternative approaches to urban devel-
opment, one that promotes civic engagement by empowering citizens to take
control of their local environment and work together to create solutions that
meet their unique needs. By sharing design knowledge gained during the con-
struction of these designs, citizens can collaborate and learn from one another,
further strengthening community ties and promoting social cohesion.

We highlight that the scope of this study was OSU infrastructure cultiva-
tion in the inception stage, i.e., we focused on the bootstrapping problem [15]
of OSU infrastructures only, while challenges related to adaptability problem
[15], such as adoption, growing user base, and network effect, are outside the
scope of this study. Future research can focus on studies of OSU infrastructures
in a multi-actor setting, i.e., engaging private companies, decision-makers, and
civil servants in cultivating OSU infrastructures. OSU infrastructures are not
designed from the top-down, and every user can be a co-designer. This aspect of
OSU infrastructures, coupled with possible tensions between self-organized com-
munities and urban authorities, raises questions about the manner of OSU cul-
tivation in such a setting. Especially interesting to investigate an approach that
balances different, often even contradictory, interests of various urban stakehold-
ers and maximizes value for city-wide urban development while further enabling
citizen-driven initiatives. The second research suggestion concerns the evolution
of OSU. This research was limited to constructing design principles for the incep-
tion phase of OSU infrastructures, thus, further evolution and growth of these
is a possible subject for future studies.
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Abstract. Open government data (OGD) are provided by the public
sector and governments in an open, freely accessible format. Among var-
ious types of OGD, dynamic data generated by sensors, such as traffic
data, can be utilized to develop innovative artificial intelligence (AI)
algorithms and applications. As AI algorithms, specifically Deep Neu-
ral Networks, necessitate large amounts of data, dynamic OGD datasets
serve as supplemental resources to existing traffic datasets, used for per-
formance comparison and benchmarking. This work examines the effec-
tiveness of using open traffic data from the Swiss open data portal to
develop a Graph Neural Network (GNN) model for traffic forecasting.
To this end, the objective of this study is to probe the extent to which
dynamic OGD can enhance the accuracy and efficiency of traffic fore-
casting models, and more critically, to investigate the potential of this
data in driving the development of cutting-edge AI models for traffic
flow prediction. We posit that strategic utilization of such data has the
potential to catalyze a transformative shift in the realm of traffic man-
agement and control, by fostering intelligent solutions that effectively
leverage the predictive capabilities of AI models. The results indicate
that the GNN-based algorithm is effective in predicting future traffic
flow, outperforming two traditional baselines for time series forecasting.

Keywords: Dynamic Open Government Data · Traffic forecasting ·
Graph Neural Networks · Open Government Data · deep learning

1 Introduction

The Open Government Data (OGD) movement emerged in the early 21st cen-
tury [16], advocating for the release of government and public organization data
for private and commercial use. The potential benefits of OGD have been exten-
sively documented, including improved transparency [25], decision-making [33],
economic growth [23], innovation [38], and public service development [41]. The
deployment of OGD iniatiatives is an evolving phenomenon, with exponential
growth in the volume of data produced and the types of data generated [17].

c© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
I. Lindgren et al. (Eds.): EGOV 2023, LNCS 14130, pp. 313–328, 2023.
https://doi.org/10.1007/978-3-031-41138-0_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-41138-0_20&domain=pdf
http://orcid.org/0000-0003-3397-3733
http://orcid.org/0000-0003-2357-9169
http://orcid.org/0000-0003-4416-8764
http://orcid.org/0000-0002-4663-2113
https://doi.org/10.1007/978-3-031-41138-0_20


314 P. Brimos et al.

Dynamic data, including environmental, traffic, satellite, meteorological, and
sensor-generated data, are now recognized as important components of OGD
with significant economic value. The use of Dynamic OGD poses unique chal-
lenges due to their rapid obsolescence and variability. Immediate availability and
regular updates are essential for these constantly evolving datasets. However,
meeting these requirements can be difficult, particularly for real-time updates,
which must be timely to ensure the data remains relevant. Additionally, dynamic
OGD can contain missing values or extreme outliers due to sensor malfunctions
or other factors, which can significantly impact the accuracy and quality of the
underlying data. For example, traffic dynamic data collected by sensors may
have a large amount of missing values or anomalies, resulting in incomplete or
inaccurate information. Therefore, ensuring the accuracy and quality of dynamic
OGD requires careful monitoring and maintenance to keep up with the evolving
nature of the data [18,19]. Traffic data are dynamic data usually generated by
sensors and have been recently recognised by the European Union as a part of
Open Government Data that has a huge potential economic value [30], and facil-
itate the creation of added value data-driven services and applications [30]. For
example, Open traffic data could be utilized to create applications that predict
traffic flow, traffic speed, and traffic demand [13], and enhance the delivery of
information and public services in the smart city context, improving quality of
life and stimulating economic growth [31].

The core objective of this study is to explore the potential of dynamic Open
Government Data in enhancing the precision and efficiency of artificial intelli-
gence models, particularly focusing on traffic forecasting. In addition, this study
seeks to substantiate the proposition that the strategic utilization of such data
can significantly contribute to the development of innovative AI technologies and
provides insights into the potential applications of such technologies in trans-
portation planning and management. Towards this end, a case is used that col-
lects and analyzes traffic data from the Open Transport Data portal of Switzer-
land, to predict future traffic flow using a Graph Neural Network model, namely
Temporal Graph Convolutional Network [43].

This work is organized as follows. Section 2 describes Open Government Data
and highlights the importance of dynamic traffic OGD. Section 3 presents the
research approach of this study. Thereafter, Sects. 4, 5, 6 present data collec-
tion, pre-processing, and traffic forecasting using a GNN model. Finally, Sect. 7
discusses the results and concludes this work.

2 Traffic Open Government Data

Public sector and government agencies collect vast amounts of data from a vari-
ety of sources, including citizens, businesses, and other public or private organi-
zations [21]. In the last few decades, the open government data movement and
other open data initiatives, such as the Public Sector Information (PSI) Direc-
tive in Europe in 2003 [7], have motivated governments to “open” their data,
increasing transparency and accountability to citizens, encouraging innovation
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by creating new added-value services, and motivating citizens to actively par-
ticipate in governance processes [3]. To this end, hundred of OGD initiatives
are taking place across the world providing OGD portals that publish and dis-
seminate several datasets, including geospatial, environmental, transportation,
and financial data. For example, the European Data Portal1 provides 1,604,133
European public sector datasets from 36 European countries.

In recent years, there has been a notable shift in the approach of governments
towards the dissemination of information, particularly in terms of the format
and frequency of data publication. Traditionally, governments have relied on a
paradigm of publishing data in static, infrequently updated formats, which have
limited the ability of stakeholders to access and analyze information in a timely
and efficient manner. However, a growing number of governments have recog-
nized the value of providing dynamically updated data through online portals,
enabling users to access and interact with the most current and relevant infor-
mation available. This shift towards dynamic data provision has been driven by
a range of factors, including the increasing importance of data-driven decision-
making in government, the rise of open data initiatives, and the growing demand
for transparency and accountability in public sector operations. As a result,
many governments have invested significant resources in developing online plat-
forms and tools that enable users to easily access, analyze, and visualize data in
real-time, providing a level of flexibility and responsiveness that was previously
unavailable.

Many OGD initiatives have promoted freely-accessible and re-usable dynamic
data, by providing well-structured and machine-readable data catalogues, por-
tals and interfaces that support automatic data transfer to all the involved tar-
get groups of OGD, including citizens, companies, researchers and other public
authorities. The European Parliament has recognized the importance of exploit-
ing public sector information [30], particularly real-time, dynamic data which are
defined as frequently updated data, often in real time. The significant value of
dynamic OGD depends on the immediate availability of data and the frequency
of regular updates, facilitating the development of innovative and added-value
services and applications. Therefore, dynamic OGD should be immediately avail-
able after collection via an API. Dynamic OGD, including environmental, mete-
orological, traffic and sensor-generated data are increasingly provided by OGD
portals. At the same time they are characterized as high-value datasets because
their re-use is related to important benefits to the environment, society and
economy as well as to the creation of value-added services and applications.

Most recently, a significant increase in the availability of dynamic, real-time
traffic data has been observed [11]. This type of data provide mobility related
information, such as the total number of vehicles passed from a spatial point and
their average speed or the trajectory of a moving object. Open traffic data are
usually minutely or hourly aggregated and are available in various standard for-
mats (e.g., using the JavaScript Object Notation - JSON, or eXtensible Markup
Language, XML formats). However, that data are not always provided in real

1 https://data.europa.eu/en.

https://data.europa.eu/en
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time and cannot easily be retrieved to an external solution using Application
Programming Interface (API) [28]. It is indicative that only few of the OGD
portals use an API to enable accessing and retrieving the data. In addition,
only a few of the OGD portals provide streaming traffic data. Some examples
include the Greek OGD portal2, which provides hourly aggregated traffic data
(traffic flow and speed) in CSV or JSON format, and the Norwegian Public
Roads Administrations’ Traffic Data API3, that also provides historical hourly
aggregated data from 2019. Another example is The Swedish OGD portal4 that
contains streaming traffic data that can be downloaded in XML or JSON format.
Finally, this study examines the potential of exploiting the Swiss OGD portal
which returns real-time streaming data that are updated every minute, and can
also be accessed via an API.

Freely-accessible traffic Open Government Data has the potential to enhance
the delivery of advanced public services within the context of Smart Cities [31].
Furthermore, this data significantly contributes to the evolution of Intelligent
Transportation Systems (ITS) [26]. ITS encapsulate a range of intelligent appli-
cations and technologies [14] addressing myriad transportation issues including,
but not limited to, urban traffic congestion [2], traffic-light control, and road
safety [35]. Traffic forecasting serves as a critical component of these technolo-
gies [22,32], that involves gathering, processing and analyzing massive amounts
of traffic data, generated by sensors, to predict future traffic scenarios (e.g.,
traffic flow, speed, density). The evolution of traffic prediction has been sig-
nificant in recent years, pivoting from traditional time-series analysis methods
to data-driven models [9,22]. The availability of traffic-related data, collected
from several sources such as loop detectors, GPS devices, traffic cameras, social
media, and IoT-enabled vehicles, has provided an invaluable resource for these
data-driven models. There are many forecasting methods considered in the litera-
ture, based on classic time-series statistics, such as the Autoregressive Integrated
Moving Average [36], and machine learning approaches such as Support Vec-
tor Regression [39], K-nearest Neighbour [29] and Bayesian models [34]. These
models, especially those based on deep learning, are capable of processing com-
plex, high-dimensional data and extracting meaningful patterns, which are often
beyond the reach of conventional time-series methods. They provide higher accu-
racy and improved predictive capabilities, focusing on the dynamic nature of
traffic systems and their contextual factors, such as weather conditions and spe-
cial events. This paradigm shift towards data-driven traffic prediction models has
marked a promising direction for enhancing the efficiency and reliability of traffic
management systems. Recently, the emerging development of deep learning and
Graph Neural Networks [5,37] have achieved state-of-the-art performance in traf-
fic forecasting tasks [1,12,40,42]. These models manage to capture the complex
spatial-temporal dependencies of the road network [13]. Specifically, by model-
ing the road network (or sensor network) as a graph, these models extend the

2 https://www.data.gov.gr/datasets/.
3 https://www.vegvesen.no/trafikkdata/api/.
4 https://api.trafikinfo.trafikverket.se.

https://www.data.gov.gr/datasets/
https://www.vegvesen.no/trafikkdata/api/
https://api.trafikinfo.trafikverket.se
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convolution operation of Convolutional Neural Networks (CNNs) into the graph
domain, effectively capturing the spatial correlations between sensors [6], while
dynamic temporal dependencies are captured with the integration of Recurrent
Neural Networks (RNNs) and their variants e.g. Long Short Memory Networks
(LSTMs) and Gated Recurrent Units (GRUs) [8,10,43].

3 Approach

The research approach of this work uses three steps, namely (1) data collection,
(2) data pre-processing, and (3) traffic flow forecasting.

3.1 Data Collection

Traffic data are provided by the Open Transport Data Portal of Switzerland
(ODPCH) as streaming data5. This implies that historical data are not available
since new data always replace old data. The data are minutely aggregated and
updated every minute and specifically, 20 s after the minute in Coordinated
Universal Time (UTC) 0. As a result, using the provided API to access traffic
streams at a particular time will provide access to the traffic measurements of
the last minute. The API provides access to two types of data: (a) static data
that are actually master data that describe the sensors and their location, and
(b) dynamic data with the measurements of the sensors. Both types of data
are described using the DATEX II6 standard for exchanging road traffic data.
DATEX II is based on a specific XML schema that can be adapted according
to the needs of the data provider. The Swiss profile for DATEX II is based
on DATEX II version 2.3. Data were collected and stored using Google Cloud
Platform (GCP)7 services. In particular, streaming traffic data were acquired
using Compute Engine, Pub/Sub and Dataflow GCP services. The data were
stored in the cloud for the pre-processing and traffic forecasting steps.

Each sensor station employs multiple detectors to record data from different
lanes. Detectors within a specific sensor station may be positioned in lanes with
opposing directions and in various types of roads (e.g., main carriageways, entry
or exit roads, etc.). Across Switzerland, there are 2,302 detectors generating
traffic data. Each observation provides measurements for a single detector at a
specific timestamp. In particular, every observation includes an identifier in the
format “country:sensor station.detector number” to signify the specific detector.
For instance, the ID “CH:0002.01” denotes sensor station 0002 and detector 01
situated in Switzerland, whereas “CH:0002.02” refers to the same sensor station
but a different detector (i.e., one that is located in a different lane). For each
detector the lane number is also provided. Lanes are numbered from right to left
in the direction of travel. Each detector generates two types of measurements:
(a) traffic flow, indicating the number of vehicles that traversed the lane within a
5 https://opentransportdata.swiss/en/.
6 https://www.datex2.eu/.
7 https://cloud.google.com/.

https://opentransportdata.swiss/en/
https://www.datex2.eu/
https://cloud.google.com/
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one-minute period, and (b) traffic speed, denoting the average speed of vehicles
that passed through the lane within the same minute. The measurements are
provided separately for three vehicle classes; (a) light vehicles (e.g., cars, motor-
bikes, etc.), (b) heavy goods vehicles (i.e., trucks, with or without trailers), and
(c) unclassified vehicles. In this study, all vehicle classes were aggregated in one
column that represents the total number of vehicles measured by each sensor sta-
tion per minute. These aggregated historical traffic observations are then used
for traffic flow forecasting.

3.2 Data Pre-processing

In this step, traffic data are explored and pre-processed for the deployment of
the GNN algorithm. Since this work focuses only on the traffic of the canton
of Zurich, only data that were generated by sensors located within this canton
were kept. Furthermore, it is common for data generated by sensors to include
erroneous values. Erroneous values should be carefully handled (e.g., eliminated
or imputed) to prevent inaccurate outcomes and decisions. In this step, we search
in the traffic for erroneous values. We consider as erroneous measurements that
(i) are missing from the dataset, or (ii) are not normal measurements based the
an analysis called flow-speed correlation. Specifically, the missing observations
per sensor were counted and observations reported by the portal as erroneous
are also explored. In traffic data, the number of cars counted by a sensor and
their average speed are strongly correlated. In particular, considering that each
sensor measures data that pass from one or more lanes, the maximum number
of vehicles that can pass in all lanes in one hour can be calculated using the
following equation [4].

counted vehicles =
speed ∗ 1000

vehicle length +
speed

3.6

∗ lanes (1)

where speed is the average speed provided by the sensors measured in km per
hour and vehicle length is the average length of the different types of vehicles,
the fraction speed /3.6 represents the “safe driving distance” that should be kept
between vehicles and is based on the vehicle speed, and lanes is the number of
lanes in the road each sensor is positioned. The value of vehicle length is set to
4. When the number of vehicles measured by a sensor in an hour is higher than
this value, then the measurement is considered as an anomaly. Based on this
equation, we calculated the total number of anomalies in the dataset as well as
the anomalies per sensor.

Finally, to prepare the dataset for the GNN forecasting model, sensors with
a high proportion of missing values and erroneous measurements were removed.
The remaining sensors were then aggregated based on their lane IDs to cre-
ate an aggregated detector that measures the total number of vehicles passing
through all lanes corresponding to that sensor ID. Additionally, to align with
the methodology used in related research papers, the original one-minute flow
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data was further aggregated into 5-min intervals. The final preprocessed dataset
for the GNN model contains 7537 measurements per sensor, taken from a total
of 521 aggregated detectors.

3.3 Traffic Flow Forecasting

Dynamic OGD traffic data can be effectively re-used for advancing cutting-edge
deep learning models, such as Graph Neural Networks for traffic forecasting. In
this study, we specifically employ the Temporal Graph Convolutional Network
(TGCN) algorithm to illustrate the efficacy of this methodology. The TGCN
algorithm exploits graph convolutions to comprehend the topology of the sensor
network, thereby determining the spatial embeddings for each node. Moreover, it
incorporates a Gated Recurrent Unit (GRU) to encapsulate the intricate tempo-
ral dependencies present within the traffic data. The aforementioned application
serves to exemplify the promising intersection of dynamic OGD and modern
deep learning techniques in the domain of traffic forecasting.

The GNN algorithm is created based on the pre-processed dataset of the
previous step. For the deployment of the model the traffic data are normalized
to the interval [0,1] using the min-max scaling method. Moreover, any missing
values that were not excluded by the previous step were imputed using the linear
interpolation method. 70% of the data was used for training, 20% for test and
10% for validation. To model the topology of the sensor graph, the adjacency
matrix A is created based on the pairwise distances, dij that represent the dis-
tances between the 521 aggregated detectors. Each element on the adjacency

matrix takes the value Aij = 1 if exp(−d2
ij

σ2 ) >= ε, otherwise Aij = 0. This
approach uses the Gaussian thresholded kernel, where σ2, ε are thresholds that
determine the distribution and sparsity of the matrix and are set to 10 and 0.5
respectively.

To evaluate the performance of the GNN algorithm, its prediction accuracy
is compared with two baseline models, namely Autoregressive Integrated Mov-
ing Average (ARIMA) and Historical Average (HA). Three evaluation metrics
are used in this study, namely the Root Mean Squared Error (RMSE), Mean
Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE). The
proposed GNN algorithm employs a multi-step forecasting paradigm, where the
model takes 12 past observations (corresponding to a time span of one hour)
as input to predict the traffic flow for the next 3 (15 min), 6 (30 min), and 9
(45 min) time steps.

4 Data Collection

In this work, dynamic data were repeatedly retrieved using API calls every
minute. Specifically, dynamic data were collected for the time period from 14-
11-2022 08:24 to 10-12-2022 12:22 which corresponds to 26 days, 3 h and 59 min.
To facilitate data analysis, the collected data were transformed into record level
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data, where each record represents a single observation, i.e., includes the mea-
surements generated by one detector in one minute. Figure 1 presents a sample
of the record level data.

Fig. 1. Record level traffic data.

The majority (88.6% or 754 sensors) of the detectors located in the canton of
Zurich are positioned in main carriageways, while the rest of them are positioned
in lanes of entry or exit slip roads. Finally, 26 detectors are located in emergency
lanes. The dataset used in this work includes 28,822,562 observations from 851
detectors that belong to 312 sensor stations all of them located in the canton of
Zurich. The mean number of detectors per sensor station is 2.7. In the selected
time period, 114,854,670 vehicles passed from the roads of the canton of Zurich,
the majority of them being light vehicles (96.15%), followed by heavy vehicles
(3.85%).

In order to better understand traffic data, measurements generated by the
detectors were statistically analysed. Towards this end, the observations of the
851 detectors were aggregated in 15 min intervals and, thereafter, the median,
mean, standard deviation, and interquartile range (IQR) of the vehicles counted
by detector were computed. Figure 2 illustrates the distribution of IQR based on
the number of vehicles (light, heavy, or other) counted by each sensor-lane id.
The right-skewed distribution reveals that few of the sensors count very large
number of vehicles.

5 Data Pre-processing

In this work missing values are identified as the number of missing values per
detector. Specifically, considering that the dataset doesn’t contain any missed
observations, the 851 sensors would have generated 32,064,829 observations dur-
ing the selected time frame (14/11/2022 08:24am to 10/12/2022 12:22pm). Nev-
ertheless, 3,242,267 observations (or 10.11%) are missing. The median percent of
missing observations is 9.82% meaning that half of the detectors have less than
or equal percents of missing observations to the median, and half of the detec-
tors have greater than or equal percents of missing observations to it. The 50%
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Fig. 2. The IQR distribution of the number of vehicles (of all types) counted by each
sensor-lane id.

of the sensors have percent of missing observations in the range 9.75% - 9.83%
(interquartile range box). In addition, if we exclude outliers, and based on the
bottom 25% and top 25% of the data values, the percent of missing observations
of each detector may be as low as 9.75% and as high as 9.83%. Finally, based on
our calculations, only 10 detectors have more than 10% missing observations and
two above 23%. Specifically, there are two detectors (namely “ZH.CH:0488.01”
and “ZH.CH:0488.02”) with 99.99% percent of missing observations. For the
specific detectors, the available observations include only erroneous measure-
ments. For the flow-speed correlation analysis we calculate the number and per-
centages of anomalies per (aggregated) detector. Out of the 17,671,322 aggre-
gated observations, only 1478 count more vehicles than the number calculated
by the filter (0.0084% of total observations). These anomalies are generated by
41 (aggregated) detectors (7.9% of the aggregated detectors). We also calculated
the number of anomalies per (aggregated) detector. This number ranges from
0 to 132 anomalies. In addition, the mean number of detected anomalies per
(aggregated) detector is 2.83, while the median is 0 anomalies per (aggregated)
detector, meaning that more than half of the (aggregated) detectors have zero
anomalies.

In the final preprocessing step of the traffic dataset, we aggregated the sensor
lane IDs to create aggregated detectors that measure traffic flow from all lanes at
a specific station. As described in Sect. 3, each sensor ID is composed of a sensor
station and a detector number. However, in some cases, a station may include
multiple traffic detectors, some of which might be in the opposite direction. To
address this issue, we extracted additional information from the static dataset,
namely the TMC direction, which indicates the direction of the specific road
(negative or positive). Sensors from the same station and direction were then
aggregated to form a single aggregated detector. For instance, sensors CH:002:01,
CH:002:02, and CH:002:03 with a positive TMC direction were aggregated to
form CH:002 positive, while sensors CH:002:04, CH:002:05, and CH:002:06 with
a negative TMC direction were aggregated to form CH:002 negative. By aggre-
gating sensors based on their station and direction, we ensured that sensors that
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are not connected on the traffic graph are distinguished and treated as separate
nodes. This final step resulted in a total of 521 aggregated detectors, out of
the initial 851 sensor lane IDs. These detectors were then used for traffic flow
forecasting using the proposed GNN model. Figure 3 shows the 521 aggregated
detectors that were used to construct the sensor graph for the GNN model.

Fig. 3. View of the 521 aggregated detectors in the canton of Zurich. Each point in
the map represents aggregated detectors that were created by aggregating the sensor
lane IDs during the preprocessing step of the traffic dataset.

6 Traffic Flow Forecasting

In this section, the preprocessed dataset from the previous section is used to
perform traffic flow forecasting, including 3,926,777 observations from 521 sen-
sors. TGCN uses 2 graph convolutional layers with 64 and 10 units per layer,
and 2 gated recurrent units to capture dynamic temporal dependencies, with 256
units per layer. Among several hyper-parameters of the GNN model, the learning
rate is set to 0.001 and the number of training epochs is 100. Table 1 summa-
rizes the results of this study, where we evaluate the forecasting models using
three regression error metrics: RMSE, MAE, and MAPE. Our evaluation shows
that the TGCN algorithm outperforms the baseline models in terms of predic-
tion accuracy across all forecasting horizons. Specifically, the GNN-based model
outperforms the two baselines, with RMSE decreased by 34.4% and 27% com-
pared with HA and ARIMA respectively on the 15-min prediction horizon. As
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expected the error metrics are increased for the 30 and 60 min prediction, with
TGCN achieving the best prediction performance. Figures 4 and 5 show the
forecasting visualization regarding sensors CH0286 (positive) and ZH.CH2090
(negative) on the 15 min forecasting horizon. The results show that the TGCN
algorithm can effectively predict traffic flow in both morning and evening peak
hours. Moreover, both prediction curves indicate that the GNN-based model
manage to capture the sudden changes of traffic flow.

Table 1. Performance comparison for GNN and baseline models on the Swiss OGD
traffic dataset.

Forecasting Horizon Metric HA ARIMA TGCN

3 (15 min) RMSE 27.26 24.42 17.87

MAE 8.95 10.12 5.67

MAPE 9.56% 8.98% 4.27%

6 (30 min) RMSE 27.26 26.78 18.32

MAE 8.95 11.33 7.32

MAPE 9.56% 9.02% 6.23%

9 (45 min) RMSE 27.26 28.39 19.23

MAE 8.95 9.17 8.22

MAPE 9.56% 10.13% 8.42%

Fig. 4. Comparison of the prediction curve (TGCN) and ground truth for 15 min ahead
prediction on snapshot of the test dataset for sensor CH0286 positive.
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Fig. 5. Comparison of the prediction curve (TGCN) and ground truth for 15 min ahead
prediction on snapshot of the test dataset for sensor ZH.CH2090 negative.

7 Discussion and Conclusion

The availability of Open Government Data has created new opportunities
for enhancing transparency, accountability, and civic participation in govern-
ments [3]. OGD portals have been established by governments worldwide to
publish their information in open formats, thereby making them accessible to
citizens, other public authorities, researchers, and businesses. Such initiatives
aim to create a more inclusive and participatory democracy by enabling the
public to engage with government data and hold public officials accountable. In
addition to promoting transparency and accountability in governments, OGD
initiatives have significant economic and social value. By providing access to
high-value datasets, OGD can spur innovation and entrepreneurship, leading to
the development of new products and services [15,20]. Dynamic OGD, a subset
of OGD that includes real-time data, are particularly valuable in this regard.
Real-time data, such as traffic data, can provide insights into traffic patterns,
improve traffic flow, and reduce congestion [2,27]. This can result in reduced
travel time, fuel consumption, and environmental pollution.

The recent advances in Artificial Intelligence have further highlighted the
importance of dynamic OGD. AI algorithms require large amounts of data to
function accurately and effectively. However, such data is often available only in
closed formats due to privacy concerns and regulations. This creates a challenge
for the research community, developers, and both private and public sectors in
testing and training various models, as there is a lack of open, freely accessi-
ble data. Open government data can help bridge this gap and provide valu-
able information and datasets for developing efficient algorithms. In particular,
dynamic traffic OGD can provide real-time data streams that are necessary for



Traffic Flow Prediction with Swiss Open Data: A Deep Learning Approach 325

training and testing AI models for traffic forecasting, especially deep learning
algorithms [6,8,10,43,44]. Most research papers in traffic forecasting, particu-
larly those that explore state-of-the-art deep learning models such as Graph
Neural Networks [6,24,40,42,43] primarily rely on open, benchmarking traffic
datasets, such as PEMS8 and METR-LA [24]. These datasets are limited to spe-
cific geographical areas and historical time periods (e.g., 2012). This may limit
the generalizability of the AI models trained on these datasets to different traffic
environments and periods. To address this limitation and promote the use of AI
algorithms such as GNNs in diverse traffic environments, it is necessary to lever-
age Dynamic Traffic Open Government Data as alternative datasets. Dynamic
traffic OGD provide more diverse and up-to-date datasets that are not limited
to specific geographical areas or time periods, which is crucial for testing and
improving the performance of GNNs and other deep learning models. There-
fore, incorporating dynamic traffic OGD in future research studies can enhance
the efficiency of GNNs and other AI models for traffic forecasting tasks. This
access to OGD can enable the development of more effective AI technologies
and applications, leading to significant economic and social benefits. Therefore,
governments should continue to invest in dynamic OGD initiatives to promote
transparency, accountability, and economic growth in the years to come.

The purpose of this study is to demonstrate the potential use of dynamic
OGD for developing state-of-the-art AI models and technologies. In particular,
the study focuses on the application of a Graph Neural Network, namely Tempo-
ral Graph Convolutional Network, for predicting traffic flow. Traffic forecasting
is a crucial area for transportation planning and management. GNNs are con-
sidered one of the most effective deep learning algorithms for traffic forecasting,
as they can model the road network as a graph and learn the complex spatial
and temporal dynamics of traffic flow. The results of this work show that the
GNN model trained on Swiss Traffic OGD can accurately predict traffic flow,
outperforming two baseline models, namely Historical Average and Autoregres-
sive Integrated Moving Average, and can potentially be used for real-time traffic
management and planning.
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Abstract. Digital technologies have been increasingly applied to sup-
port the 17 Sustainable Development Goals (SDGs), which address global
challenges, including poverty, inequality, and climate change. Edge com-
puting is a rapidly developing digital technology with widespread use,
primarily for applications that produce massive amounts of data and
require real-time data analysis. This paper examines the potential of edge
computing and how it can help achieve the SDGs and advance several
development areas. We reviewed the case studies previously published in
the literature. A total of 92 primary studies were analyzed, and the cases
in those studies were organized based on the various development sec-
tors/industries and use cases and mapped to sustainable development
goals. We also identified other emerging technologies that have been
cooperatively applied and integrated with edge computing technology.
Our findings reveal that transportation is the most prominent develop-
ment sector adopting edge computing, and we discuss the potential chal-
lenges and opportunities associated with edge computing adoption by
taking an intelligent transportation system use case as an example. This
study aims to guide researchers and policymakers seeking to understand
the edge computing paradigm in the context of sustainable development.

Keywords: edge computing · sustainable development · SDG · use
case · literature review

1 Introduction

The Sustainable Development Goals (SDGs) adopted by the United Nations in
2015 are 17 goals that aim to address some of the most pressing global chal-
lenges, including poverty, inequality, and climate change [3]. Achieving these
goals requires innovative solutions [16], and one of the technologies that have
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been increasingly applied to this effort is edge computing, particularly for appli-
cations that generate large amounts of data which require real-time data anal-
ysis, such as traffic monitoring, water, and energy management, and disaster
response [15,29]. An increase in data exchange and communication among het-
erogeneous Internet of Things (IoT) devices has led to massive data generation,
which maximizes the demand for data processing. Traditional cloud-computing
architecture becomes inefficient due to data mobility constraints and real-time
processing delays. Edge computing is a distributed computing paradigm that
performs data processing and data storage closer to where it is needed, reduc-
ing latency and improving data processing efficiency [7,8,35]. Much research in
recent years has provided comprehensive surveys of recent advancements in edge
computing, highlighting the concepts, technological development, applications,
and future research directions [22,24,27,35]. However, no research yet reviews
the use cases of edge computing for each SDG, mapping out how it can support
sustainable development goals, development sectors/industries and address the
challenges of its adoption.

This review paper aims to present a comprehensive review of how edge com-
puting has been adopted to support sustainable development and deployed in
areas that are not yet well documented in the literature. and investigate the
potential challenges and opportunities of edge computing adoption, which can
be helpful for researchers and policymakers to understand the deployment of edge
computing to support the SDGs in their specific contexts. The contributions of
this paper are as follows:

– To analyze the proportion of edge computing case studies that appeared in
existing studies, which are contributing to SDGs and identify which SDG has
the significant potential to take advantage of edge computing

– To identify different development sectors/industries, with applications rele-
vant to the SDGs, that have been adopting edge computing

– To present different use cases of edge computing across sectors/industries
– To highlight the emerging technologies that have be integrated and coopera-

tively applied along with edge computing
– To discuss the challenges and opportunities of edge computing adoption for

sustainable development

The remainder of the paper will be organized as follows. Section 2 explains
background information on edge computing, SDGs, and their applications for
sustainable development. Section 3 provides the related work on the existing
edge computing surveys. Section 4 describes a protocol for conducting the review
for this paper. Section 5 presents the review results, including the distribution
of edge computing case studies for each SDG, use cases in development sec-
tors/industries, and other emerging technologies cooperatively applied with edge
computing. Finally, the paper concludes with a discussion of challenges and
opportunities associated with using edge computing adoption and future work
in Sect. 6 and 7.
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2 Background

2.1 Edge Computing

Edge computing has become increasingly popular in recent years as the Internet
of Things (IoT) and data volume generated from IoT devices have grown, so
streaming the information between IoT devices and cloud data centers becomes
inefficient. The horizon of edge computing brings data processing at the network
edge near the source of its generation, which improves the speed and efficiency
while reducing the cost and complexity of transmitting large amounts of data to
a centralized location [35]. IoT devices have limited processing capabilities, and
data generated from them have to travel over the network to the cloud for pro-
cessing, which can be unsuitable for situations where the latency of milliseconds
can pose serious threats. Thus, researchers have focused on the edge computing
paradigm, which encompasses the data processing and storage to perform at the
network edges close to the end-users, fastening the response time and providing
better bandwidth availability of IoT systems while enhancing security and relia-
bility. Figure 1 illustrates a sample of the three-layered edge-cloud collaboration
architecture of an intelligent transportation system composed of heterogeneous
components. The IoT device layer generates data, and edge servers, or nodes,
perform the local computations of data produced from IoT devices while the
cloud server process and store the data collected from the edge servers.

Fig. 1. Overview of Edge-Cloud Architecture for Intelligent Transportation System
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2.2 Sustainable Development Goals (SDGs)

“The 2030 Agenda for Sustainable Development” was established by United
Nations member states in 2015, acknowledging that ending poverty and depri-
vations must go together with strategies for improvement in health and educa-
tion, inequality reduction, and economic growth while addressing climate change
and preserving oceans and forests [3]. In this regard, 17 Sustainable Develop-
ment Goals (SDGs) in a list of 169 SDG targets and 232 unique indicators are
defined, a universal call to action to end poverty while protecting the planet and
ensuring that all people enjoy prosperity and peace by 2030. Table 1 describes
the SDG goal codes and goal names.

2.3 Adoption of Edge Computing for Sustainable Development

Edge computing has been increasingly adopted to transform development sec-
tors/industries and support various Sustainable Development Goals (SDGs). For
instance, in the healthcare sector, edge computing has been used to support
telemedicine and remote patient monitoring [13,17], which can improve access
to healthcare services and support SDG 3 (good health and well-being). Edge
computing has also been used to support renewable energy systems and smart
grid management, which can help reduce greenhouse gas emissions [10,29] and
contribute to SDG 7 (affordable and clean energy). In the manufacturing indus-
try, edge computing has been used to monitor assembly lines, optimize energy
consumption and reduce waste [18,36], which supports SDG 9 (industry, innova-
tion, and infrastructure). Additionally, edge computing has been used to support
precision agriculture, which can improve food security that can help SDG 1 (no
poverty) and SDG 2 (zero hunger) [11,30]. As edge computing continues to be
adopted and scaled up, it has the potential to support the achievement of vari-
ous SDGs by enabling the deployment of innovative technologies and supporting
more efficient and sustainable practices.

3 Related Surveys on Edge Computing

Researchers have developed comprehensive surveys of recent advancements in
edge computing, highlighting the concepts, technological development, applica-
tions, and future research directions. Yu et al. [35] categorized edge computing
into separate groups based on architecture and their performance by comparing
network latency, bandwidth occupation, energy consumption, and overhead. Mao
et al. [27] provided a comprehensive survey of the state-of-the-art mobile edge
computing (MEC) research focusing on joint radio-and-computational resource
management. Abbas et al. [9] presented a comprehensive survey of relevant
research and technological developments in the area of mobile edge computing.
It provides the definition of MEC, its advantages, architectures, and application
areas. Liu et al. [24] surveyed a comprehensive overview of the existing edge
computing systems by introducing representative projects and comparing open-
source tools. Khan et al. [22] presented a comprehensive survey of differences



Literature Review on EC Adoption for Sustainable Development 333

in edge and cloud computing concepts, highlighting the characteristics of edge
computing and the core applications. Wang et al. [33] organized the applica-
tion scenarios and the practical implementation methods of deep learning in
edge computing frameworks. So far, there has been no survey to analyze edge
computing use cases from the perspective of sustainable development goals and
sectors/industries, and this is the first survey to provide them.

Table 1. SDG Goals and Names [3]

SDG
Goal
Codes

SDG Goal Names

1 End poverty in all its forms everywhere

2 End hunger, achieve food security and improved nutrition, and
promote sustainable agriculture

3 Ensure healthy lives and promote well-being for all at all ages

4 Ensure inclusive and equitable quality education and promote
lifelong learning opportunities for all

5 Achieve gender equality and empower all women and girls

6 Ensure availability and sustainable management of water and
sanitation for all

7 Ensure access to affordable, reliable, sustainable, and modern
energy for all

8 Promote sustained, inclusive, and sustainable economic growth,
full and productive employment, and decent work for all

9 Build resilient infrastructure, promote inclusive and sustainable
industrialization, and foster innovation

10 Reduce inequality within and among countries

11 Make cities and human settlements inclusive, safe, resilient, and
sustainable

12 Ensure sustainable consumption and production patterns

13 Take urgent action to combat climate change and its impacts

14 Conserve and sustainably use the oceans, seas, and marine
resources for sustainable development

15 Protect, restore, and promote sustainable use of terrestrial
ecosystems, sustainably manage forests, combat desertification,
and halt and reverse land degradation and halt biodiversity loss

16 Promote peaceful and inclusive societies for sustainable
development, provide access to justice for all, and build effective,
accountable, and inclusive institutions at all levels

17 Strengthen the means of implementation and revitalize the global
partnership for sustainable development
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Table 2. Research Questions

ID Research Questions

RQ1 For which sustainable development goals that edge
computing have potential to support significantly?

RQ2 Which development sectors/industries, with applications
relevant to the SDGs, have been adopting edge computing so
far?

RQ3 What are the different use cases of edge computing in those
sectors/industries?

RQ4 What are other technologies that have been integrated and
cooperatively applied in edge computing environment?

4 Review Protocol

To conduct this literature review, we designed a review protocol that includes the
review steps and inputs and outputs for each step, as depicted in Fig. 2. Based
on the objective of this review paper, we specified the search strings, automated
search engines, and research questions (RQ). The paper articles searched were
assessed to determine whether they met the predefined criteria for primary stud-
ies. The selected primary studies were examined thoroughly for the data analysis,
and review results were reported in Sect. 5. This review paper aims to show the
landscape of edge computing use cases for sustainable development. To achieve
this goal, we specified research questions, as shown in Table 2. To find the related
papers, we used the following search string.

{(edge computing) AND (use case OR case study)} OR (edge com-
puting) AND (SDG)}

To collect relevant primary studies to answer the RQs, we utilized Google
Scholar (https://scholar.google.com) and the Web of Science (https://www.
webofknowledge.com) search engines to find related papers. To search for as
many related papers as possible, we included articles from different fields as
stated in Table 3. The searched papers were organized through the Excel spread-
sheet including the titles, abstract, keywords and year of the articles. The
searched papers were then evaluated using the predefined selection criteria in
Table 3. If a paper satisfied all the inclusion criteria and none of the exclusion
criteria, it was selected as a primary study. Following our review protocol, we
found 92 primary studies, and conducted data extraction and labelling manually,
and collected data were analyzed and categorized to answer the RQs.

In this way, our protocol makes it possible to meet the research questions
of the study as follows. RQ1 aims to analyze which SDGs are where edge com-
puting is most applied. Therefore, we examined the case studies described in
the primary studies and labeled the goal codes for each paper. We included
RQ2 because most primary studies do not explicitly identify specific sustain-
able development use cases and only present the feasibility of their proposed

https://scholar.google.com
https://www.webofknowledge.com
https://www.webofknowledge.com
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approaches by providing case studies. Therefore, we clarified the different devel-
opment sectors/industries where edge computing is being adopted. Additionally,
for RQ3, we present the use cases for each sector along with some references.
RQ4 examined the challenges and opportunities.

Fig. 2. Overview of Review Protocol

5 Review Results

5.1 RQ1: The Proportion of Edge Computing Case Studies
on SDGs

The pie chart in Fig. 3 illustrates the distribution of edge computing applications
for Sustainable Development Goals (SDGs) based on an analysis of 92 primary
studies. The results show that the majority of the case studies contribute to
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Table 3. Selection Criteria

ID Inclusion Criteria (IC) and Exclusion Criteria (EC)

IC1 Papers written in English

IC2 Research papers peer-reviewed and published in conferences and journals

IC3 Papers in the fields of Computer Science, Engineering, Telecommunications,
Transportation, Automation and Control Systems, Instruments and
Instrumentation, Energy and Fuels, Science and Technology, Environmental
Sciences and Ecology, Government, and Law

IC4 Papers on the topic of edge computing that presented the case study

IC5 Papers that are published between January 2016 to March 2023

EC1 Duplicated Papers

EC2 Papers whose contents are not fully accessible

EC3 Papers not in the form of full research papers (i.e., abstracts or reports)

EC4 Collections of studies (i.e., books, proceedings)

EC5 Papers summarising existing studies or concepts (i.e., surveys)

SDG 11 (Sustainable Cities and Communities) and SDG 9 (Industry, Innovation,
and Infrastructure), accounting for 53.4%, followed by 14.2% for SDG 3 (Good
Health and Well-being), 8.5% and 6.8% for SDG 12 (Responsible Consumption
and Production), and SDG 13 (Climate Action), respectively. The findings also
reveal that edge computing has been applied to a lesser extent for 4.5% SDG 2
(Zero Hunger) and 4% SDG 1 (No Poverty). While SDG 7 (Affordable and Clean
Energy) and SDG 15 (Life on Land) account for 3.4% and 2.8%, about 2% of the
case studies contribute to SDG 10 (Reduced Inequalities), SDG 14 (Life Below
Water), and SDG 4 (Quality Education). However, the results highlight that no
cases in primary papers describe the application of edge computing for SDG 5
(Gender Equality), SDG 6 (Clean Water and Sanitation), SDG 8 (Decent Work
and Economic Growth), SDG 16 (Peace, Justice, and Strong Institutions), and
SDG 17 (Partnerships for the Goals). These results suggest the need for further
research and exploration to assess the potential of edge computing to support
these SDGs.

5.2 RQ2: Proportion of Edge Computing Case Studies for Different
Development Sectors/Industries

Edge computing has been widely applied across various sectors/industries to con-
tribute towards achieving Sustainable Development Goals (SDGs). To answer
RQ2, we categorized the cases in primary studies into ten development sec-
tors/industries. Among the primary studies, we found that the number of case
studies in the transportation sector is 30, followed by 23 cases in healthcare
and 15 in manufacturing, which suggests the highest potential to transform the
transportation and healthcare sectors/industries. Smart city (with 11 cases),
agriculture (7), disaster management (6), and environmental management (4)
industries have also adopted edge computing to a significant extent. However,
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Fig. 3. Proportion of Edge Computing Studies Contributing to SDGs

Fig. 4. Number of Edge Computing Case Studies for Different Sectors/Industries

the application of edge computing in the energy, social support, and education
sector/industry has been relatively less studied. Figure 4 and Fig. 5 show the
number and percentage of edge computing case studies for each sector.
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Fig. 5. Percentage of Edge Computing Adoption for Different Development Sec-
tors/Industries

5.3 RQ3: Use Cases of Edge Computing in Development
Sectors/Industries

Table 4 describes the different use cases for each sector along with some refer-
ences.

Table 4. Sectors/Industries and Use Cases where Edge Computing is being deployed

Sector Use Cases Ref.

Transportation Connected vehicles, Vehicle communication (V2V, V2X), Energy
efficiency of UAM, Traffic management, Vehicle monitoring,
Peer-to-peer (P2P) energy exchange of electric vehicles (EVs)

[12,25]

Healthcare Health condition monitoring, Health data analysis, Symptom
prediction and diagnosis, Analysis of geo-health big data,
Providing mobile health advice

[17,20]

Manufacturing Production, Assembly Monitoring, Fault Diagnosis of equipment [18,36]

Agriculture Detection of plant diseases, Water management of plants, Farm
management, Smart irrigation, Crop diagnosis

[11,30]

Disaster
management

Earthquake monitoring, Emergency response, Water level
prediction, Disaster event detection, Emergency guidance for
evacuation

[15,23]

Environmental
management

Managing forests, Air quality monitoring [13,31]

Energy Optimization and automation of energy production from solar
energy, State estimation of smart grids

[10,29]

Smart city Smart homes, Smart buildings, Smart airports, Smart parking [21,26]

Social support Sign language recognition for disabled people, Voice assistant for
elderly

[32,34]

Education Q&A with AI agents [19]
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5.4 RQ4: Emerging Technologies Adopted for SDGs

Emerging technologies such as the Internet of Things (IoT), Artificial Intelli-
gence (AI), Big data analytics, Cloud Computing, and 5G have been integrated
with edge computing technology. IoT devices are an essential component of edge
computing as data sources for edge computing processes and analyses. They
have been used to monitor environmental data, track energy usage, and opti-
mize resource usage. Integrating big data analytics and artificial intelligence (AI)
with edge computing has enabled real-time analysis of large volumes of data gen-
erated by IoT devices and identifying patterns to optimize energy consumption
and resource usage. Additionally, the insights generated by AI and big data ana-
lytics have been used to predict future environmental conditions, allowing for the
implementation of preventative measures. At the same time, cloud computing
provides a platform for storing and providing the computing power needed to
perform complex analyses of data generated from IoT devices. 5G networks are
essential in offering low-latency, high-speed connectivity for edge computing to
function timely and effectively. The integration of those technologies with edge
computing enables real-time processing and analysis of data, making it possible
to implement timely interventions for SDG projects.

6 Discussion

This section discuss the threat to validity of this study and potential challenges
and opportunities to be considered when adopting edge computing for the sus-
tainable development by providing a specific case of edge computing-based Intel-
ligent Transportation Systems (ITS) as shown in Fig. 1.

6.1 Challenges and Opportunities of Edge Computing Adoption

Collaborations Between Heterogeneous Edge Computing Systems and
Standardization Activities. Edge computing provides decentralized data pro-
cessing and storage closer to the edge of the network where the data is generated,
rather than relying on a centralized cloud infrastructure. ITS plays a significant
role in advancing sustainable infrastructure and promoting innovation and creat-
ing sustainable cities by improving transportation efficiency, reducing congestion,
and promoting multimodal transportation options, contributing to SDGs 9 and
11. As described in the Fig. 1, ITS is composed of heterogeneous and indepen-
dent constituent system components, including vehicles, people, roadside units,
and central control centers, that interact, collaborate, and communicate through
vehicle-to-vehicle communication (V2V), vehicle-to-infrastructure (V2X), and so
on. However, due to the diversity of the components in edge-cloud environments,
which may originate from different vendors, they may have varying protocols,
interfaces, and data formats, posing a significant challenge to ensuring interoper-
ability and seamless collaboration among them. It encourages the development of
comprehensive standards and guidelines that can ensure the effective integration
of heterogeneous components in edge computing systems.
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Acknowledging the essence of standardization, academic institutions, indus-
try players, and standard organizations have been actively involved in develop-
ing and implementing standards for edge computing, and diverse consortiums,
alliances, and working groups have been working to address the standardiza-
tion needs. For instance, European Telecommunications Standards Institute
(ETSI) Mobile Edge Computing (MEC) Industrial Specification Group (ISG)
was founded in December 2014 to create a standardized, open environment to
allow the efficient and seamless integration of applications from vendors, ser-
vice providers and third parties across multi-vendor MEC platforms [5]. ITU
Telecommunication Standardization Sector (ITU-T) created a group IMT-2020
to study how emerging 5G technologies will interact in future networks, includ-
ing the requirements and capability framework of the edge-computing-enabled
gateway in the Internet-of-Things [8]. Furthermore, ISO/IEC 25010 model [2,4]
identified the quality factors applicable in edge computing-based systems. GSM
Association also released an edge service description and commercial principles
whitepaper [6]. Besides, 3GGPP is also working on Technical Specifications,
including standards and architectural principles for enabling edge applications.
To sustain IoT momentum, the OpenFog Consortium is defining a new architec-
ture to address infrastructure and connectivity challenges by emphasizing infor-
mation processing and intelligence at the edge where the data is being produced
or used [1].

Although academic, industry, and standard organizations are already func-
tioning to develop standards regarding edge computing adoption, achieving uni-
versal standardization remains challenging. The edge computing paradigm is
evolving rapidly and requires specific standards for various use cases and appli-
cation scenarios. Additionally, competing interests among academic and industry
players and different technological approaches can further complicate standard-
ization activities. To overcome these challenges, collaboration, and partnership,
as emphasized in SDG 17 (Partnerships for the Goals), can create room for
opportunities for SDG 17 while promoting multi-stakeholder partnerships to
drive standardization efforts forward. By fostering open discussion and sharing
best practices, stakeholders can collaborate and cooperate to define common
standards to facilitate interoperability and establish guidelines for edge comput-
ing to accelerate its successful adoption and benefit various sectors/industries
and sustainable development applications.

Potential of Edge Computing Simulation Tools. As described in Table 4,
edge computing technologies have been applied for a variety of sectors/industries
and use cases including transportation, smart cities applications, healthcare,
environmental management, and many more. To consider the ITS example again,
developing the ITS infrastructure is complex and requires high financial invest-
ment [28]. Besides, when designing edge-cloud collaboration architecture, system
architects must consider several aspects, including the entities involved in the
hardware infrastructure, application software components, locations to deploy
the hardware and software components, and the capabilities of those compo-
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nents. Additionally, they need to ensure that the developed systems can satisfy
the stakeholders’ needs, how they will use the system, and user-perspective qual-
ity requirements. One practical way to address these challenges and design the
system in an easy and configurable manner would be the application of simula-
tion tools. There have been many efforts by researchers to use simulation tools to
model different edge computing scenarios before the actual development of the
systems. Nevertheless, most of the existing simulation tools cannot yet support
the metrics to measure various quality attributes such as availability, and secu-
rity [28] and still lack the implementation constraints which makes them even
more challenging to be adopted for some of the scenarios [14], which provide
an opportunity for the researchers to initiate the research effort to develop the
tools which can provide different quality metrics and implement more complex
use cases and scenarios.

6.2 Threats to Validity

Survey papers can have the threat of representativeness of primary studies.
Despite the limited search engines and exclusion of relevant studies published
before 2016, when the sustainable development goals were first created, we
included relevant primary studies from various fields, which can portray the
potential application of edge computing in different sectors/industries. The
review protocol and comprehensive search strategy we described have minimized
the threat of poor representativeness to the extent possible. Another challenge
in linking case studies to SDGs is due to the complexity of the goals and the
fact that they combine means and ends. ITS can be an example of innovative
infrastructure to optimize transportation systems’ efficiency, safety, and sustain-
ability, which is associated with SDG 9. At the same time, it can also enhance
the livability of cities by reducing traffic congestion, improving air quality, and
promoting public transportation, which can contribute to SDG 11. In that case,
we categorized ITS as the case relevant to both SDG 9 and 11. SDG classi-
fication can be challenging because some goals and targets can contribute to
more than one SDG as SDGs are interdependent and interconnected. Differ-
ent researchers may have different interpretations of which SDGs a case study
contributes to. This can lead to inconsistent or biased classifications. The anal-
ysis in this study represents the perspective of the authors, which we map the
cases in the primary studies to all related SDGs. This study also highlight how
emerging technologies have been integrated and applied in edge computing envi-
ronment, which can suggest future research to explore further their applications
and potential in achieving sustainable development. Overall, this survey paper
provides a valuable contribution to the landscape of edge computing for sustain-
able development goals and development sectors/industries while highlighting
the need for further research.



342 M. M. Thwe and K. R. Park

7 Conclusion

This paper examines the potential of edge computing in achieving sustainable
development goals across various development sectors/industries. We conducted
a comprehensive literature review to investigate the use of edge computing for
different case studies. A total of 92 primary studies were collected, and cases
in those studies were mapped to the relevant sustainable development goals
and categorized based on their respective sectors/industries and use cases. Our
findings reveal that transportation is the most prominent sector adopting edge
computing, and we discuss the challenges and opportunities associated with edge
computing adoption by providing the ITS case as an example. This study aims
to guide researchers and policymakers seeking to understand the edge computing
paradigm, its use cases, and the challenges and opportunities associated with it
in the context of sustainable development. In future work, we aim to expand our
study by including additional studies collected using other search engines and
examine other digital technologies, such as use cases of Artificial Intelligence, to
explore further their potential in achieving sustainable development.
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Abstract. Smart city initiatives have evolved into a global movement that is
expected to address the severe challenges introduced by urbanization. Most gov-
ernments adopt a model involving public-private partnerships (PPPs) to advance
smart cities because of the lack of associated technical capacity and financial bur-
den. However, with PPPs, it is necessary to choose which governance mechanisms
should be adopted to mitigate transaction risks between public and private sectors
and promote smart city performance; this is a current knowledge gap. Herein, we
conducted a multiple-case study of three smart city projects in China by applying
an exploratory case study methodology. Based on an analysis of case interview
data, we identified two key aspects of smart city performance and four effective
governance mechanisms of PPPs that promote smart city performance. We also
discuss theoretical propositions on the relationship between them. The findings
presented herein determine scientifically tested aspects for evaluating smart cities
and provide guidance for the establishment of PPPs governance mechanisms in
smart city projects.

Keywords: Smart city · Public-private partnerships · Governance mechanism ·
Multi-case study

1 Introduction

Smart cities are expected to mitigate the severe socioeconomic and environmental chal-
lenges brought on by unprecedented urbanization by adopting advanced information and
communication technologies (Yigitcanlar et al. 2019a; Zhu et al. 2022). This idealized
narrative of smart cities has been widely accepted, and smart city initiatives have cre-
ated a rapidly evolving global movement (Chen et al. 2020; Vu et al. 2020). According
to a report released by Deloitte in 2018, more than 1000 cities around the world have
launched smart city initiatives. In particular, China has the largest number of smart cities
in the world, boasting almost 600 pilot smart cities at the end of 2017.

The degree of investment required to carry out smart city initiatives is enormous in
most cases, which puts a burden on government budgets. Most governments consider
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the possibility of engaging the private sector in smart city development, which helps
reduce the financial burden and incorporate the innovative capabilities and efficiency of
the private sector (especially in terms of ICT) (Lam and Yang 2020; Fishman and Flynn
2018; Lam andYang 2020). The public-private partnerships (PPPs)model is widely used
to advance smart cities. PPPs rely on the cooperation of some sort of durability between
governments and the private sector, whereby all members jointly develop products and
services and share the risks, costs, and resources associated with these products (Van
Ham and Koppenjan 2001; Hodge and Greve 2007).

One of the key goals of PPPs is to improve the performance of smart city projects.
As the smart city concept shifts from technology-oriented to governance-oriented, sev-
eral conceptual evaluation frameworks are proposed on the basis of identifying the key
elements of a smart city. For example, Abu-Rayash and Dincer (2021) constructed a
framework according to several dimensions (i.e., smart economy, environment, society,
governance, energy, infrastructure, transportation, and pandemic resiliency) and listed
aspects for each dimension. Meanwhile, Wang et al. (2020) constructed a similar assess-
ment framework. Although these frameworks comprehensively consider the technology-
and governance-oriented aspects, there is still a lack of scientific evidence on whether
these aspects are applicable to the actual needs of current smart city development projects,
which are mostly in the primary stages.

Despite certain benefits to the public and private sectors, challenges and issues remain
for PPPs initiatives, as evidenced by various unsuccessful cases (Jamali 2004; Abdul-
Aziz and Kassim 2011). One of the crucial challenges is that PPPs are vulnerable to
transaction risks, including uncertainty, asset specificity, information asymmetry, and
contract incompleteness (Xiong et al. 2019). The lack of appropriate governance arrange-
ments for the majority of cities appears to constitute the most serious obstacle for their
effective transformation into being smart (Praharaj et al. 2018). Adopting an appropriate
PPPs governance mechanism is crucial for dealing with transaction risks and improv-
ing the performance of smart city projects. Xiong et al. (2019) identified eight highly
conceptualized governance mechanisms to address transaction risks based on two PPPs
power projects. Scholars have also proposed specific governance mechanisms focusing
on organizational form and strategy, such as establishing a hybrid organization (Villani
et al. 2017), adding a broker (Ruuska and Teigland 2009), and attracting greater invest-
ments from private sectors (Tan and Zhao 2019). However, these highly-conceptual
governance mechanisms cannot provide sufficient support for systematic mechanism
identification in the context of smart cities.

2 Literature Review

2.1 Assessment of Smart Cities

Two categories of smart city assessment frameworks have been identified: technology-
and governance-oriented frameworks. The European Smart Cities Ranking initially
defined a set of criteria with which to assess the extent of “smartness” in the areas
of energy, mobility, community, environment, economy, and buildings (Giffinger et al.
2007; Mattoni et al. 2015; Yigitcanlar et al. 2018). Specific frameworks and indica-
tors used to benchmark the smartness of a given area (e.g., transportation, environment,
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and energy) were also proposed (Debnath et al. 2014; Garau et al. 2016; Garau et al.
2015; Cook and Schmitter-Edgecombe 2009; Mets et al. 2010; Yigitcanlar et al. 2019a;
Yigitcanlar et al. 2019b). These indices were used to benchmark practical projects for
the development of smart cities. In contrast to assessment frameworks focusing on the
smartness of technological infrastructure, some studies highlight the essential aspects
of human and social capital in smart cities; the governance orientation is also a vital
component of framework for evaluating smart cities. Scholars have identified the key
elements of a smart city under the governance-oriented concept and proposed corre-
sponding conceptual frameworks for evaluating smart cities. For example, Abu-Rayash
and Dincer (2021) indicated that a smart city can be characterized according to eight
main elements, including a smart economy, environment, society, governance, energy,
infrastructure, transportation, and pandemic resiliency. Similarly, Wang et al. (2020)
identified a smart city framework that involves smart living, economy, environment,
governance, infrastructure, and smart people.

Although the evaluation indicators for these frameworks comprehensively consider
the technology- and governance-oriented concepts and various aspects of a smart city, the
available literature cannot confirmwhether they are applicable in different stages of smart
city practice. It has been acknowledged that the project of smart cities is complicated and
time-consuming.Most countries are still in the primary exploration stages, and therefore,
it is urgent to construct a scientific evaluation framework suitable for current practices.

2.2 Governance Mechanism of Public-Private Partnerships (PPPs)

A PPP project generally involves tasks related to design, construction, operation, financ-
ing, and maintenance. These tasks are fully transferred from the public sector to the pri-
vate sector through long-term contract arrangements in the form of joint-development,
build-own-transfer, or build-own-operate-transfer (Bult-Spiering and Dewulf 2006;
Savas 2000). Such cooperation can bring intended public benefits, such as enhancing
the partnership between the two sectors (Ysa 2007; Erridge and Greer 2002), improv-
ing risk management (Shen et al. 2006; Bing et al. 2005), increasing the quality and
satisfaction with public facilities and services (Edkins and Smyth 2006), and clarifying
government policies (Ball and Maginn 2005; Hart 2003). However, certain problems
may also emerge after the failure of a PPP project, e.g., cost overruns, unrealistic price
and income projections, and legal disputes. In general, the public sector (but not the
private sector) must ultimately shoulder the costs of the failure (Kumaraswamy and
Zhang 2001). Therefore, the public sector must attach importance to their cooperative
relationship with the private sector and construct an effective governance mechanism to
reduce the risk of cooperation failure and promote the performance of PPPs.

A PPP project may involve more risks than conventional public procurement, and
therefore, risk sharing is a critical element for the success of PPPs (Wang et al. 2018).
PPPs are subject to four common transaction risks at the project level: uncertainty, asset
specificity, information asymmetry, and contract incompleteness (Xiong et al. 2019).
Uncertainty refers to the fact that it is impossible to accurately describe the current
state of PPPs or predict future outcomes (Ball et al. 2003). Cost overruns and demand
overestimation are two main sources of uncertainty (Cruz and Marques 2013). Asset
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specificity measures the extent to which an asset supports transactions and can be rede-
ployed for other uses and users without losing production value (Williamson 1999).
The constructed public infrastructure only serves the purpose of public welfare, without
adopting alternative uses. Information asymmetry indicates that the government may
not be able to identify the true capabilities and actual costs of the private sector at the
procurement stage (Hoppe and Schmitz 2013). Contract incompleteness refers to a case
where unforeseen contingencies would be so numerous that it would be too costly to
describe them all explicitly in a contract. To adequately address the transaction risks,
eight governance mechanisms have been identified based on a comparative study of two
PPPs power projects: cognition and flexibility for uncertainty, safeguards and credibil-
ity for asset specificity, transparency and competition for information asymmetry, and
reputation and trust for contract incompleteness (Xiong et al. 2019). These governance
mechanisms are highly conceptualized. They provide theoretical support for how PPPs
actors construct generalized behavior mechanisms in specific situations (e.g., smart city
PPPs in this study).

Studies in the field of organizational management have revealed that some organi-
zational behaviors (e.g., organizational form construction and strategy implementation)
can be applied to deal with the transaction risks of PPP projects. These behaviors are
actually the manifestation of PPPs governance mechanisms. Specifically, viewing PPPs
as a form of hybrid organization can foster value creation for stakeholders in establishing
and operating PPPs by combining institutional logics (Villani et al. 2017). Adding a bro-
ker in smart city PPPs can help address conflicts and promote mutual communication in
large cooperation patterns, wherein the broker is responsible for translating knowledge
and facilitating negotiations between the public and private sectors (Ruuska andTeigland
2009). The cooperation form between the actors is of limited importance to the PPPs
performance, whereas the use of management strategies can have a significant impact
on performance (Kort and Klijn 2011). Attracting greater investments from the private
sector rather than state-owned enterprises can help mitigate the financial risks taken by
the government (Tan and Zhao 2019). The extent of firm participation can affect the
performance and efficiency of smart cities (Wang et al. 2020). These fragmented mecha-
nisms provide necessary supportwhen systematically identifying the general governance
mechanism in the context of smart city PPPs.

3 Methods

The present study employed an explorative and inductive research strategy (de Graaf
and Huberts 2008; Eisenhardt 1989). We conducted a qualitative case study to explore
the impacts of the PPPs governance mechanism on smart city performance (Ospina
et al. 2017). We adopted a purposeful sampling strategy (Patton 1990) to determine
the case cities. Based on an annual report about smart cities published by the National
Development and Reform Commission of China in 2017, our research team considered
the top-20 ranked cities that had won national best smart city case awards to solicit
participation. Ultimately, three cities agreed to participate, denoted anonymously as SZ,
NJ, and YC. In this study design, we interviewed informants of primary stakeholders
of the smart city PPPs, e.g., city government officials, general contractors, and private



Governance Mechanism of Public-Private Partnerships 349

partners. 32 informants from 12 organizations in three cities participated in the interview
process.

The interview data analysis began with a case-specific analysis, followed by a cross-
case analysis (Miles and Huberman 1994). The coding team (one researcher and two
research assistants) familiarized themselves with over 200 pages of transcribed inter-
views and held multiple meetings after the first round of coding to compare and contrast
the three case cities. The interview data analysis started with a case-specific analysis of
each case city to understand how and why they had designed such a specific governance
mechanism for the PPPs and its impact on the smart city projects. Each coder first read the
interview transcripts independently and provided ideas regarding potential aspects for
assessment. Subsequent debates among the coders led to either the retention or removal
of aspects. The coding team then conducted a cross-case analysis of the three case cities
considering the higher and lower levels of smart city performances. City-specific gover-
nance mechanisms and common aspects were extracted, collected, and ruled out based
on cross-case comparisons, which established the themes of the studied constructs. The
aspects were derived from the comments and perspectives of interviewees. Findings
from relevant literature sources were incorporated at this stage to conceptually under-
stand the emerging concepts, thereby providing a useful conceptual lens with which
to interpret the interview data and an additional source of validation (Eisenhardt 1989).
Further, drawing on the relevant literature (e.g., smart cities and governancemechanisms
of PPPs), the coding team simplified the themes into constructs.

4 Findings

The theoretical model that was developed based on the interview data analysis is
illustrated in Fig. 1.

Fig. 1. Theoretical model.

4.1 Aspects of Smart City Performance

During the interviews and the post-hoc review of the transcripts, two key aspects of smart
city performance clearly stood out: data integration-oriented and citizen service-oriented
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performances. These two aspects reflect distinct perspectives related to the outcomes
of smart city projects. Some cities may achieve higher-level performance from one
perspective, which may not directly transfer into the other perspective. However, some
cities may attain high-level performance from both perspectives. In every city we visited,
the interviewees largely confirmed these two aspects, although some cities performed
well based only on one of the two. The performances of the smart city projects in the
case cities are summarized in Table 1.

Table 1. Performances of case cities in smart city projects.

City Aspects of smart city performance

Data integration-oriented performance Citizen service-oriented performance

NJ High High

SZ Low High

YC High Low

4.1.1 Data Integration-Oriented Performance

Akey challenge facing the construction of smart cities is the integration of heterogeneous
data sources (Pereira et al. 2022). The vision of a smart city is to integrate a large amount
of data from multiple sources; thus, data integration within a smart city is an important
challenge to be addressed. In recent years, several technologies have been introduced
into smart cities (Pereira et al. 2022), thereby reducing the technical barriers to handling
data. An analysis of the interview transcripts indicated that the leaders and directors of
smart city projects viewed data integration as a key measurement of the success of smart
cities.

The director of the NJ Municipal Commission of Development and Reform placed
a strong focus on the importance of data integration in smart city projects. According to
him, NJ has achieved a high level of data integration during the project.

“As early as the planning process for smart cities, we realized that data integration
was the most important task. Compared with other cities in China, our work
on government data integration started relatively early. We had collected and
integrated all of the data from twenty-eight bureaus in 2012, including data from
the Human Resources and Social Security Bureau and the Police Security Bureau,
which are the most difficult to collect. Everyone thought data integration was not
a good thing at that time, but it is different today, and every bureau realizes the
benefits of data integration. All departments need data from other departments.”

NJ ZJSY Information Technology Co., Ltd. Operates a mobile application (APP) to
provide public services to more than two million NJ citizen users. The vice president of
the company also confirmed that data integration is a key outcome of smart cities.
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“A key outcome of smart cities—also a difficult one—is to integrate data. The
smart city projects in any city will inevitably encounter this issue.”

In summary, all three case cities asserted that a high level of data integrationwas a key
aspect of smart city performance. Based on the statements from different stakeholders
of smart city projects in the three case cities, NJ and YC have achieved a high level of
data integration, whereas the data integration of SZ was still at a relatively low level.
The themes supporting data integration-oriented performance as a key aspect of smart
city performance are presented in Table 2. Thus, we propose the following.

Proposition 1: Data integration-oriented performance is a key aspect of smart
city performance.

4.1.2 Citizen Service-Oriented Performance

The original intention of smart city projects was to help the local government better
govern the city with the support of ICT. Thus, the ultimate objective is to help the
government improve their delivery of public services to citizens, thereby facilitating
and enhancing human welfare and social flourishing (Marsal-Llacuna 2017; Yigitcanlar
et al. 2018). Globally, there are calls for technology to be made more human-centered
(Ahmada et al. 2022). The analysis of our interview transcripts suggested that leaders
and directors of smart city projects view citizen-centric public service delivery as a key
aspect of smart city performance.

For example, the associate director of the NJ Information Klc Holdings Ltd. Stated
that citizen service was a critical outcome of smart city projects.

“I think that the most fundamental task [of a smart city] is to help our citizens and
make the citizens feel usefulness. In the context of smart city projects, the satisfac-
tion of the citizens is much more important than that of government officials—this
is true in NJ city at least. The local government officials of NJ are exceedingly
concerned about the evaluations from their service recipients [citizens].”

When asked why one-quarter of the citizens in NJ city have become users of the
“my NJ” platform, the vice president of NJ ZJSY Information Technology Co., Ltd.
Answered,

“At the initial stages of developing the ‘my NJ’ platform, we viewed service ori-
entation as a principle that persisted to the present. During the development and
operation of the ‘my NJ’ platform, we just did the things [developed the functions]
that citizens required instead of the things [functions] that we needed.”

In summary, a high level of citizen service was confirmed as a key aspect of smart
city project performance in all three case cities. Compared to the cities achieving a
higher level of citizen service (NJ and SZ), citizen service-oriented performance in YC
was still at a lower level. The themes supporting citizen service-oriented performance
as a key aspect of smart city performance are outlined in Table 2. Thus, we propose the
following.

Proposition 2: Citizen service-oriented performance is a key aspect of smart
city performance.
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Table 2. Explanations and themes of the constructs.

Construct Explanation Themes

Data integration-oriented
performance

How a large amount of data
from multiple sources is
integrated in smart city projects

• Data integration is a
fundamental but difficult task
in smart city projects (N = 15)

• Data integration is a basic
requirement from the local
government and citizens (N =
13)

Citizen service-oriented
performance

How much the value of smart
city applications can be
perceived by the citizens

• The objective of smart cities is
to provide better service to
citizens (N = 11)

• Citizens’ satisfaction is a key
evaluation criterion of smart
city projects (N = 16)

Top-level planning of the
local government

Long-term plans for smart city
projects should be designed at
the top-level by a lead
governmental organization

• The local government should
be responsible for the clear
and long-term plan of smart
cities (N = 9)

• The long-term plan of smart
cities should be designed at
the top-level considering how
to collect and integrate the
requirements from all
governmental departments (N
= 6)

• A specific department in the
local government should be
assigned to be the lead
organization, which carries
out the top-level plan of the
smart city (N = 8)

Hybrid organizational
platform as a general
contractor

A hybrid organizational
platform should be established
and assigned as a general
contractor of smart city projects

• A hybrid organizational
platform can help the local
government implement
policies (N = 8)

• For continuous operation of
smart city projects, the local
government should involve
private capital and establish a
hybrid organizational platform
as a general contractor (N= 7)

(continued)
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Table 2. (continued)

Construct Explanation Themes

Government-dominant
infrastructure
construction

The infrastructures of the smart
city should be mainly invested
and owned by the local
government

• The local government is
responsible for investing in
infrastructure construction in
smart city projects (N = 6)

• The local government should
fully control the infrastructure
of the smart city and then call
for private companies to
provide citizen services based
on the infrastructure (N = 5)

Deep involvement of
numerous private partners

The local government should
attract numerous private
partners to be involved in the
smart city projects

• In terms of continuous
operation and service delivery,
the local government should
rely heavily on the private
partners (N = 10)

• Various private partners
should be involved maintain a
positive competition
environment (N = 7)

4.2 Critical Governance Mechanisms of PPPs and Their Impacts on Smart City
Performance

The cross-case analysis of the interview transcripts revealed that there were four critical
PPPs governance mechanisms that increased smart city performance: top-level plan-
ning of the local government, government-dominant infrastructure construction, hybrid
organizational platform as a general contractor, and deep involvement of many pri-
vate partners. The cross-case comparative evidence regarding how the PPPs governance
mechanisms enhance smart city performance is presented in Table 3.

4.2.1 Top-Level Planning of the Local Government

The capacity for top-level planning is critical to the organizations that attempt to imple-
ment information systems (Ruuska and Teigland 2009). The logic is similar for the
construction of smart cities. The local government should define a long-term plan for
the smart cities because it serves a general leadership role in the smart city projects.
A top-level long-term plan for the development of smart cities should be designed by
considering how to meet and integrate the requirements of all departments in the local
government. Furthermore, there should be a specific department in the local government
assigned and empowered to be the lead organization, which implements the top-level
plan of the smart city.

The director of NJ Municipal Commission of Development and Reform confirmed
that they were playing the general leadership role in the Smart NJ project. He also
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Table 3. PPPs governance mechanisms and smart city performances for the investigated cases.

City NJ SZ YC

Smart city performance Data integration-oriented
performance

High Low High

Citizen service-oriented
performance

High High Low

Governance mechanism of PPPs Top-level planning of the local
government

✓ × ✓

Hybrid organizational platform as a
general contractor

✓ × ✓

Government-dominant
infrastructure construction

✓ ✓ ×

Deep involvement of numerous
private partners

✓ ✓ ×

expressed the notion that the top-level plan is crucial for promoting the performance of
the Smart NJ project.

“At the beginning of the smart city project, we set up two fundamental rules. The
first was that the NJ Municipal Commission of Development and Reform should be
responsible for top-level planning and coordination. The second was that private
capital should play an important role.…I think the reason for our success is that
we have had a clear strategic plan with a top-level design.”

The situation in YC is similar to that in NJ. When explaining why the YCMunicipal
Big Data Service and Management Bureau was established in 2016, the director began
by emphasizing the importance of comprehensive planning.

“The secretary of the Municipal Party Committee of YC is the general leader
of the top-level decision team. Mayor Guo is the chief planner and designer.
These senior government officials guarantee that our project is carried out in
a smooth and orderly fashion. Our bureau, which is the leading governmental
organization of the Smart YC project, is responsible for comprehensive planning
after a deep review and understanding the requirements of all related governmental
departments.”

Table 2 presents the themes supporting the top-level planning of the local govern-
ment as a key driving factor of smart city performance. According to our cross-case
analysis based on interview evidence (Table 3), NJ and YC highlighted the importance
of the top-level planning of the local government in smart city projects. Both cities
have set up an institutional guarantee to facilitate such top-level planning and ensure
the leadership position of the local government. The local government of NJ assigned
a specific department, i.e., the NJ Municipal Commission of Development and Reform,
as the lead organization responsible for planning and managing smart city projects. The
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local government of YC founded a new department, i.e., the YC Municipal Big Data
Service and Management Bureau, to be the lead organization for the Smart YC project.
However, SZ failed to select a lead organization, and as a result, there was a lack of top-
level planning for the Smart SZ project. Each governmental department in SZ developed
its own plan about the smart city according to its own requirements only. This scheme
gradually caused considerable difficulties for the local government of SZ to integrate
various smart city applications from different fields. As a result, the data integration-
oriented performance of the smart city projects was at a relatively higher level in NJ
and YC relative to SZ. A clear top-level designed plan can provide an integrative vision
and a consistent standard for all governmental departments to develop their smart city
applications. This would eventually facilitate data integration, which is a fundamental
component of smart city performance. Thus, we propose the following.

Proposition 3:Citieswith top-level planning aremore likely to achieve high-level
data integration-oriented performance in a smart city project.

4.2.2 Hybrid Organizational Platform as a General Contractor

Public-private partnerships require hybrid collaboration to coordinate and align per-
formances across the public and private partners (Caldwell et al. 2017). In the con-
text of smart city projects, such hybrid collaboration is even more important owing
to the complexity in governance. Studies have highlighted the central role of hybrid
organizations in PPPs (Jay 2013; Skelcher and Smith 2015). According to Williamson
(1996), hybrid organizations played an intermediate role by reducing the transaction
costs between the public and private sectors. In the present study, the case evidence sug-
gested that a hybrid organizational platform was a critical PPPs governance mechanism,
which could enhance smart city performance, especially from the perspective of data
integration-oriented performance.

When explaining the organization of his company in the Smart NJ project, the CEO
of NJ Information Klc Holdings Ltd. Emphasized the importance of using a hybrid
organizational form.

“Our company is defined as a policy-based financing platform, and our capital
comes from both government and private [sources]. On one hand, our company
is an enterprise that conducts investment businesses focusing on smart cities. On
the other hand, it needs policy support from the government.”

The director of the NJ Municipal Commission of Development and Reform further
explained why the general contractor companies involved in smart city projects should
adopt a hybrid organizational platform.

“If the general contractor company of a smart city project is purely state-owned,
the relationship between the government and this company is similar to a parent-
child relationship—the government can unconditionally issue orders to the com-
pany. To avoid this problem, it is critical that private capital is involved in the
general contractor company.”
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However, during our case interview, the director of the SZ Municipal e-Government
Resources Center stated that, so far, the SZ municipal government had not set up a
particular company to control or oversee the smart city projects.

The themes supporting the hybrid organizational platform as a general contractor as
a key driving factor of smart city performance are presented in Table 2. According to the
results of our cross-case analysis based on interview evidence (Table 3), the critical role
of the hybrid organizational platform as a general contractor in smart city projects has
been highlighted in the NJ and YC projects. Specifically, a new company was set up each
of these two cities according to the hybrid organizational form to facilitate collaboration
between the public and private sectors. Therefore, in NJ and YC, the top-level planning
of the local government could be more easily understood and implemented by private
companies, with the hybrid organizational platform serving as a broker. As a result, the
data integration-oriented performance of smart city projects was relatively higher in NJ
andYC relative to SZ, where no such a hybrid organization acting as a general contractor
was available. Thus, we propose the following.

Proposition 4: Cities with a hybrid organizational platform as a general con-
tractor are more likely to achieve high-level data integration-oriented performance
in a smart city project.

4.2.3 Government-Dominant Infrastructure Construction

Infrastructure construction is the primary task during the initial stages of smart city
projects. Public smart city platforms and application systems can often be constructed
based on the existing public infrastructure. At a subsequent stage of the smart city
projects, the application systems for smart cities should shift to private-dominant, i.e.,
developed based on the PPPs because private companies use more advanced technolo-
gies and customer services than the government. However, there are two major cate-
gories to discern how infrastructure construction serves as a foundation of smart cities:
government-dominant and private-dominant. The results of the case interviews in this
study revealed thatNJ andSZ adopted government-dominant infrastructure construction,
whereas a private-dominant infrastructure construction was used in YC.

When asked what role the government had played in smart city projects, the director
of NJ Municipal Commission of Development and Reform stated that the government
was responsible for the investment in smart city infrastructure at the initial stage, and
then private companies were involved as the service providers using the infrastructure.

“In fact, our government had played an important role in the initial stage of the
smart city projects. In the beginning, most of the investments related to infrastruc-
ture construction in the smart city were made by the government, and then [the
government] gradually purchased operation services from private companies. For
example, the construction of public wireless Internet, which required a significant
investment, was funded by the government at first; then, some private companies
became involved and helped provide the operational service of public wireless
Internet to the NJ citizens.”

However, the IT manager of the YC Citizen Center claimed that the infrastructure
in the smart city in YC was mostly funded and constructed by a certain famous Chinese
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IT company. Therefore, that private company also obtained the operation rights for the
smart city infrastructure based on a BOT mode. The manager said,

“ZTE is a world-famous IT company. They are professionals with expertise in both
infrastructure construction and IT service delivery. They designed a detailed plan
for the Smart YC project according to the requirements of the YC government.
Nevertheless, the most important contribution was their idea to build YC as a
prototype project of a smart city so they could promote the ‘YC model’ to other
cities in China. Thus, ZTE agreed to invest a large amount of money in the Smart
YC project.”

The themes supporting government-dominant infrastructure construction as a key
driving factor of smart city performance are listed in Table 2. According to our cross-case
analysis based on interview evidence (Table 3), NJ and SZ both adopted government-
dominant infrastructure construction and had relatively higher citizen service-oriented
performance of their smart city projects. In contrast, private-dominant infrastructure
construction was adopted in YC, and its citizen service-oriented performance of smart
city projects was relatively lower. We speculate that if the local government had invested
and owned the infrastructure, then it would have been much easier for the government
to select high-quality private companies to provide smart city application services to
the citizens. However, if the local government had lost the control over the smart city
infrastructure, then the quality of the citizen services could not have been guaranteed
without the local government. Thus, we propose the following.

Proposition 5: Cities with government-dominant infrastructure construction
aremore likely to achieve high-level citizen service-oriented performance in a smart
city project.

4.2.4 Deep Involvement of Numerous Private Partners

It is crucial to adopt a network constitution strategy to improve the outcome of PPPs
by introducing alternatives to facilitate the search for quality (Klijn and Teisman 2000).
The government should involve numerous private partners through new institutional
arrangements to provide services for their citizens and to keep alternatives available
in PPPs. Therefore, we considered that the involvement of many private partners was
another critical governance mechanism of PPPs.

In our case interview, the CEO of NJ Information Klc Holdings Ltd. Confirmed our
viewpoint by sharing how they attracted more technology-leading private partners.

“The role of private capital in our platform is two-fold. First, they have very
strong research and development capabilities. Second, they have a relatively strong
capacity to expand their resources. Therefore, our company’s objective is to attract
more private capital to be involved in the smart city projects to fill these important
roles. First, we look for technology-leading private enterprise in the smart city
industry; then, we attract them and establish a platform for them.…We set up
a fund to sponsor some innovation competitions every year to better seek some
outstanding enterprises.”
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The situation in YC was quite different. In the Smart YC project, only one private
partner was involved because this company invested a significant amount of capital in the
infrastructure construction of the smart city. The associate director of the YCMunicipal
Big Data Service and Management Bureau explained the current situation of having a
sole private partner and outlined their plans to seek more private partners.

“In fact, this type of cooperation is based on interest swapping. ZTE brought a
lot of resources with its arrival in YC and made a great contribution to the local
construction. Therefore, although we announced that the market of the smart city is
open to all companies, it is not surprising that the local government would support
ZTE with a kind of preferential policy. Usually, we sign and assign the sub-projects
to ZTE in the first round. Then, ZTE completes the projects by themselves or through
outsourcing.…Now, we want to seek some more competitors to be involved in our
smart city projects. This will help us broaden our insights into the smart city
projects.”

The themes supporting the deep involvement of numerous private partners as a key
driving factor of smart city performance are presented in Table 2. According to the
findings of our cross-case analysis based on interview evidence (Table 3), NJ and SZ
both attracted numerous private partners to become involved in smart city projects,
which led to relatively higher citizen service-oriented performances of their smart city
projects. In contrast, only one private partner participated in the Smart YC project, and
accordingly, its citizen service-oriented performance was relatively lower. We noted
that the involvement of numerous private partners allowed for positive competition,
which subsequently guaranteed a high quality of citizen services provided by the private
partners. Thus, we propose the following.

Proposition 6: Cities with deep involvement of numerous private partners are
more likely to achieve high-level citizen service-oriented performance in a smart
city project.

5 Conclusions

The multi-case analysis conducted in this study integrates several literature streams to
develop a theoretical framework that helps us better understand PPPs governance mech-
anisms in the context of smart cities. Our research findings are threefold. First, we deter-
mined that data integration- and citizen service-oriented performance are two key aspects
for evaluating smart city performance. Second, we discovered that four key PPPs gover-
nance mechanisms enhance the performance of smart city projects: top-level planning
of the local government, government-dominant infrastructure construction, hybrid orga-
nizational platform as a general contractor, and deep involvement of numerous private
partners. Third, we proposed that the top-level planning of the local government and the
use of a hybrid organizational platform as a general contractor have a positive impact on
data integration-oriented performance. Furthermore, the government-dominant infras-
tructure construction and deep involvement of numerous private partners positively affect
citizen service-oriented performance. This research is not without limitations, however.
This work is based on a purposeful sample comprising only three cases, with the goal of
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developing propositions and a theory for future investigations. Additionally, this study
only focused on smart city projects in China. Investigations of smart cities in a wide
array of countries would increase the generalizability of the results.
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Abstract. The digital transformation of governments addresses a series of chal-
lenges to public organizations, especially regarding emerging technologies. There
is evidence about the barriers and challenges related to organizational capabil-
ities, resources, skills, and competencies to deal with government strategies. In
the continuous digitization process, dynamic capabilities are resources that can
allow the improvement and evolution of operations and public services. The arti-
cle analyzes themobilization of dynamic capabilities focusing on operationalizing
technologies in public sector digital transformation strategies. The Brazilian Dig-
ital Transformation Strategy case study provides insights into how organizations
can improve their capability to manage change, innovate, and create public value
toward digital transformation.

Keywords: Dynamic Capabilities · Public Sector · Digital Transformation

1 Introduction

Capabilities refer to an organization’s underlying resources, skills, and competencies. In
the public sector, these resources may include human resources, technology infrastruc-
ture, and knowledge to carry out policy functions [1]. However, capabilities in the public
sector are often identified as constrained and stability-oriented [2]. For capabilities to
enable organizations to build and deliver innovations at the service of citizens, they need
to be complemented by sources of dynamics.

Dynamic capabilities (DC) [3] refer to an organization’s ability to adapt, change, and
renew its internal and external competencies in response to the changing environment.
For public sector digital transformation, DC can facilitate changes in societal needs,
adoption of new technologies, and digital innovations.

Consequently, organizational capabilities provide the foundation for the organiza-
tion to deliver services, while DC allow for improvements and evolutions in response
to changing needs and demands. DC provide a competitive advantage for organizations
dealing with new digital realities. Both capabilities are essential to the success of pub-
lic sector organizations in the digital age. Although first-order capabilities provide the
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resource base, second-order DC are necessary for organizations to effect change, mod-
ifying organizational structure and governance through complex resources [4] toward
digital transformation.

The literature suggests that dynamic capability is essential to understand the digital
transformation capability of organizations [4]. However, more research must be done
on DC at the public sector level and their dynamic evolution over time [5]. On the other
hand, gaps in skills, coordination, capacities, abilities, and techniques constitute salient
structural barriers to the digital transformation of the public sector [6]. Thus, can DC be
a critical factor in digital transformation? What DC would be needed to support digital
transformation in public sector organizations?

This article aims to deepen the understanding of DC in the public sector, exploring
the operationalization of resources for government digital transformation strategies. The
study is a case study of the Brazilian Strategy for Digital Transformation, which com-
bines document analysis and interviews with civil servants, and analysis through the DC
mobilization framework to detect, apprehend and transform resources, processes, and
structures toward the government’s digital transformation.

The article is organized as follows. After the initial discussion of this introduction,
the theoretical assumptions section discusses the digital transformation of government
and the need to review the resource base to deal with emerging technologies, improve
performance and serve the citizen. The following section presents the DC development
framework and the mobilization of detection, apprehension, and digital transformation
capabilities [7]. Case study techniques, semi-structured interviews, and document anal-
ysis were attributed to the research. The third section presents the critical description
of the case according to DC. Then, the penultimate section presents the analysis of
capacity mobilization in the Brazilian strategy. The final section presents the results,
contributions, and limitations.

2 Theoretical Assumptions

Capability corresponds to processes and activities learned by an organization that recon-
figures the resource base. Dynamics refers to the ability to achieve convergence amid
turmoil through integrating, creating, and reconfiguring internal and external resources
[8]. Thus, DC1 Refer to the perception and use of new opportunities for reconfiguring
and protecting assets, knowledge resources, and competencies that enable a competitive
advantage in changing environments [3].

DC have been used to frame digital transformation analysis in several empirical stud-
ies [9]. Digital technologies, which mark the context of digital transformation, reflect a
cyber-physical reality based on artificial intelligence, the Internet of Things, Blockchain,
etc.,whose scalability ismarked bydifferent players that generate ever faster innovations,
allowing an organization to stay ahead of others.

Concerning public sector organizations, the use of technologies expands technical
processes, and consequently, new skills and organizational structures are needed [10] to

1 Dynamic capabilities arise from the theoretical perspective of the resource-based view.
Resource-based view discusses how organizations achieve competitiveness in dynamic envi-
ronments [7, 8].
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generate innovation and mediate transformations. Therefore, once the need for transfor-
mation is detected, organizationsmustmobilize resources to achieve the desired strategy.
However, with digital transformation, organizations must focus on innovating products
and services while optimizing business processes to maintain their operation, influenced
by different values and directions [11].

The digital government transformation is an organizational change - second order2,
that results in a new situation, enabled by technologies and processes, cultures, roles,
relationships, and all aspects of organizations [12]. Thus, it is a change based on themobi-
lization of dynamic capacities. Mobilizing DC refers to the process of developing and
operationalizing DC. Despite different definitions of DC, such as developing strategies
and alliances, restructuring business practices, and optimizing and allocating resources
to pursue long-term competitive advantage [13], the most Teece’s primitive approach
encompasses the convergence in organizational processes that enable organizations to
change the resource base.

The structure for developing DCwere initially drawn from organizations’ processes,
positions, and trajectories [3]. Teece reaffirmed the framework by “using the past as a
position, the present as a process, and the future as a path through three clusters of high-
level capabilities: detect, encompass, and reconfigure [8]”. Hence, positions are related
to mapping, collecting, analyzing, and learning information and know-how; organiza-
tional and managerial processes are related to the ability to apprehend through perceived
opportunities, test and create new routines, activities, and products; and paths, refer to
transforming assets,modeling, and building partnerships, and redesigning organizational
routines [7, 14].

Mobilization of DC corresponds to the ability to detect, apprehend, and transform
resources, processes, and structures to adapt and respond to changing environments [7,
14]. Mobilization is achieved through micro foundations [15] that create organizational
structures for the perceptionof opportunities and learning so that knowledge is distributed
and apprehended by multiple actors, reconfiguring the organization’s capabilities.

Government strategies seeking the digital transformation of the public sector can
and should consider the mobilization of DC, which is different from traditional organi-
zational change [16] to achieve change. The literature specializing in DC applied to the
public sector has addressed the renewal of operational capabilities [17], capabilities in
political and administrative contexts that generate new political practices [5], manage-
rial capabilities related to leaders, and capabilities organizational and process-related
capabilities [18], business model to generate public value as a dynamic capability [19],
a combination of organizational and DC to create value, and synergistic and external
partnerships [20], organizational readiness and the degree of adaptation to changes [21],
DC for creating public value [22, 23]; DC and stages of e-government development [24].

Although public sector organizations have historically been identified as slow in
adopting changes, the literature highlights the requirement for new organizational capa-
bilities to use technologies that are drivers of digital transformation [11]. Digital transfor-
mation is a phenomenon that addresses complex, challenging, and non-routine manage-
ment tasks for organizations [11], especially the public sector. From the point of view of

2 Second-order capabilities are rareDC that sense, leverage, and reconfigure organizational assets.
By default, they are complex and challenging to replicate skills [46].
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emerging technologies, it is necessary to reconfigure business operations, management
concepts, and structures [25].

The DC is essential to understand the digital transformation capability of organiza-
tions [4]. Although the theory of DC applied to public sector organizations is a field on
the rise, there still needs to be an in-depth discussion on the operationalization of DC as
a responsible driver of the digital transformation of the public sector among companies
[26]. It needs a more advanced discussion of how DC evolve in public organizations
[27].

The literature covering the interaction between DC and digital transformation is still
an open field yet to be explored concerning the composition of digital transformation
strategies [26]. This stems from the fact that digital transformation must be under-
stood as a holistic sociotechnical challenge impacting employees, structures, tasks, and
organizational procedures [4]. Therefore, digital transformation is a transformational
and organizational strategy-related phenomenon [26]. A digital transformation strategy
reproduces the effect of various digital innovations, consequently changing the game’s
rules in organizations [25]. However, there is an imprecision of formal policy docu-
ments implemented by governments, which, in most cases, it does not establish precise
recommendations regarding organizational aspects Wilson and Mergel [6].

This scenario, of few certainties, results in structural and cultural barriers that include
the lack of financial and human resources, outdated privacy and security regulations,
gaps in technical and non-technical skills, rigid and isolated institutional arrangements,
lack of technological infrastructure, aversion to risk, fear of incentives for change, fear
and lack of knowledge of digital tools, and lack of technological awareness, lack of
organizational vision, lack of engagement, and lack of strategic thinking Wilson and
Mergel [6]. In addition, studies on the technologies and organizational and managerial
capabilities underlying the digital transformation of the public sector [28] are incipient.
Thus, the digital transformation of public sector organizations is limited to transforming
information processes and systems, while culture, routines, and organizational structure
are secondary [12].

3 Methodology

This research is based on a case study combined with qualitative methods [29], which
have been adopted in the analysis of capabilities, which consist of processes [23]. The
conceptual model in Fig. 1 is systematized in Table 1, which presents the expanded
definition of the analysis framework: Mobilization of DC. As per Fig. 1 – left to right,
document analysis of articles, books, research reports, official documents, and struc-
tured interviews aimed to collect data on DC theory applied to the public sector, digital
government transformation (DTG), and the Brazilian Strategy (E- Digital).

The collected data were framed in Teece’s categories of “positions, processes, and
trajectories” [3] in Fig. 1 to identify how the mobilization of detection resources, appre-
hension, and transformation of the base of knowledge modifies the base of ordinary
resources to DC.

The conceptual model is based on the DC’ mobilization framework proposed by
Teece, Pisano, and Shuen [3] and Teece [7, 14]. The data content analysis protocol and



Dynamic Capabilities and Digital Transformation in Public Sector 369

Fig. 1. Conceptual model for mobilizing DC in the public sector.

the interview3 were based on the categories of “positions, process and path” and “sense,
seize and reconfigure”. This approach enabled the analysis at the level of processes;
that is, it facilitated the interpretation of the mobilization of capabilities at the level of
organizational and managerial processes.

As “there are few, if any, empirical studies using hard factual data to confirm the
largely anecdotal evidence [30]” on DC mobilization and the digital transformation of
the public sector, the conceptual model was synthesized into a Mobilization framework
of DC according to Fig. 1 (right). For each dynamic capability and development, we
indicate key capabilities that allow a detailed analysis of organizational and managerial
processes in the long term.

4 Developing DC for a Digital Transformation Strategy

The public discussion on the Brazilian Strategy for Digital Transformation began in
2017 with the launch of a base document. The following year, a presidential decree
instituted the National System for Digital Transformation, with the governance struc-
ture of the strategy [31]. Other Federal Government initiatives related to innovation,
research incentives, technological development, and digital governance were launched
in the same period [32]. However, the detection of environmental knowledge about digi-
tal transformation and the interpretation of new opportunities began inmid-2015with the
first activities related to discussions on Industry 4.0 in the Ministry of Science, Technol-
ogy, and Innovation and the elaboration of the ST&I Plan for Advanced Manufacturing
in Brazil [33, 34].

4.1 Sensing and Shaping Opportunities

Inmid-2015, civil servants and leaders of the Secretariat for Technological Development
and Innovation of theMinistry of Science, Technology, Innovation and Communications
(MCTIC) began discussions to learn about the fundamental elements of the Industry
4.0 platform [34, 35]. While the National Confederation of Industry was mapping the
potential to take advantage of the opportunities of the new technological cycle, the
discussion on the Industry 4.0 ecosystem occupied the saddles of meetings in public
sector organizations.

3 The Interview script is incorporated in the analysis Sects. 4 and 4.1. of this article. The transcript
of the interview is available at: https://encurtador.com.br/iJVX7.

https://encurtador.com.br/iJVX7
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The National Council for Scientific and Technological Development and more than
40 leaders gathered to discuss policies to induce Industry 4.0 in Brazil. The group
interpreted the need for a Triple Helix model between government, companies, and
academia to create an advanced manufacturing plan, support the capacity for innovation
in companies [34]. The government coordinated actions and proposed guidelines and
initiatives to integrate a national advanced manufacturing initiative [33, 35] through the
benchmarking on experiences and programs in emerging countries; and opportunities for
international cooperation regarding the development of technological and organizational
skills for the development of the country’s strategy [33, 34]. Furthermore, the Ministry
of Industry, Foreign Trade, and Services launched the National Strategy for Science and
Technology 2016–2022 to consolidate and integrate the National System of Science,
Technology, and Innovation [36]. Then, the strategy also facilitated the constitution of
the Science, Technology, and Innovation Plan for Advanced Manufacturing [37].

Within the scope of the MCTIC, the Secretariat for Information Technology Policy
articulated the Brazilian Strategy for Digital Transformation with the government, pro-
ductive sector, universities, and civil society, to define guidelines and goals for digitizing
the digitization of the economy [37]. The beginning of 2017 was marked by the rec-
ommendations of the Council for Economic and Social Development to the Presidency
of the Republic for the implementation of programs to reduce bureaucracy and digital
government, digital identity, and a single platform for digital public services, which
were incorporated into the “long-term strategy for the digital economy” elaborated by
the Ministry of Science, Technology, Innovations, and Communications [38]. Then, the
MCTIC officially instituted Interministerial Ordinance n.842, the working group to elab-
orate the Brazilian digital economy strategy proposal, commonly known as the Brazilian
Strategy for Digital Transformation. In mid-August 2017, the government launched a
public consultation to discuss the strategy outlined through thematic axes and enablers
[39].

Authorities involved in the working group and in managing the strategy participated
in a technical mission to Europe to learn about the successful experiences of countries
such as Germany, Belgium, Spain, and Portugal [33, 40]. The mission was part of the
Technical Cooperation betweenEU-Brazil Sectoral Dialogues Support Initiative. During
the technical mission, some civil servants observed the governance model implemented
in the countries. The governance model was “copied” for the Brazilian strategy.

Part of the technical mission and the working group responsible for the strategy,
presented the governmentwith a governancemodel of amultisectoral chamber organized
around priority themes [33]. The working group’s proposal was submitted for public
consultation and after approved the version by the MCTIC, the text was sent as a draft
of a Decree to the President in March 2018 as an official strategy.

4.2 Seizing Opportunities

Digital transformation can drive innovations in products or processes as it tweaks the
existing businessmodel. The ability to adjust themodel is accompanied by incorporating
the preferences of customers of public sector organizations, whether suppliers, other
governments, and citizens [19]. Seizing the opportunities and transforming products,
services, processes, and business models is necessary for reconfiguring. Thus, with the



Dynamic Capabilities and Digital Transformation in Public Sector 371

publication of E-Digital, it was necessary to define the governance structure to lead the
implementation of the strategy. The mission consisted of technical visits and meetings
to deepen dialogue and articulation between the Brazilian delegation and European
partners, whose knowledge was destined to implement digital transformation policies
[40].

Through the learning and prototyping of European models, E-Digital governance
was guided by the triple helix model commonly used in advanced manufacturing plans
and combined with themodel of multisectoral and thematic chambers [33]. The National
System for Digital Transformation (SinDigital), created in 2018, established this gov-
ernance structure coordinated by the Interministerial Committee for Digital Transfor-
mation (CITDigital) and by the Advisory Council for Digital Transformation [31]. The
governance structure was inspired by Germany’s Industry 4.0 [33], whose private and
industrial sector has a decisive role in coordinating discussions on priority topics. It is
attributed to the German design, the aggregating vision of existing activities between
different ministries and agencies [41]. Although it is noticeable that the emulation of
the German model in Brazilian strategies since the first transformation actions of the
technological cycle [35], the platform is too ambitious to be reproduced in countries
without a base of technological capabilities and accumulated capabilities [41].

The Brazilian structure generated an overcentralized structure based on SinDigital
[31], whose decision-making power is divided between specificministries and controlled
by bodies directly linked to the Presidency of the Republic. Themanagement of activities
and coordination of E-Digital is the General Coordination of Digital Transformation.
Currently, the coordination comprises four employees who provide technical support
for elaborating and implementing the strategy articulated with different sectors, accom-
panying, and monitoring the actions, and rendering accounts to the Federal Court of
Accounts. In any case, the E-Digital management methodology was being built as the
first version of the strategy was being consolidated, so there were no defined routines
[33]. The strategy’s governance structure limits the organizational boundaries of CGTD
management, so actions are capillaries between different ministries and agencies accord-
ing to the thematic area. The CGTD and the respective Ministry govern the monitoring
of each goal. At the same time, the thematic chambers discuss the agenda with the bodies
responsible for the actions, with the participation of CGTD members [33].

Therefore, during the implementation of decision-making and activity management
routines, from 2020 onwards, the CGTD began to organize follow-up work with min-
istries and agencies [33]. First, the CGTD had a moment of knowledge to discuss a
specific action of the Ministry. That is, the CGTD mobilizes the ability to detect knowl-
edge about a given action and policy o then mobilizes the ability to learn about the
specificities of ministerial execution. For example, to connect a school to the Internet, it
was necessary to know the execution of public policies and understand the complexity
of actions involving the Ministry of Education and the National Telecommunications
Agency.

Although SinDigital and the governance rules were established based on a model
detected in the European benchmarking, there needed to be a mobilization of resources
to support the management of monitoring actions. After a year of launching E-Digital,
CITDigital shows the underutilization ofDC.The decision-making routine is attributable
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to CITDigital, which must propose deliberation routines and decision routines, monitor
the progress of activities, issue recommendations, share information, and define thework
plan with schedule and priorities for achieving the strategy. The committee can create
subcommittees and invite experts to report contributions [31]. However, there needs
to be more clarity on the rules for CITDigital’s decision-making process [42], and the
Advisory Board can only offer recommendations.

Regarding the decision on the allocation of resources, there are no mechanisms
related to the budgets of the individual actions in the governance structure or themanage-
ment of the strategy [42]. Since each ministry or government agency has its budget allo-
cation, the creation of goals depends on the intersectoral nature of the budget allocated to
different themes. The CGTD articulates with the institutions the follow-up and monitor-
ing of the targets, whose reports are made available annually on “accomplished actions”
or “in progress” [31, 33].

The commitment of employees, whether civil servants or commissioned, is linked
to the dedication routine; these resources depend on the means and stimulus the organi-
zation supports [7]. There were no training stages for the E-Digital management team
after 2018when the technical mission occurred. In addition, consulting activities are car-
ried out by the Center for Management and Strategic Studies (CGEE), an organization
supervised by MCTIC. The CGEE was responsible for public consultations and techni-
cal studies, such as the elaboration methodology, and diagnosis. For the strategy review,
a legal attribution was instituted by SinDigital. Begovic [43] warns that the tendency
to outsource capabilities outside the public sector can mean the failure of commitment
capabilities in the public sector.

4.3 Reconfiguring Processes and Opportunities: Transformation Capabilities

Dynamic reconfiguration capabilities generate future resources whose impact must be
evaluated after implementation. Structures, routines, and strategic decisions are com-
bined, reconfigured, and aligned to result in transformation. For this reason, capacity
must facilitate the decentralization of decision structures, aiming at agility and respon-
siveness to demands and new technologies, co-specialization of assets that generate
value, and the governance and management of internal and external knowledge [7, 14].

E-Digital is an interesting case because, besides being a public sector organization’s
strategy, it includes transforming the government into a digital government [39]. Further-
more, the strategy review is an opportunity to mobilize capabilities and drive transfor-
mation. The evidence already presented indicates that the capacities were detected and
apprehended distinctly by the strategy’s governance and management. This distinction
is evident concerning the mobilization of transformation capabilities.

According to Teece [7, 14], the ability to transform concerns maintaining innovation
over time and deviating from unfavorable paths. Even after the OECD assessment [42]
on the nebulous governance structure of decision-making and resource allocation, the
same aim remained to decentralize the actions of SinDigital and the Interministerial
Committee.

Similarly, the reviewofE-Digital 2018–2022 in the decree creating SinDigital did not
result in changes in the governance system. The public consultation and the diagnosis
carried out by the CGEE also pointed out inconsistencies in the governance of the
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strategy [31]. From the point of view of discussions on governance structures for the
digital transformation of the public sector, there are relevant criticisms of centralized
models and their incompatibility with the generation of public value.

Transformationmeans redesigning routines, or organizational redesign, involving the
structure, processes, and people implementing the strategy. While the management of
E-Digital - CGTD - sought to improve organizational performance, knowing the internal
processes for the execution of public policies related to the strategy axes and decompos-
ing and following up and monitoring actions, the governance structure remained rudi-
mentary. The management of actions carried out by the CGTD with the Ministries and
agencies is still based on dialogue and partnership [33]. The Civil House is responsible
for collecting the target, the head of CITDigital.

Through the decomposability of E-Digital actions, CGTD is leading two projects: a
project for intelligent monitoring of E-Digital actions and the creation an observatory of
digital transformation indicators. For the execution of both projects, CGTD andMCTIC
signed a consultancy contract with CGEE to benchmark digital transformation indica-
tors and build a Business Intelligence panel to monitor actions with the bodies of the
public sector automatically [33]. The co-specialization of the CGTD took place in two
ways. First, given the need to understand the particularities and complexity involved in
the execution of public policies related to digital transformation, the coordination was
manually involved in meetings between the different ministries and agencies to monitor
one hundred actions present in E-Digital 2018–2022 [33].

Then, to subsidize the thematic discussions, the CGTD has participated, since the
first edition of E-Digital, in all the thematic chambers and supports and coordinates the
involvement of specialists, organizations, and multiple actors in these spaces. CGTD
acts established in E-Digital to the chambers and calls the groups involved for dis-
cussion, whether governmental or external groups [33]. The CGTD’s capacity for co-
specialization enabled cooperation with external and internal actors, exposing sources
of innovation and reducing the mobilization of resources to promote shared knowledge.
Therefore, the CGTD mobilized governance and knowledge management capacity as
it developed processes for integrating external actors and specialized learning in the
Thematic Chambers. The Chambers function as forums, established through technical
cooperation agreements betweenMinistries, and may have a specific governance system
and activity plans [44].

5 Capabilities to Support Digital Transformation in Public Sector
Organizations

Mobilizing DC helps understand the organizational capacity of public sector organiza-
tions to respond to the demands, challenges, and opportunities of digital transformation.
The DC framework [7, 14] explored the determinants of the public sector’s digital trans-
formation strategy. Although this article did not intend to stress the debate, the DCmobi-
lization analysis for the digital transformation strategies of public sector organizations
is a novelty.

The analysis of the BrazilianDigital Transformation Strategy, based on the detection,
apprehension, and reconfiguration capabilities of organizational resources, serves as a
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call for specialized studies to understand how to expand and deal with organizational
and managerial capabilities for strategies of public sector organizations. In the case of E-
Digital, dynamic knowledge-sensing capabilities, agenda-setting ability, the combined
ability to understand, interact and learn, the capability to foster and manage external
partnerships, and the capability to decompose follow-up measures and progress of the
strategy play a crucial role in the continuity of the government’s strategy for digital trans-
formation in the long term, that is, from the elaboration of E-Digital, implementation,
and recent revision.

To a large extent, managerial leaders were the mobilizers of DC. From the detection
of opportunities, a combination of multiple capacities to apprehend opportunities and
threats is mobilized by managers. Unlike Kattel’s [45] analysis, the managers are career
civil servants in the public service, are involved in different functions within theMCTIC,
and had the political support of decision-makers to propose agendas and strategies.

Decision-makers did not mobilize dynamic apprehension capabilities in the case
of E-Digital; the governance of the strategy established rules, decision-making pro-
cesses, and an organizational structure centralized in the hands of decision-makers,
whose decision-making routines are lockedwithin the central committee. In addition, the
routine processes of resource allocation and decision-making are unrelated to the organi-
zational andmanagerial processes of the strategy. However, different dynamic capacities
are mobilized by the governance structure and strategy management coordination. The
mobilization of different capabilities at different stages of strategy implementation con-
firms Konopic’s perspective [4] that digital transformation is a capacity-building process
of continuous strategic renewal.

The CGTD, for example, mobilizes more DC than the governance structure. As it
mobilizes knowledge management capabilities, it also mobilizes the ability to detect and
learn from external and specialized actors to achieve future projects of evaluation and
measures of Strategy progress. Therefore, it results in continual renewal and capabilities.
On the other hand, the governance structure needs help in implementing decision-making
routines, resource allocation, and governance of external alliances [31, 42].

In particular, mobilizing capacities for detecting agendas and taking advantage of
opportunities needs a debate on leadership and agenda. According to Teece [46], the
organization’s management must be entrepreneurial, as managers need to get involved
and learn about trends, emergingmarkets, andbusinessmodels throughmanagerial skills.
Likewise, the entrepreneurial approach must be disseminated to the entire organization,
including the governance structures; this is different from the governance structure of
E-Digital.

The inaction related to the capabilities to take advantage of resources is related to the
scope of high concentration of decision-making power of government representatives,
distant and dissociated from the strategy management [31]. Given this, there are flaws
related to the business model for creating public value from the governance of E-Digital;
due to the inability to include stakeholders, remaining a traditional and bureaucratic view,
there are flaws related to governance performance concerning the digital transformation
strategy. The dichotomy between governance and management must be revisited regard-
ing the challenges that public sector organizations face to implement dynamic resources
in support of digital transformation.
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Table 1 Mobilization of DC identifies the organizational and managerial capabili-
ties desirable for digital transformation strategies, differentiating the capability needed
according to the focus during the training process.

Table 1. Mobilization of DC framework for digital transformation in the public sector

Capabilities to detect and shape opportunities for digital transformation

Focus on positions Understand approaches related to digital transformation, such as industry
4.0, e-government, data revolution, and SDGs

Interact with different stakeholders such as technical consultancy,
research and citizens involved in the discussion of digital transformation

Evaluate internal information and resources for valuable models and
strategies

Establish partnerships and launch an ecosystem of actors relevant to
digital transformation at the local and national level

Interpret the challenges of digital transformation from the perspective of
different sectors, in addition to the public

Integrate, engage, and lead innovation agendas among organization
members

Capabilities to seize opportunities for process transformation

Focus on processes Structure adequate governance and adapt if necessary

Enjoy and learn best practices related to the public, including business
model, value generation, technologies, and products

Manage processes and define rules, routines, and performance thresholds
to ensure the benefit of innovation

Establish a decentralized decision-making protocol related to the
allocation of resources and assets

Encourage employee commitment to the strategy and in line with the
culture of innovation

Transformative capabilities

Focus on the path Decentralize the governance of the strategy, aiming to meet the demands
of multiple actors

Decompose follow-up and monitoring measures of actions related to the
digital transformation strategy

Create specialized tools and exchange spaces, such as themed chambers
and technical cooperation

Govern and manage the strategy through knowledge of the processes, the
integration of external actors and specialized learning

The DC identified in Table 1 have the potential to contribute to the debate on orga-
nizational obstacles and barriers found in the literature [6, 12] and initiate research that
unpacks transformation processes in stages, taking advantage of the approach oriented to
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processes common to capabilities [4]. The focus on mobilizing DC identified in the table
above also highlights the prospect of continuous renewal of capabilities being mobilized
at different times.

The results of the E-Digital analysis indicate the need to analyze capabilities from
the point of view of mobilizing decision makers and managers, that is, the perspective
of management and governance of strategies as sources of mobilization of DC. This
data is essential because the literature also needs an appropriate discussion about the
governance paradigms related to the digital transformation of the public sector [31, 47].

First, because it is evident that a digital transformation governance model has the
role of enabling the mobilization – development, and implementation – of DC, how-
ever, buying the idea that new approaches to public governance that claim to maximize
value and react to fixation of the market, start to mobilize organizational capabilities as a
capacity to respond to citizens’ demands, technological and economic changes, it may be
too outdated. Second, emerging technologies are being institutionalized as part of orga-
nizational routines and respond to different paradigms of governance, agile government,
regulatory government, government as a platform, and sectoral digital government [48].
Third, a well-designed governance model can emphasize collaboration and partnership
between different agencies, the private sector, and stakeholders, and therefore mobilize
different capacities at different stages, allocate resources, manage risk, collaborate, and
make decisions.

6 DC as a Driver for the Digital Transformation of Public Sector

This article explores the mobilization of DC applied in public sector organizations with a
focus on digital transformation strategies. The mobilization of DC framework for digital
transformation in the public sector (Table 1) is an empirical framework drawn from
the Brazilian case study’s analysis and the results of related research (Sect. 2) on DC
in the public sector. Public sector and government digital transformation. It is also a
conceptual framework based on the microfoundations of DC, as shown in Fig. 1, and
on key capabilities unpacked to cover organizations’ past, process, and path. Therefore,
the framework informs the essential or desirable resources for digital transformation
strategies, detecting opportunities, capturing opportunities and threats, and reconfiguring
resources to generate competitive advantage, better performance, and innovation.

The DC view is a popular approach in private sector management. Case studies are
part of the effort for empirical analysis and still need to be explored on mobilizing DC in
public sector organizations. While the constitutive elements – micro-foundations- of DC
can often be context-specific [45], as illustrated by the problems of E-Digital governance
structure, it is essential to understand capabilities in a broader context of the state and
government policies.

DC can serve the public sector’s strategic approach to dealing with multiple chal-
lenges, including digital transformation. The hypothesis question of this research is
informed by the view that dynamic capability works [3, 7, 8, 14] as a driver for digital
transformation for public sector organizations. The study was based on the discussion
of the literature on organizational capabilities, DC, and digital transformation [4, 11, 13,
25, 26], DC applied to the public sector [2, 5, 18, 20, 21, 23, 27], and digital transforma-
tion government and organizational capabilities [6, 11]. Despite studies by innovators
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by Kattel [45] and Barrutia [20] that discuss digital government strategies and smart
cities, the literature has yet to devote much to discussing the mobilization of DC for
organizational and managerial barriers and challenges of the digital transformation of
the public sector.

The data show that mobilizing DC helps support digital transformation strategies in
public sector organizations. It also confirms that the procedural perspective of DC favors
the analysis of the different stages of the evolution of digital transformation. At the same
time, managers and decision-makers mobilize capabilities in a sequential order different
from the procedural order of detection, apprehension, and transformation mechanisms.
Therefore, new case studiesmust be designed to test the combination ofDC, or the strate-
gic renewal of DC mobilized by different actors. The governance structure and public
management are mechanisms that need an improved debate regarding the mobilization
of capabilities and the definition of routines, rules, and partnerships. The evidence from
the frontier literature, and the results of this analysis, support the hypothesis that DC are
a crucial factor in the digital transformation of the public sector.

6.1 Contributions and Limitations

The study emphasizes the importance of organizational capabilities due to the digital
transformation public sector organizations undergo. It offers an empirical framework for
applying DC in public sector organizations, which requires more sophisticated versions.
Also, it provides a framework for digital transformation “leaders” to assess their inter-
nal and essential resources, prioritize capabilities, and mobilize capabilities to support
government digital transformation strategies.

Thus, the study also facilitates the operationalization of detection, apprehension,
and transformation capabilities, and respective specific capabilities, for other studies
to explore the organization’s antecedents - past and explain how the mobilization of
capabilities influences processes and impacts the trajectory of the future. Furthermore,
defining a framework of desirable DC for digital transformation strategies opens up
opportunities for further research to test the causality between organizational barriers
and obstacles of strategies, applied DC, and long-term performance.

Finally, as a practical result, the DC mobilization framework can be combined with
other tools, such as Business Process Management (BPM), to develop and improve
strategies continuously. BPM applied to public organizations has been related to trans-
formational government reform and e-government [50] and digital government as a
support to the “life cycle of transformation processes, activities and resources [49]”.

The sample size of a single case is a limitation, however this study has an exploratory
character, although the results indicate paths for future research. Although there is a dis-
cussion on the approach of DC, different points of view, and inconsistent division of
dimensions [13], we chose not to deepen this debate, given that in the public admin-
istration literature, there are studies that use the DC to explore strategic approaches at
the organizational and managerial level [21]. Concerning the results, it would be essen-
tial to learn to what extent the establishment of DC fails, as decision-making resources
and resource allocation relative to the governance structure of the E-Digital strategy are
criticized for centralization and inaction.
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Abstract. Digital transformation is associated with a fundamental change in the
operating models of organizations and industries alike. At the same time, previous
research highlights that existing governance practices may act as a deterrent to
digital transformation. In this study, we explore how the IT governance of a large
university counteracts necessary digital transformation in higher education over
time. We show how the adoption of an industry-standard IT governance frame-
work, through a series of generative mechanisms, leads to a vicious cycle that
restricts digital transformation into mere computerization, thereby successfully
counteracting digital transformation. In otherwords, the IT governance framework
increasingly protects the organization from the organizational change brought on
by new digital opportunities. This is discussed in relation to the literature on IT
governance and digital transformation with the intent of contributing with a crit-
ical perspective on the widespread adoption and use of standard IT governance
framework.

Keywords: Digital transformation · IT governance · Vicious cycle · Higher
education

1 Introduction

Digital transformation, here understood as organizational change due to the utilization of
digital solutions, fundamentally revamps and disrupts existing industries and society [1].
Research identifies two primary dimensions of digital transformation. First, digital trans-
formation has an innate potential to enhance operational efficiency through automation,
process redesign, and algorithmic work. Second, digital transformation can create new
value streams through innovation, new value offerings, and the dismantling of obsolete
and non-value-adding market activities [2–4].

As noted by several researchers [5–7], higher education is one of these industries
currently on the cusp of disruption, i.e., under heavy duress for significant change due to
changes in its outside environment. On top of this, the aftermath of the COVID-19 pan-
demic with physical distancing has decimated the social value of college life [8], while
simultaneously opening for new, campus-free all digital options from new entrants such
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as Google and Amazon promising full employability at a fraction of the cost, hassle, and
risk of enrolling in a university. What we are experiencing here could be referred to as
an increased commoditization and de-professionalization of higher education, a devel-
opment leaving several of the presidents of higher education institutions in a worrisome
state [9].

With digital transformation leveraging information technologies, it is positioned in
the context of existing IT governance. If we wish to increase the utilization of digital
solutions, it will invariably have to pass through the existing loops and hoops of how
organizations have set up their decision rights and accountabilities for IT [10]. Previous
studies have shown how “pathologies” of IT governance directly counteract innovation
capabilities of digital transformation [11], and how shifts in IT governance practice are
needed [12]. IT governance is said to be either a constraint or a facilitator of digital trans-
formation [11]. Current configurations of IT governance have an overarching tendency
to favor continued operations over new ones, directly counteracting building necessary
capabilities for change. If higher education is expected (or more frankly needs) to tap
into the benefits of digital transformation, expedient IT governance becomes a critical
aspect of what needs to be in place.

Based on this brief rationale, our study aims to answer the following research
question: How does IT governance impact digital transformation in higher education?

This is answered through a clinical case study of a large, public university in Sweden
that revamped its IT governance in 2017. The research team was contracted in 2021 to
audit the impact of IT governance on the organization’s ability for digital transformation
and to suggest necessary changes.

The study contributes by answering previous calls for research from Wiener et al.
[13] on an increased emphasis on the enactment rather than the design of governance
and control, Rof et al. [5] on the need for more research into business model innovation
within higher education, and Magnusson et al. [14] on balancing practices in digital
transformation.

The paper is organized accordingly. After this short introduction, we present the
previous research on digital transformation and IT governance, particularlywithin higher
education. This is followed by the method of the study where the clinical case study
method is described and motivated. After this we present the results in the form of an
identified vicious cycle ofmagical thinking, followed by the discussionwherewe discuss
the findings from the perspective of how IT governance constraints digital transformation
in higher education.

2 Previous Research and Theoretical Framing

2.1 Digital Transformation in Higher Education

Higher education institutions are highly affected by surrounding changes because of
globalization and digitalization, and the future of higher education is yet to be seen [15].
The universities’ reaction to this new digital environment has been sluggish [15, 16]
and western universities need to align with external demands [17] to build competitive
advantages and to continue to conduct sustainable education [5, 16, 18].
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Research about digital transformation in higher education institutions is increasing,
implying there is an urge to understand in which ways digital transformation affects
higher education and its missions [16, 19]. Yet, the focus is still on the digitization of
education and digital systems used for teaching.

Policy making and planning regarding the digital transformation of the organization
itself is still in its early stages [6] or has had a very limited impact on the digitalization of
higher education institutions [20]. This indicates that the driving force of digitalization
of higher education has a bottom-up perspective rather than a top-down one [21]. On the
other hand, teachers and students only have a limited set of digital skills [22] and use
EdTech primarily to organize classes and share digital documents [6, 19, 21].

Universities need to develop internal strategies and governance models for digital
transformation [18, 23] but in most organizations managing digital transformation is not
an easy task [24–26].

2.2 The Impact of IT Governance on Digital Transformation

IT governance, here defined as the decision rights and accountability for ensuring the
desired behavior in the organization’s use of IT [27], requires an understanding of the
competing forces in a large organization and needs to create harmony among business
objectives, governance archetype, and business performance to be effective [10]. While
several IT governance frameworks have been developed over the years to help organi-
zations govern and manage their IT in order to obtain business value, implementation
proves to be hard (Dietrich, 2005, referenced in Boonstra et al. [28]). Other findings
show that competing institutional logics of key stakeholders influence IT governance
practices within the organization [28].

Research shows that IT governance reinforces the existing organizational identity
while digital transformation involves introducing a new organizational identity [29].
Digital transformation is dependent on the strategic use of new technologies in organi-
zations [30]. But as noted by Bharadwaj et al. [31], and others [32, 33], IT strategies
usually focus on the government of the IT infrastructure and on existing operations
while digital transformation origins from the business-centric perspective. Other studies
highlight the impact of IT governance on digital transformation through the issue of
how IT governance is enacted [2, 28] and the mechanisms of how digital infrastructure
constrains ambidexterity in public organizations [34].

2.3 Theoretical Framing: Vicious Cycles

A vicious cycle, as described by Masuch [35] (as “circle” though “cycle” has become
the de facto standard) is a generative chain of events without equilibrium, i.e., it is self-
enforcing, resulting in ever-increasing detrimental effects for the organization in which
it exists [36]. A common version is the “vicious circle of bureaucracy”, where a change
of sorts is introduced, followed by increased formalization, like new rules. This triggers
dysfunctional reactions from the workforce, which are met by more formalization by
management. This escalation ends in a blocked system: “Controlmeasures are constantly
enacted, as is apathy. The circle has become a normal, yet suboptimal state of affairs”
[35 p. 18].
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Smith and Lewis [37] drew upon research on tensions and paradoxes in organizations
to explain how cycles could become either vicious or virtuous, further elaborated by
Cuganesan [38]. Wimelius et al. [39] used it in the context of information systems, to
find that virtuous cycles happen when management either tries to integrate two poles of
tension or split the tension by choosing one pole. If management is pretending to have
decided or is avoiding the tension altogether, vicious cycles can develop. This study uses
the vicious cycle theory as an analytical lens to highlight how seemingly isolated events
are in fact tightly connected.

3 Method

In the fall of 2020, the research team were approached by executive representatives
from a university currently experiencing challenges in its IT governance. The university
had implemented a new framework for IT governance in 2017 but was unsure whether
the framework produced the effects they originally aspired for. With the research team
having a long history of clinical research projects [40], the request was formulated into an
assignment for auditing the existing practice and suggestions for the future configuration
of IT governance. The research team were given full autonomy in designing the study
as well as afforded the possibility of future publications coming out of the project.

After initial workshops and discussions with an executive team from the university
with the intent of sensitizing the research team and arriving at a scoping of the assignment
of relevance to both the organization and research, the project was formally commenced
at the beginning of 2021.

The data collection involved 22 interviewswith key stakeholders in the ITgovernance
of the organization (7 from portfolio management, 7 from portfolio support, 4 from
IT, and 4 from business support). This involved individuals from different parts of the
organization, as well as from both core operations (education and research, departments)
and operations support (IT, HR, finance, portfoliomanagement). The interviews spanned
40 to 90 min and were sound recorded and transcribed verbatim. In parallel with the
interviews, we collected a large amount of secondary data in the form of project charters,
annual reports, steering documents, budgets et cetera.

The interview data were analysed using thematic coding and analysis [41] based
in critical realism [36, 42]. After initial inductive coding of first-order constructs, we
iteratively worked with finding new first-order and refining them into second-order con-
structs to function as the basis for our continued analysis. The continued analysis uti-
lized inspiration from previous research on IT governance [10] and institutional theory
[43] to theorize on the generative mechanisms [35] underlying the enactment of the IT
governance framework.

4 Results

4.1 Case Background

The university is one of Europe’s largest with around 50 000 annual students and a
faculty of 5 000. The IT governance framework implemented in 2017 is an adaptation of
a framework that during the past ten years has become industry standard in the Swedish
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public sector. The original framework was designed in the late 1990’s to counteract
the accelerated spend on IT through increasing cost control of primarily maintenance
activities and to distribute responsibility for IT across the organization.

The framework as it is applied in the university controls the project pipeline for both
maintenance and development. The original rationale for implementing the framework
was, according to the initiator and then administrative director: “We wish to create
better conditions to capture demands and viewpoints from business. With the new model
the university attains the possibility to do so. The model makes it possible to lead the
development and maintenance of systems, processes, and information jointly, toward
strategic objectives.”

The project had two direct effect goals, expressed as 1) “increased allocation to
development rather than maintenance”, 2) “increased business value through an estab-
lished governance that can prioritize the right development- and maintenance activities”
(from the implementation project charter).

4.2 The Vicious Cycle of Magical Thinking in IT Governance

Fig. 1. The vicious cycle of magical thinking.

Our study identifies a vicious cycle of generative mechanisms that we refer to as
“magical thinking”, i.e., the irrational belief that using the same method repeatedly will
result in varied outcomes in the future. We present the different parts of the mechanisms
below (Fig. 1).

Strategic Vacuum. The organization lacks a common definition of digital transforma-
tion, and within the upper echelons of management it is primarily seen as either a vague
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extrinsic force or simply market hyperbole. With this as the dominant view, the organi-
zation is faced with significant challenges when it comes to setting strategic objectives
for digital transformation. “Who has the right to interpret to create the content of digital
transformation? That is something we at [omitted] have not yet landed in:What is digital
transformation for us?”.

The lackof clarity in termsofwhat digital transformation is and implies, subsequently
leads to a retreat of the executives of the organization from any type of discussions or
involvement in governance. Digital transformation is seen as something not relevant to
the strategic direction for the organization, whereby it is handed over to the lower levels
of management to make tactical and operative decisions without any overarching digital
transformation strategy or strategic objective. “But [omitted name of executive in charge
of digital transformation] said: ‘Now we have digitalized GU, because now we have
[Microsoft] Teams’. That is not digital transformation to me, but I think we have very
different notions of what digital transformation is.”

A brief overview of the level of integration of digital transformation into the existing
vision, strategy, and annual reports of the university corroborates this perception. There
are no mentions of anything related to digital transformation in the formal vision and
strategy, and within the annual reports digital transformation is primarily mentioned as
an external factor.

In other words, the university displays a high level of decoupling of digital trans-
formation from its core operations and strategic management. To put it bluntly: digital
transformation is not perceived to be a strategic issue, and hence does not need to be
strategically managed by the upper echelons of management.

This becomes apparent when observing meetings in the prioritization board, where
decisions are made on how to utilize and allocate the financial resources for digital
development.Without any overarching strategic objectives and direction, the discussions
become completely focused on cost rather than benefits of the potential projects. The
strategic vacuum is rendering the prioritization process pointless. Or as explained by
a member of the prioritization board: “The only thing [portfolio management] thinks
about is: ‘Well, as long as it is within budget, then we have no opinions.’ Then you
govern but do not lead.”

Fear ofProximity. Given the lack of executive involvement and the perception of digital
transformation as being a non-strategic issue for the organization, there was not enough
political will to create a centralized funding model. This was one of the key success
factors identified in the pre-study leading up to the new IT governance setup, yet it was
immediately scrapped during implementation.

In the absence of a centralized funding model, two things happened. First, there was
an increased utilization of investment funding, i.e., capital expenditure. As seen in Fig. 2,
this practice has resulted in decreases in the maneuverability of the university, with a
mere 20% of the yearly budget now being actionable for new IT initiatives and the rest
tied up in the depreciation of previous initiatives.

Second, other types of initiatives that would have to be funded through operating
expenses in the core business units became hard to prioritize. Utilizing this type of invest-
ment for common solutions inadvertently led to certain parts of the university advocating
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Fig. 2. Cost of depreciation vs budget 2019–2024.

down-prioritization since it would be associated with additional costs allocated without
clear benefits. With clear differences in financial resources between the different units,
increases in cost thatmay seem like aminor thing tomore financially sturdy departments,
were perceived as an almost existential threat by units with less strong finances.

Business units then shy away from lofty transformation projects since the financing
is so unclear. They do not want to run the risk of getting the cost but no benefits. The
missing central funding model hence has substantial impacts on the pace of digital
transformation of the university. “…but now we are to take these funds from having less
guidance counselors at the education unit, so this prioritization happens in operations,
so individual managers are then to say: we will take these funds from a different type of
operations and allocate it to digital transformation. This is not a feasible option.”

The consequence of this is found in an increased distancing of the core operations
from digital transformation. Close involvement is seen as leading to an increased risk
of unexpected cost that they can neither justify in the short term or finance without
decreasing the quality of their work.

Distancing. Figure 3 displays an overview of the representation in the three boards,
councils and forums tasked with governing IT at the university. As seen, portfolio man-
agement (prioritization) and the antecedent preparatory council (where the business cases
are prepared for portfolio management) are totally devoid of representation from core
operations, i.e., departments tasked with teaching and research. Instead, they comprise
representatives from supporting functions such as finance, HR, and IT. The only repre-
sentation from core operations is found in the IT strategic forum, where more general
discussions related to core IT systems are handled.
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Fig. 3. Overview of representation in three governance fora.

The reason for the low level of representation is associated with the aforementioned
lack of a centralized funding model and the subsequent fear of proximity from core
operations. At the same time, the skewed representation leads to a shift away from
initiatives that would be deemed relevant for core operations (educational- and research
development), to issues pertaining to these support functions.

Another aspect directly affecting the involvement of core operations is the underfund-
ing of IT. Over the past three years, the IT cost per user has decreased by 20% (Fig. 4).
No funds have been allocated for continuous modernization and the IT governance setup
has resulted in an accumulated digital debt in the form of postponed re-investments in
digital infrastructure.

The result is a situation where the IT staff and individuals involved in prioritization
of new initiatives express feelings of frustration and shame. “Well, we always do things
becausewe have to, since things are breaking down. So, there is really never any business
perspective to prioritize on. It is never like: ‘Shucks, does the business want bells and
whistles or green pastures?’. Instead, it is just like: ‘Does the business want this system
crashed or that system crashed?’.”

During this period there has been growing discontent from the business side, and
a major incident where the entire email system went down for several months. This
inability to deliver services and IT on par with expectations also increases the distancing
between core operations and the IT governance.

Powershift. With skewed representation from core operations, the IT governance (con-
trary to its design) pushes increasing power over prioritization from the business side to
IT.With IT being perceived as complex and risky by the other members of the prioritiza-
tion board (i.e., business support functions such asHR, finance), they increasingly retreat
into a passive mode in the meetings. The vacuum is hence filled by the CIO and other
representatives from IT that push the initiatives they see as most critical to continued
operations, i.e., biasing digital transformation into safeguarding efficient maintenance
and the avoidance of down-time.

Figure 5 shows the relative allocation of funds for maintenance vs development in
the portfolio. From 20% being spent on development in 2018, this is reduced to 15% by
2020. In other words, the effect goal of the IT governance framework implementation
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Fig. 4. IT cost as percentage of total revenues and IT cost per user in thousand SEK.

Fig. 5. Distribution of capital allocation to maintenance vs development.

of “increasing spend on development” is directly counteracted and the framework is
in essence pushing the organization in the opposite direction. More and more of the
resources spent are being allocated to maintenance.
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Magical Thinking

… it becomes something of a ritual, rather than real governance. There is a model
that is intended to give us direction and all that, but in reality, so to speak, questions
and problems and such are handled in operations and in between and within these
projects…

As presented, the implementation of the IT governance framework has directly coun-
teracted the objectives of the project itself. Less money is spent on development and less
business benefits are accrued due to a shift in focus on merely supporting functions. Dig-
ital transformation, i.e., organizational change through the adoption of digital solutions,
is in other words counteracted by the IT governance framework as it is being enacted.

The framework is also associatedwith significant drawbacks. For instance, it displays
a significant control cost and high levels of project escalation. Despite these drawbacks
beingwell known in the organization, at least among the individuals involved in portfolio
management, the framework has remained unchanged since 2017.

This leads to our conclusion that the organization is engaged in what can be referred
to as “magical thinking”, i.e., the belief that the continued utilization of a particular
method will in some manner create different outputs in the future.

With the increasing emphasis on maintenance issues rather than business devel-
opment within IT governance, the cycle continues to enforce a continued decrease in
executive engagement, perpetuating the strategic vacuum and strengthening the vicious
cycle.

5 Discussion

…‘Yeah, you should do like this so that everything is correct in [the portfolio
management system]’. It is not about method or quality or output, it is about
bureaucracy.

The case displays similarities to what has previously been described as a “vicious
circle of bureaucracy” as summarized by Masuch [35]. A change in an organization’s
ways ofworking, accompanied by an increase in formalization and bureaucratization (the
IT governance framework), has led to dysfunctional reactions from the organization (for
instance ignoring the prioritization board’s decisions). This in turn leads to even more
pressure on the formalization from management (focusing on the portfolio management
system). This doubling down leads to continued and walled-in apathy (having meetings
without business representatives, just going through the motions, etc.) that continues
over time in a similar fashion as the generative mechanisms described by Henfridsson &
Bygstad [44].

From the perspective of Meyer and Rowan [43], we see the vicious cycle as an
instantiation of a focus on the microscopic rationalities rather than the institutional
purpose, i.e., “It should not be assumed that the creation of microscopic rationalities
in the daily activity of workers effects social ends more efficiently than commitment to
larger institutional claims and purposes.” [p. 360].
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Instead of creating microscopic rationalities (formalization and bureaucratization),
the organization should be focused on creating a common understanding of the “what”
and “why” of digital transformation. As we find in our study, the absence of executive
interest and the inability to create a centralized funding model cannot be ameliorated
by a microscopic desire for documents, meetings, and processes. Here, a tendency for
over-compliance will only continue to enforce the vicious cycle [45, 46].

When a framework fails to deliver on its promise, it is easy to blame the frame-
work itself. However, recent research on governance and control highlights that research
should be focused on enactment rather than the design of the models per se [13, 47–49].
In our study, the enactment of the framework has increasingly been pushing power over
prioritization from the business side to IT, as opposed to what was intended in the orig-
inal framework. In relation to this increased power on the IT side, previous research is
divided on whether or not it is a positive force for digital transformation. IT champi-
onship is positively associated with successful transformation [50], but it can also bias
the organization into avoiding more fundamental change [14].

To succeed with digital transformation, studies [51, 52] have demonstrated that orga-
nizations must adapt their governance. The university needs to become more adaptive
and use new mechanisms for its governance rather than relying on its established ones
[53], and leadership and the people of the organization need to support changes in pro-
cesses and policies rather than relying on IT [54]. Organizations hence need to focus
more on the actual enactment rather than the original design of the IT governance frame-
work. In this light, we see a possibility for frameworks that may seem antiquated to live
on through clear changes in their enactment rather than in their design. This does, how-
ever, require a sound understanding of the underlying assumptions in the framework(s)
and a careful scoping of its use. As seen in the university in question, these two aspects
of the framework and its enactment were not addressed, resulting in the vicious cycle
of magical thinking. As noted by Wimelius et al. [39 p. 219], “persistent patterns of
pretending and avoiding” only reinforce the viciousness of the cycle.

Our study offers three contributions to research. First, we answer calls for research
[13] on more studies of the enactment of governance. Our findings, that there is a vicious
cycle of magical thinking that persists over time, can be considered a core element of
a potential pathology of IT governance, where we design frameworks that are enacted
in a counter-productive manner over time. Second, we contribute to the stream of lit-
erature [12] on the necessity for IT governance to change as the design and utilization
of technology change. Since IT governance is there to afford the organization benefi-
cial behavior in its use of technology, dramatic changes in technology need to be met
with similarly dramatic changes in IT governance. Here, we believe and hope that our
particular focus on the enactment of frameworks introduces additional nuancing that
may prove beneficial to future research. Third and final, this study also contributes more
specifically to studies of IT governance in higher education and how a university lags
behind in its digital transformation [55–57].

We also offer two contributions to practice. First, our findings identify the need for
changes in existing governance if digital transformation is to be relevant to the organiza-
tion. Managers in organizations aspiring for digital transformation need to assess their
current IT governance to make sure that it is not built on counterproductive assumptions.
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If the organization’s IT governance is designed to delimit IT-related costs, then this needs
to be addressed in order to afford digital transformation.

Second,we argue that IT governance frameworks should not be conflatedwith frame-
works for digital transformation strategy execution. Having an IT governance framework
based on values such as cost-efficiency and demand management will deliver IT that is
low cost and where demands are queued up evenly (that is, a strategy where IT leads,
and business follows). Having a model for executing a digitalization strategy, sets the
business transformation in the center, where IT will have to follow and respond to an
uneven flow of demands [24].

We acknowledge two major limitations in our study. First, our study suffers from
data bias where we have excluded broad representation from the universities core oper-
ations (i.e., teaching and research). The rationale for this is that core operations exited
involvement in portfoliomanagement in the early stages of the introduction of themodel.
With our focus on exploring how the framework and its enactment counteract digital
transformation, we hence acknowledge this delimitation. Second, we see a limitation
in the transferability of findings. As noted by Bannister [58], studies of public sector
organizations suffer from low transferability between institutional environments due to
the institutional arrangements varying significantly between countries.

We propose future research in the form of two concrete projects. First, if IT gover-
nance empirically counteracts digital transformation, we would need additional studies
for how the enactment of IT governance may be designed to facilitate a shift into a
situation where IT governance supports and facilitates digital transformation. This type
of study would need to take a longitudinal approach, either retrospectively or prospec-
tively, and focus on the evolution of enactment. Second, we call for research into the
underlying assumptions associated with the different frameworks currently employed as
“best practice”. We believe that the future design of IT governance frameworks needs
to be built on assumptions that acknowledge the innate difference of digital logic [59],
and here we need additional studies to aid us in this design.

6 Conclusion

This study finds that the enacted IT governance framework counteracts digital transfor-
mation in higher education through a vicious cycle of magical thinking. The adoption
of a framework designed for reducing IT cost skews the focus through a series of inter-
related activities in the organization, resulting in a self-enforcing vicious cycle where
less and less emphasis is placed on innovation and business development. Instead of
opening for both sides of digital transformation (efficiency and innovation), more and
more of the total resources are pushed to maintenance and assurance of going concern
under the guise of increased internal efficiency in IT. This directly counteracts digital
transformation in the organization.
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Abstract. Assessing the maturity of knowledge-based management (KBM) in
public sector organizations is crucial for several reasons. Firstly, it helps identify-
ing strengths andweaknesses,which enables organizations to improve their knowl-
edge management practices. Secondly, it serves as a standard for evaluating the
effectiveness of knowledge resource management, which can enhance decision-
making, problem-solving, and operational efficiency. Thirdly, KBM maturity
assessment aids in prioritizing investments, allocating resources, and improv-
ing return on investment. Fourthly, evaluating KBM maturity can help identify
best practices and lessons learned, leading to better knowledge management prac-
tices across organizations. Finally, studying KBM maturity can demonstrate an
organization’s commitment to effective knowledgemanagement, increasing trans-
parency and accountability. This study assesses the maturity of KBM in Finnish
Central-Government Organizations by surveying eight organizations and analyz-
ing the data. The study identifies areas that require more attention, where the need
of managing the KBM being highlighted as a significant area for improvement.
This research provides insights for researchers and practitioners to address KBM
themes that need further attention.

Keywords: Knowledge-based Management · Knowledge Management · Public
Sector ·Maturity-model

1 Introduction

The existing circumstances within public sector organizations pose a substantial imped-
iment to their operational capacities, as they confront financial limitations alongside
mounting expectations from stakeholders and the public [1, 2]. In order to tackle these
challenges effectively, the comprehensive harnessing of knowledge assumes paramount
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importance. This criticality has been duly recognized in the governmental strategy of
Finland, wherein knowledge-based initiatives have been identified as a principal objec-
tive [3]. Specifically, the Finnish government has issued a decision by the Council of
State, addressing the utilization and accessibility of knowledge [4]. It is imperative for
organizations to continually adapt and progress in response to evolving circumstances
[5–7].

In the knowledge economy, post-industrial organizations are increasingly recog-
nizing the importance of KM. KM encompasses various activities such as knowledge
creation, acquisition, storage, utilization, sharing, dissemination, and transformation [8].
It is a comprehensive concept that helps organizations address challenges across different
areas of their operations. By acknowledging knowledge as a valuable production factor
and a key resource for competitive advantage, KM strives to maximize the utilization
of diverse knowledge-related resources within organizations. However, the approach to
KM can vary depending on the specific circumstances [9, 10].

In the face of rapidly increasing data volumes, organizations are confronted with
the challenge of discerning the most relevant information, transforming it into a more
meaningful format, and harnessing its potential effectively [11]. To address this issue,
knowledge-based approaches have emerged to elucidate how both internal and exter-
nal knowledge resources of organizations contribute to their competitive advantage
[12–15]. In addition to KM [16], the literature has explored this phenomenon through
various concepts, including business intelligence [17], data-based value creation [18],
knowledge-based value creation [19], and knowledge-based management [20]. These
concepts collectively refine data and information, aiming to enhance their significance,
thereby sharing a common underlying objective.

This study focuses on KBM, which involves the management of knowledge and
knowledge processes within organizations. KBM encompasses the collection, refine-
ment, and utilization of organizational knowledge assets to support decision-making and
strategic development [20]. Evaluating the maturity level of KBM within organizations
is crucial as it provides insights into the current state of information and knowledgeman-
agement maturity. Furthermore, it aids in identifying specific areas that require further
attention to enhance maturity status and ultimately enhance organizational performance
[21]. The evaluation of KBM maturity carries significant implications for both private
and public sector organizations. In the public sector, in particular, it has the potential to
greatly improve the delivery of public services and contribute to the overall well-being of
society. However, there is a notable scarcity of evaluation tools for knowledge manage-
ment, which should encompass not only technical aspects but also the human elements
[22]. This research underscores the importance of knowledge-based development, as
well as cultural and strategic considerations.

This study aims to provide propositions for improving KBM in public sector organi-
zations. The recommendations are intended to be applicable across organizations while
remaining specific enough for effective implementation. To identify these propositions,
the maturity of KBM in public sector organizations needs to be assessed. Therefore,
this research focuses on evaluating the maturity of KBM in central-government orga-
nizations in Finland. The primary research question is: “What is the maturity level of
KBM in Finnish central-government organizations?” The study involves conducting a
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survey and qualitative analysis to examine the collected data. The findings highlight the
areas that central-government organizations in Finland should prioritize to enhance the
effectiveness of their KBM practices. Based on these areas, propositions are derived to
enhance the maturity of KBM in public sector organizations.

This paper is structured into six chapters. In the second section, we discuss our
theoretical background, which encompasses the concept of KBM in organizations. In
the third chapter, we explain our research approach. The fourth chapter presents our
findings, while in the fifth chapter, we discuss the implications of our results. Finally, in
the sixth and final chapter, we conclude our study by summarizing our key findings and
discussing their broader implications for future research and practice.

2 Theoretical Background

This section delineates the theoretical underpinnings of the present study, which draw on
the amalgamation of KBM and public sector organizations. The exposition commences
with a portrayal of public sector organizations, followed by an explication of the concept
of KBM.

2.1 KBM in Public Organizations

Knowledge is an outcome of human action that takes place, for example, in interaction
and decision-making situations. Knowledge is based on information, know-how and
experiences. It is refined from information and data and therefore it is valuable for
decision-makers. Information, on the other hand, is data in the structured form. Data is
unstructured facts that have the least impact for managers [4].

KBM is about turning knowledge into action. Public sector is largely about ser-
vice provision and managing the operations therein [23, 24]. There are multiple angles
to the phenomena under scrutiny. Citizens, taxpayers and other funding sources, vari-
ous sources within the public and third sector, are some of the stakeholders. Factors,
such as citizens’ expectations and those of the businesses, public pressure, and reducing
resources result in the growing need for effective KBM. The operations need to evolve
according to the overall development in societies [25]. In order to meet the challenges
and needs presented by stakeholders, e.g., flexibility and easier reachability [25–27] well
executed KBM is needed. When utilizing the information and communication technolo-
gies (ICT) public sector organizations are not considered to be relatively efficient in it
[28–30]. To develop these capabilities, especially tomeet the demand, it is beneficial that
the knowledge is managed properly and used in the management of the organization.
Another step to address this issue is to clarify the maturity of the KBM and how well it
is used in managerial activities, i.e. KBM.

KBM would benefit, if not require, overarching and holistic technologies, e.g. info-
searching, social networks, and the wide communicating in the services they are to offer
[31]. These in turn, are examples of KBM tools by which the knowledge resources are
tried to be used in the best possible way to produce the best possible outcome. It is
not unheard of that the services and their communications are directed only to a certain
target audience and purpose according to the focal responsibilities of the office instead
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of being wide, multiple operations linking or crossing organizational boundaries. The
risk in this approach is that services may be disintegrated and isolated from one another
thus presenting the management with difficulties to understand and to formulate the big
picture and to make the right decisions therein. It may be claimed that the management
should have as transparent process to deal with as possible.

Recognizing and acknowledging the various angles to be included in the public
sector decision-making is not always easy [32]. The areas need the approach that suits
their operation and the suitable measures for their context, according to the individual
objectives set for each branch. There may also be other types of effects, e. g. knowledge
needs, caused by the changes in the ever-evolving political settings, expectations of the
citizens, or the processual improvements. These developments affect the evaluation of
the circumstances and the needed actions, decision making. There is thinking to be done
when the measures and their visualization is considered.

A public sector operation as a whole is a multifaceted entity with a huge number
of tasks. To make administration run smoothly, there is a need to consider develop-
ment schemes coming from different areas with different interests and ambitions [33].
The administration needs to consider a number of areas, like the community and the
environment, economical viewpoint, education and culture issues, social and healthcare
areas, to name but a few. The administrative areas have their own practices, processes,
and personnel even though they are parts of the same administration. Furthermore, even
though they do have similar features, the management of the operation, the data forming
the information, and the processes refining the information into knowledge is different
in each area. The prerequisite of the innovating in digitalization is within today’s public
sector and its management [34, 35]. The knowledge needs need to be well planned and
justified.

Digital transformation is often used to mean the renewal of the way of operating, i.e.
the business model. This may be seen to entail the different ways of the daily operation.
Digital transformation is often also about the resource re-allocation in and for the actual
operation [36]. When changing how an operation is executed, it simultaneously affects
both individual activities and the overall processes. This is bound to affect also the
organizational culture [37]. How far the digitalization initiatives are able to be taken in
individual organizations depends also on the overall attitude towards change and how
willing and able the organization is to develop itself [38]. Similarly, these effects cover
also the probable success in implementing the renewals, like KBM.

Even maintaining the prevailing level of services, let alone developing them, may
prove to be a challenge when the resources and their allocation are scrutinized [39].
Many branches and areas need extra attention and development, while the resources
are scarce. Simultaneously, however, the services repertoire should be developed, [39].
The personnel and their attitudes, readiness to use new services play a significant role
[40]. These may be directed with properly executed KBM. Whilst developing the oper-
ations in organizations, the employees are expected to remain active and productive in
their everyday routines throughout the development schemes. This underlines the sig-
nificance of various managerial skills, i.e. the need for understanding of the workplace
dynamics, which are indeed skillsets under the knowledge management umbrella [25,
41]. Managing any digitalization initiative is a complex task, a different management
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approach is required to accomplish organizational transparency and full use of more
holistic approach [42]. To develop measures for assessing the effects and the results of
such initiatives is equally challenging [43, 44].

KBM is a useful way of public service for increasing productivity and effectiveness
[45]. Managing the public sector with knowledge aims to make the operation of public
organizations smarter and more efficient. Public sector organizations face requirements
concerning efficiency, productivity and effectiveness both from inside and outside the
organizations, which is one reason that drives the public sector to focus for KBM and
quality decision-making. KBM requires a system accurate, reliable and timely infor-
mation. If, for example, there is in the planning phase ignored some information, this
can weaken the strategic management of public activities to do [46]. Virtanen et al. [46]
state that in the public sector strategic management is often replaced by tactical and
operational management.

2.2 Maturity of KBM

We assume that public organizations do not take full advantage of the data and informa-
tion available. In order to do so, the broad understanding about knowledge utilization
is necessary. To gain broader understanding of organizations’ KBM and to recognize
benefits as well as challenges of KBM in organizations, its status, maturity, should be
determined [47, 48]. Maturity models can be used as a tool in describing and evaluating
the object of the organization, e.g. KBM or performance management. With the help of
these models, the maturity of the object under consideration could be determined, i.e.
the transition from the initial state towards the desired state [49–51]. The maturity of the
organization is typically assessed using the questionnaire based on the selected model,
through which it is possible to examine selected object in detail [52].

Most of the maturity models are generic and are not aimed at specific industries [21].
The models are mainly aimed at meeting the needs of the private sector. In Sect. 2.1 we
described some typical challenges and characteristics of the Finnish public sector which
should be consideredwhen choosing amaturitymodel. The characteristics of the Finnish
public sector and few maturity models [21, 53, 54] form the basis for themes that make
it possible to explore comprehensive picture of KBM of the public sector: The organiza-
tion’smanagement structures and style, Status of KBM, Systematic development of KBM,
Structures of KBM, Structures of information management, Information and knowledge
utilization practices and capability and From knowledge to action and effectiveness. The
model we used is seen in Fig. 1.

The model includes the above-mentioned seven themes and also several illustrative
topics to make model concrete and to identify areas for improvement. This model con-
tains five maturity levels from insufficient to optimal level. The maturity of KBM is
assessed by a questionnaire targeted at entire personnel aiming to identify all knowl-
edge utilizer’s experiences regarding KBM, audition of organization’s KBM structures,
and interviews of key people giving further insight of processes and KBM development
focus areas. In this research, the interviews were omitted due to evaluating multiple
organizations rather than focusing further on one, which is the way the maturity model
is originally intended to be used as.
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Fig. 1. KBM maturity model [55]

3 Research Approach

The primary objective of this study is to propose actionable recommendations for
enhancing Knowledge-Based Management (KBM) within public sector organizations.
To accomplish this aim, an evaluation of the KBM maturity levels in Finnish central
government organizations is conducted. The research approach adopted for this study is
exploratory and deductive in nature. Exploratory research is generally useful when the
aim is to identify and define research problems, questions, or propositions. Additionally,
deductive reasoning is particularly appropriate when the research aims to utilize theories
or theoretical frameworks, present propositions based on established principles, or draw
logical conclusions from general principles to specific instances. To elaborate, in our
research,we utilized a predetermined theoretical framework for data analysis, facilitating
the derivation of meaningful insights. This theoretical framework guides the assessment
of specific areas of KBMwithin the organizations, enabling both an overall evaluation of
KBM and the identification of discrepancies across different KBM domains. Given the
objective of evaluating maturity levels, quantitative data is employed to provide tangible
metrics for assessing the varying degrees of maturity.

The Finnish central government is composed of more than one hundred organiza-
tions in 12 administrative branches (see www.valtioneuvosto.fi). Each branch and the
organizations within it are led and guided by a ministry. To obtain a sample that is both
reasonable and representative of this population, we employed a random sampling tech-
nique that targeted four administrative branches. Specifically, we randomly selected one
ministry and one bureau from each branch. We took care to avoid hand-picking specific
organizations thatmight offer biased results based on general expectations towards them.
This approach ensures that the results can be considered representative of the average
state of the studied population. It reduces bias and increases the generalizability of the

http://www.valtioneuvosto.fi://www.valtioneuvosto.fi
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findings by providing each member of the population with an equal chance of being
selected for the study. The resulting sample size for this study consisted of eight orga-
nizations: the Ministry of Education and Culture, Finnish Heritage Agency, Ministry of
Finance, State Treasury, Ministry of Transport and Communications, Finnish Meteoro-
logical Institute, Ministry of Agriculture and Forestry, and Natural Resources Institute
Finland.

Our theoretical framework for this study was based on the maturity model, which
we presented in Sect. 2.2. This model comprises seven distinct themes: Organization’s
management structures and style, Status of KBM, Systematic development of KBM,
Structures of KBM, Structures of information management, Information and knowledge
utilization practices and capability, and From knowledge to action and effectiveness,
which are clarified by several topics [cf. Fig. 1]. Collectively, these themes and topics
offer a comprehensive perspective on an organization’s maturity level with respect to
KBM.

To obtain a large dataset within reasonable resource and time constraints, we
employed a survey methodology to collect data for this study. We designed our sur-
vey questionnaire based on the aforementioned maturity model, and it consisted of 57
questions that are relevant for the maturity model’s themes. Examples of the questions
used are presented in Appendix. The questionnaire was targeted at the entire personnel
of each organization to identify their experiences and perceptions regardingKBM.Addi-
tionally, as part of the maturity model, we conducted an audit of KBM, which involved
two workshops in the present study.

Our present study employsLikert questions in its survey to obtain information regard-
ing the attitudes, opinions, and perceptions of respondents towards a particular topic or
issue. Likert questions arewidely used in surveys and questionnaires due to their capacity
to quantify and evaluate people’s viewpoints. The Likert scale provides a standardized
and simple format for respondents to express their views, and the resulting numerical
data can be analysed using statistical techniques. Thus, Likert questions are considered
a reliable and efficient tool for data collection and analysis in social science research.
These closed-ended questions prompt respondents to indicate their level of agreement or
disagreement on a scale of 1 to 5, with the values at the extremes representing “strongly
disagree” or “very unlikely,” and “strongly agree” or “very likely,” respectively.

The survey was administered through SurveyMonkey, a web-based survey plat-
form. The survey was conducted in the Finnish language. The questionnaire was sent
25.10.2022. We distributed the survey link to representatives of the organizations being
studied via email, who in turn disseminated the link to potential respondents within their
respective organizations. Data collection was concluded, and data analysis commenced
in 15.11.2022.

In our analysis of survey data, we employed a method that involved calculating
averages of measures. Specifically, we aggregated the responses of all participants for
each question and computed the mean score. Participants were asked to rate their level of
agreement with a statement using a five-point scale, and the average score was obtained
by summing all individual responses and dividing by the total number of responses.
This approach allowed us to succinctly summarize the collective attitudes, perceptions,
or opinions of participants pertaining to a particular issue related to KBM. Additionally,
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it facilitated comparisons of responses across different questions within the survey. By
utilizing this method, we were able to discern patterns, trends, and inconsistencies in
the data, which enabled us to draw conclusions and make inferences about the target
population.

4 Findings

We received a total of 676 responses from the 8 studied organizations. The average
response rate inside an organization was found to be 19%. To determine the maturity
of KBM among Finnish central government organizations, the average results of each
organization were calculated and then averaged to produce an overall index. To maintain
anonymity, the organisations are labelled from A to H in Table 1.

Table 1. Survey Results

Theme/Organization A B C D E F G H Total 
maturity

The organization’s management 
structures and style 3,89 3,73 3,92 3,86 3,67 3,64 4,04 3,82 3,82 

Leadership 4,06 3,95 4,09 4,07 3,89 3,72 4,20 4,04 4,00 

The organization’s management 3,71 3,52 3,75 3,65 3,45 3,56 3,89 3,61 3,64 

Status of KBM 2,42 2,94 2,99 2,71 2,60 3,01 3,07 3,03 2,85 

Top management’s role in KBM 2,56 3,18 3,23 2,90 2,87 3,24 3,33 3,22 3,07 

The role of KBM 2,21 2,58 2,63 2,43 2,21 2,67 2,70 2,74 2,52 
Systematic development of KBM 2,75 2,71 2,78 2,46 2,42 2,82 2,93 2,70 2,70 

Development investments in KBM 3,08 2,85 2,88 2,47 2,54 2,92 3,19 2,73 2,83 
Systematicity of KBM 2,42 2,57 2,67 2,46 2,30 2,72 2,67 2,66 2,56 
Structures of KBM 2,83 2,81 3,08 3,02 2,81 3,02 3,11 2,86 2,94 

Architecture of KBM 2,96 2,92 3,19 3,20 2,95 3,35 3,20 3,09 3,11 

Process of KBM 2,71 2,72 3,00 2,85 2,68 2,75 3,03 2,66 2,80 

Structures of information 
management 2,63 2,61 2,73 2,62 2,55 2,90 2,98 2,67 2,71 

Reporting and analytics 2,58 2,61 2,79 2,61 2,49 2,94 3,01 2,67 2,71 

Information management 2,71 2,61 2,65 2,64 2,65 2,84 2,94 2,68 2,72 

Information and knowledge utiliza-
tion practices and capability 2,93 3,15 3,31 3,11 3,08 3,41 3,46 3,39 3,23 

Culture of KBM 2,98 3,19 3,30 3,16 3,07 3,34 3,47 3,43 3,24 
KBM skills 2,88 3,09 3,32 3,06 3,09 3,50 3,45 3,34 3,22 
From knowledge to action and effec-
tiveness 3,21 3,10 3,37 3,15 2,96 3,16 3,35 3,22 3,19 

Impact of KBM 3,15 3,00 3,29 2,89 2,86 3,10 3,36 3,14 3,10 

From knowledge to action 3,28 3,20 3,46 3,39 3,06 3,22 3,34 3,30 3,28 

Total 2,95 2,98 3,17 3,01 2,88 3,14 3,27 3,08 3,06 
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The resulting average maturity index was found to be 3.06, indicating a developing
level of maturity. The maturity index was calculated as the mean of all organizations’
results. The range of possible results varies from 1 to 5. Upon studying the results, it
was observed that the maturity level for each topic varied between 2.52 and 4.00. The
standard deviation for this measure was 1.10. The levels of maturity in KBM displayed
minor variations across the organizations under study, with means ranging from 2.88 to
3.27. Figure 2 illustrates the maturity of KBM based on our findings across the studied
organizations.

Fig. 2. The established maturity of KBM in Finnish Central-Government Organizations

The primary objective of this study was to gain a comprehensive understanding
of KBM practices within the Finnish central government, rather than to compare the
performance of individual organizations. However, interestingly, the study does indi-
cate potential differences in the maturity of KBM among administrative branches and
between ministries and bureaus. The results indicate that two out of the four admin-
istrative branches displayed a slightly higher level of maturity. This difference could
be attributed to the inclusion of the Ministry of Finance, which plays a prominent role
in enhancing KBM practices in the Finnish public sector. Furthermore, based on our
findings, the maturity of KBMwas marginally lower in ministries compared to bureaus.
Additionally, our analysis revealed that the topics of KBM process and KBM culture
exhibited the most significant variation, even within individual organizations.

4.1 Topics with High Level of Maturity

Our analysis indicates that leadership, organization’s management, and the culture
of KBM received higher ratings than the average in the Finnish central government
organizations.
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The participating organizations reported a high level of leadership, with an average
score ranging from as high as 3.72 to 4.20, while the overall maturity level of KBM
was 3.06. Respondents perceived their supervisors as supporters, enablers, and sparring
partners in their work, and they had a high level of trust in their colleagues.

Organization’s management was viewed as a supporting factor for KBM in the
Finnish central government. The structure, practices, operations, aims, and vision were
mostly clear, and respondents understood their own goals, responsibilities, and roles
in achieving the organization’s objectives. However, there was more variation between
organizations in terms of management than in leadership.

Information usage was perceived as a natural component of the daily operations
in the Finnish central government. It served as a foundation for the culture of KBM,
with over half of the respondents (51.2%) expressing a shared aim and enthusiasm
to utilize information for more effective decision-making and management compared
to before. The majority of respondents felt encouraged to actively seek new informa-
tion to enhance operations. However, there were variations between organizations and
differences observed between ministries and bureaus. The willingness to leverage infor-
mation and knowledge was slightly higher in ministries compared to bureaus. Ministries
also provided more opportunities for knowledge discussions compared to bureaus. The
development areas for KBM culture primarily focused on promoting discussions around
knowledge and ensuring sufficient support for KBM initiatives.

4.2 Topics in Need for More Attention

Based on our analysis, six specific topics were identified in which the maturity of KBM
was lower than the overall average. These topics include the role of KBM in the organi-
zation’s management, the systematicity of KBM, development investments in KBM, the
role of top management in KBM, information management, and reporting and analytics
in the process of KBM.

Although knowledge-based decision making and actions are shared goals in the
public sector, only a few targeted organizations seem to have recognized KBM as an
objective in their strategy, and none have defined a separate strategy or roadmap for
its development. Consequently, our results indicate that only 22% of respondents were
aware of the KBM objectives pertaining to their own organization. Additionally, in most
organizations, roles and responsibilities regarding KBM had not been defined.

It appears that a significant challenge regarding KBM is the differing interpretations
of the concept. Our results indicate that only 11.5% of respondents believed that there
is a shared understanding within their organization of what KBM entails, and only 22%
had knowledge of its components. The absence of a shared understanding and clear
definition of the concept can hinder the systematic development of KBM. Moreover,
investments in KBM development appear to be primarily focused on technology. In
most organizations, there does not seem to be a specific allocation in the budget for
KBM, and development projects seem to be isolated in nature.

The role of top management in KBM exhibited variations among organizations.
While most respondents believed that top management is willing to incorporate knowl-
edge into decision-making, only 37.1% of respondents believed that top management
fully grasps the significance of KBM, and 41.6% perceived a commitment to KBM from
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top management. Overall, it appears that active involvement and participation of top
management in discussions pertaining to knowledge is lacking in many organizations.

In terms of reporting and analytics, the maturity level across all organizations was
consistently low. Only 19.4% of respondents considered the available analytical services
to be adequate for their information requirements. Additionally, 21.7% had received
ready-made reports that facilitated their work, and a mere 23.5% found it easy to obtain
the necessary information from the reports. It appears that only a few organizations had
manuals and guidelines dedicated to reporting and analytics. Furthermore, a significant
portion of respondents (38.7%) expressed dissatisfaction with the quantity of predictive
analytics and foresight information available.

The questions pertaining to information management received low ratings across all
organizations. In particular, the process of reviewing, utilizing, and making effective use
of information from various sources was identified as a challenge, with only 11.8% of
respondents finding it easy.

Despite investments in technical and structural improvements in KBM within the
Finnish public sector, there seems to be a discrepancy between the knowledge require-
ments of users in their daily work and the information readily accessible in the sys-
tems. Moreover, only 19.1% of respondents believed that the information documented
in various systems is valuable and can be utilized to support KBM.

5 Discussion

Our present study has identified a noteworthy finding that merits the attention of
organizations under examination. Our assessment of the maturity of KBM in Finnish
central-government organizations imply that the management of KBM demands greater
attention. According to our findings the maturity of the topics inside this theme were
consistently low.

The management of KBM pertains to the organizational structure and understanding
of their approach to KBM. This encompasses the active management and development
of KBM practices within the organization. As a crucial area of focus, it establishes the
foundation for KBM and its continued development, as shortcomings in this area will
invariably manifest in other KBM domains.

Our findings indicate the following four propositions for improving the management
of KBM. We consider that these propositions include generality in sense that they are
relevant for public sector organizations in a large sense. However, these propositions are
pragmatic and specifical enough so that they include clear actionability for public sector
organizations who wish to increase the maturity of their KBM.

5.1 Organizations Should Focus on Defining the Role of KBM in their
Organization’s Management

First, according to our findings, the role of KBM in organizational management requires
more attention. Themanagement and steering of KBMdevelopment necessitate defining
the scope of KBM and its developmental objectives. A KBM strategy or development
plan is an integral part of change management [56]. However, our study revealed that
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none of the Finnish central government organizations in our sample had a strategy for
KBM, despite being mandated to develop one. Only a few personnel were aware of
KBM objectives, even though some organizations recognized it as a strategic goal in
their strategy. To promote the strategic and comprehensive development of KBM, we
recommend defining its objectives and creating a roadmap for its integration into the
organizational management development plan. Communicating the KBMobjectives and
implementing the strategy are crucial for enhancing personnel understanding of KBM
and its role in organizational management [56, 57]. Moreover, organizations should
assign roles and responsibilities regarding knowledge-based approaches, such as KBM
[58].

In practice, this could mean that the organizations’ relevant individuals or their
representatives participate in discussions, such as workshops, in which they define their
organization’s view on KBM and specify its objectives. These definitions should encom-
pass the views of personnel at different levels within the organization, while aligning
with the organization’s overall strategy. Such definitions, including the different roles
they indicate, should be made explicit and shared across the organization.

5.2 Organizations Should Focus More on Establishing Systematicity in their
KBM

Secondly, our findings suggest that organizations lack systematicity in their approach
to KBM. Our study revealed that the scope and content of KBM have not been clearly
defined within organizations, leading to a lack of coherent and shared understanding
of the concept. To holistically and systematically develop KBM, it is imperative to
define its scope and content within the organization. By defining KBM as a whole
and comprehending its dependencies on the organization’s operations and structures, it
becomes easier to understandhow the concept relates to everydayoperations. The attitude
and mindset towards knowledge and KBM should be changed and demystified [11, 58,
59]. Additionally, to promote a shared understanding of the concept, it is necessary to
construct terminology specific to KBM.

In practice, this could involve relevant individuals, such as those from different
management levels and representatives of the operative level, taking the time to consider
what KBM means in practice in their organization. Subsequently, in order to establish
systematicity, it would be beneficial to establish processes and generate manuals that
represent the defined KBM approach of the organization.

5.3 Organizations Should Have an Active Top-Management in its KBM Efforts

Third, we have identified that the role of top management in KBM requires greater atten-
tion in organizations, which is also supported by the literature [32]. According to Kianto
et al. [60], knowledge resources are key factors determining an organization’s value
creation potential, but management plays an equally important role. The development
of KBM maturity necessitates the active participation and support of top management
[61, 62]. Therefore, it is imperative that topmanagement comprehends the advantages of
KBM and commits to its development within the organization. Leading by example and
actively participating can be achieved by defining procedures for sharing information
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and utilizing knowledge in decision-making, as well as enabling further discussions on
the available knowledge. Improving transparency in the use of knowledge in decision-
making processes and participating in knowledge discussions support the development
of KBM culture in the organization, while also providing concrete examples of how
KBM can benefit the organization.

In practical terms, this could mean that top management demonstrates KBM by
managing with knowledge, making the data and reasoning behind their decisions visible
to the personnel, actively participating in discussions and workshops regarding KBM in
the organization, and promoting investments for KBM development.

5.4 Organizations Should Invest Specifically to KBM

Fourth and finally, our study indicates that organizations should allocate a budget for
KBM investments. Budgeting is a crucial aspect of supporting the systematic devel-
opment of any managerial area. Investing in KBM development enables holistic and
long-term growth rather than isolated development projects. It is important to balance
the budget equally between developing KBM know-how and culture, as well as struc-
tural and technological advancements. To enhance an organization’s KBM capabilities,
investments in personnel, processes, and culture are necessary. Given that personnel
capabilities and attitudes influence the readiness to adopt new services [40], development
efforts should prioritize training to use the necessary technologies and implementing new
ways of working. It is widely recognized that decision-making requires human intuition
and experience to refine data and information into a more meaningful form, comple-
menting the use of data and technologies [63]. This approach leads to more effective
results in decision-making, particularly in strategic decision-making [64].

In practical terms, investments specifically targeted at KBM could be manifested
by explicitly allocating funds for KBM investments in the annual budget. In addition
to technical infrastructure, these investments could include hiring new professionals,
training existing personnel, establishing workshops for discussions and innovation, and
developing the enterprise architecture.

6 Conclusion

The purpose of this study was to present propositions for improving maturity KBM in
public sector organizations. This purpose was approached by assessing the maturity of
KBM in Finnish central-government organizations. To achieve this, a maturity model
was employed to evaluate the level of KBMmaturity of eight organizations, and a survey
was conducted to gather data from nearly 700 respondents across these organizations.

The results of our study highlight the need for greater emphasis on themanagement of
KBM within these organizations. Specifically, we suggest that attention can be directed
towards this by: (1.) defining the role of KBM in organizational management; (2.) estab-
lishing systematicity in KBM; (3.) investing in KBM specifically; and (4.) having active
top management involvement in KBM efforts. Through such efforts, organizations can
work towards achieving higher levels of KBM maturity and ultimately use data more
effectively.
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This study makes valuable contributions to both KBM research and practice. By
utilizing a novelmaturitymodel, this study provides an additional perspective to consider
when assessing the maturity of an organization’s KBM. Additionally, the management
of KBMadds ameta-level of interest to KBM researchers, as it highlights the importance
of incorporating knowledge of appropriate management styles and practices into KBM
discussions. From a practical standpoint, this study offers specific and actionable areas of
focus for organizations, which can be particularly useful for management-level decision
making.

It is worth noting that the present study also has some limitations that need to be
considered. One limitation is that the results are based on self-reported data, which
can be influenced by social desirability bias, where participants may provide answers
that they think are more socially acceptable. Additionally, response rates are constant
issue in surveys, leading to a potential selection bias where respondents may not be
representative of the population being studied. Finally, survey studies may also suffer
from the limitations of the survey design, such as poorly worded questions or limited
response options, which can lead to inaccurate or incomplete data.

This study presents potential avenues for future research. Firstly, this approach may
be used for evaluating the maturity of KBM in public sector organizations in the future.
This could lead to the development of more refined maturity models that aid in under-
standing the organizations’ current levels ofmaturity and areas that require improvement.
Currently, in ongoing research of Finnishmunicipalities’ KBMmaturity is assessed with
this model which provides possibilities to comparison and further research. Secondly,
future studies may apply our propositions for enhancing KBM maturity in public sec-
tor organizations. This would enable further empirical evaluation of the propositions
and provide practical guidance on their implementation. Such studies could signifi-
cantly enhance the maturity of KBM in public sector organizations, leading to improved
service delivery to citizens.

Appendix

Examples of the questions form theme “The status of KBM.”:
We ask you to evaluate the following knowledge-based management related topics

based on your own experiences and conception. (Scale used: 1 = Strongly disagree …
5 = Strongly agree)

7. “I am familiar with our organisation’s knowledge-based management goals”
(topic: The role of knowledge-based management in the organisation’s management)

10. “The management of our organisation is committed to developing knowledge-
basedmanagement" (topic: The role ofmanagement in knowledge-basedmanagement).
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Abstract. Public sector organizations need to adapt to the ongoing societal
changes and new technologies emerging, and as public sector organizations engage
in digital transformation, they are confronted with the need to re-arrange and
change themselves to be successful. Previous research has identified factors for
digital transformation in both public and private sector settings, yet there is still
an absence of research into how public sector organizations deal with this trans-
formation. In this study, we explore how government agencies enact structural
changes related to digital transformation. We do so through a multi-case study
of three government agencies in Sweden, interviewing key actors to explore the
organizations’ enactments. Our findings show that public sector organizations dis-
play a high level of variance in how they enact structural changes to succeed with
digital transformation. This is discussed in relation to previous research on man-
agement commitment to digital transformation, as well as dialogue and tensions
when changing, with the intent to contribute to research and practice in relation
to digital transformation.

Keywords: Digital Transformation · Public sector · Structural changes

1 Introduction

The diffusion of new digital technologies puts pressure on organizations to capital-
ize on these opportunities. Understood as organizational changes brought on by the
adoption and utilization of digital technologies [1], digital transformation affects how
organizations plan, prioritize, and operate. It challenges how organizations structure
the workplace, allocate resources, and build a culture of innovation [2]. Since digital
transformation is going on everywhere and affects everything and everyone, it is impor-
tant that officials in the public sector understand this phenomenon. Magnusson et al.
show that digital transformation in incumbent organizations is hindered by their estab-
lished routines, inertia, and dependencies [3]. There is a need for internal organizational
enablers, such as skills development, cultural changes, and different leadership models,
to manage this re-organization [4].
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We can, at the same time, see that studies of digital transformation and the orga-
nizational changes required in the public sector are in fact uncommon, and multi-case
studies are even rarer, although they exist [5, 6]. Most empirical studies on digital trans-
formation in the public sector to date have been conducted in single organizations [7],
and on specific projects or initiatives [8]. To better understand digital transformation in
the public sector, studies having a more holistic view of organizational changes due to
digital transformation are needed [9].

A common assumption in research is that the public sector is uniform and can be
standardized. For instance, in a recent study [10], the authors generalize their results to
the public sector from a single case study, where they “stud[y] the barriers for digital
transformation in a ‘typical’ public organization” [p. 277]. This is also acknowledged
by Mergel et al. who call for more research on digital transformation within the public
sector, its different types, and subsectors [11].

This paper aims to contribute to a more nuanced understanding of digital transfor-
mation in the public sector by focusing on a single Swedish subsector: national level
governmental agencies. Our research question is:How are structural changes associated
with digital transformation enacted among Swedish national level government agencies?

This question is answered through a multi-case study of three different Swedish
government agencies and how they address digital transformation. The three organiza-
tions have different settings and configurations, varying from 40 to 1 700 employees,
and have different assignments: one in government administration, one in environmental
administration, and one in public higher education. Our study contributes by offering
empirical insights into organizations within a subsector of the Swedish public sector.

Using Vial’s framework for digital transformation [12] as a starting point, we ana-
lyze the three organizations’ enactments of structural change across four concepts, by
developing and using an abductively created conceptual framework.

The remainder of the paper is structured accordingly: This first introduction is fol-
lowed by a description of the literature on digital transformation in the public sector
and on affording and constraining factors in relation to digital transformation. In the
third section, we describe our chosen method, our empirical cases, and our conceptual
framework used when analyzing and its creation process. The fourth section describes
our results, while the fifth section discusses the results in the context of digital transfor-
mation. To round off, we discuss the paper’s limitations, suggest directions for future
research, and make recommendations to practitioners and policymakers.

2 Precursory Findings and Theoretical Framing

2.1 Digital Transformation in Public Sector Organizations

While public sector organizations are under general pressure to be more efficient and
increase quality, they are also under specific pressure to become more digital to provide
more online services [13] as well as to adapt policies, legislation, and internal struc-
tures [14]. Public sector organizations are however governed by complex institutional
elements [15], which, combined with a lack of analytical clarity [16], makes the transfor-
mation brought on by e-government “still relatively poorly understood” [17]. AsMergel
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et al. identify [11], the terms e-government [16], digital government [13], and transfor-
mational government [18] are often used in similar ways, with similar meanings, ending
up in conceptual unclarity.

As noted by Vial [12] as well as Mergel et al. [11], the construct of digital transfor-
mation is pluralistic and fragmented. The key aspect in the definition offered by Vial, is
that the value creation paths of the organization are altered [12]. The definition put forth
by Mergel et al. entails a more “holistic effort”, which includes revising core processes
[11]. In this study, we focus on the definition of digital transformation offered by Hanelt
et al. as organizational change brought on through the utilization of digital technologies
[1].

Regardless of the exact definition, however, we can see that studies of digital trans-
formation in the public sector are rare, and that there is still much to be learned on how
public sector organizations manage digital transformation. Recent studies have shown
that digital transformation involves, among other things, creating a new organizational
identity, which is a complex and paradoxical endeavor [19] that sometimes includes
complicated intra-group power dynamics and introspection [20]. How government offi-
cials view themselves and their own organization’s ability for digital transformation is
therefore of interest. Several years ago, Meijer & Bekkers pointed out that individuals
were rarely the object of e-government research [16]. Since then, several studies [21, 22]
have heeded their call and shown that officials differ on the reasons, objects, processes,
and results of digital transformation [11].

2.2 Factors Affording and Constraining Digital Transformation

In our stated definition of digital transformation, organizational change is emphasized.
This change is facilitated by affording factors and hampered by constraining factors, car-
ried out within the organization. There has been some research done on barriers to digital
transformation in the public sector. Wilson & Mergel drew upon their analysis of the
U.S. public sector and created concepts of barriers in two dimensions: structural barri-
ers containing governance, capabilities, and resources; and cultural barriers containing
a lack of awareness and internal culture [21].

Tangi et al. analyzed the Italian public sector and identified organizational barriers
(including lack of political will, top management support, and coordination between
divisions) and cultural barriers (including bureaucratic culture and employee resistance
due to fear of losing jobs or control) [22]. In Sweden, Magnusson et al. identified ill-
fitting IT governance models as a constraint to digital transformation in the public sector
[23].

Some success factors for digital transformation have been stated byOsmundsen et al.,
such as a supportive organizational culture, well-managed transformative actions, and
engaged managers and employees [24]. Escobar et al. instead explored eight concepts of
success factors containing people (including team awareness and digital skills) as well
as organization (including multilevel governance and management structures, changes
in organizational structures, and changes in organizational culture) [25].
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Based on a literature review, Vial proposes a broad conceptual framework designed
to understand the phenomenon of digital transformation in its entirety, including the
influence of affording and constraining factors [12]. Vial’s framework describes digi-
tal transformation as a process initiated by ongoing technological development, which
causes organizations to react to these changes and adjust their value-creation paths to
stay competitive. These reactions and adjustments can be constrained by organizational
barriers and afforded by structural changes, generating positive or negative impacts.

Vial’s affording factors are grouped under the headline “structural changes” that
affect the organization’s development and are said to be needed for digital transforma-
tion. These changes include organizational structure, for instance, cross-functional col-
laboration, organizational culture regarding organizational agility and experimentation
[op. cit., p. 127], leadership towards fostering a digital mindset, and having employees
take new roles and develop new skills [op. cit., p. 129].

3 Method

In this study, we expand on Vial’s conceptual framework and use it as a lens to ana-
lyze our organizations on whether they lean more towards affording factors, or more
towards constraining factors, across the four concepts of structural change. Although
Vial’s framework is based on studies of the private sector, the framework can be equally
useful for studying the public sector [26], as value creation likewise occurs in the public
sector [27].

The research design in this paper is a qualitative [28], exploratory [29] multi-case
study [30] which allows us to explore the emerging and under-researched phenomenon
of digital transformation in the public sector. To answer our research question, we chose
three Swedish national level government agencies to study, according to a most different
systems design [31] with adequacy sampling [32], see Table 1. The organizations were
chosen because of their differences and because of the research team’s proximity to them
as three of us are Executive Ph.D. students, employed in the organizations.

To gain insight into how the studied organizations enact digital transformation, we
chose to conduct expert interviews [33] to understand how the individuals themselves
describe the enactment. The research team did a total of 56 semi-structured interviews,
between 16 and 23 per organization, of about 60min each, over a period of three months,
between December 2022 and February 2023. Both managers and employees involved
in organizational development and digital transformation were interviewed, around
themes such as digitalization, business improvement, and the relationship between core
operations and the IT department. The interviews were recorded and transcribed.

After 56 interviews, we made a “situated, interpretative judgment” [34] that we did
not need further interviews. We sensitized ourselves to our data by reading and watching
all the interviews and deep coding 15 of them, five per organization, while iteratively
developing our conceptual framework. The selection of interviews to code was made
through purposive sampling [35] making sure to get bothmanagers and employees, from
both IT and core operations, and selecting at random when we had several interviewees
in a category; see Table 2. After coding those 15 interviews, we again decided that we
had enough empirical data to understand the organizations and to analyze them through
our framework, and that coding more interviews would not yield any different results.
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Table 1. Case descriptions

Case A Case B Case C

No. of employees ~40 ~1 700 ~300

Annual turnover EUR 3,2 million EUR 140,1 million EUR 69,4 million

Established in Independent authority
since 2002, in current
configuration since
2016

First formed in 1977, in
current configuration
since 1999

Formed through the
merger of several other
(parts of) agencies in
2011

Subject matter Government
administration

University Environmental
administration

Sourcing of IT In a long-term
government mandated
collaboration with a
much larger host
authority, supplying IT
and administrative
services

In-house IT but
decentralized sourcing,
where each department
are hosting and
managing various IT
systems on their own

Heavily dependent on
external consultants in
IT, due to external
financing generally not
allowed to be used
towards salaries

Table 2. Coded interviews sample overview

Case A Case B Case C

Managers CEO + 2 top-level
managers

CIO + 2 top-level
managers

CDO + 2 s-level
managers

Employees 2 from core 1 from core+ 1 from IT 2 from IT

The data from the interviews were primarily triangulated by the fact that three of the
research team members were employed by the investigated organizations and therefore
embedded in the context as a type of prolonged engagement in the field [36]. The research
team thus had useful knowledge about whom to interview and had the organizational
knowledge to interpret their statements with contextual nuance. The potential bias in
interpretations and selection of respondents was managed by not interviewing within
one’s own organization, collaborating intensively during coding and analysis [37], and
using the snowball method to add to our selection of respondents [38].

As the method of analysis, we followed the five phases of Braun & Clarkes reflexive
thematic analysis [39] where analysis starts immediately. Our coding scheme and con-
ceptual framework (see Table 3) developed abductively over time, while we still were
interviewing and coding interviews.



Affording and Constraining Digital Transformation 419

We familiarized ourselveswith the data (phase 1) by conducting, reading, orwatching
all 56 interviews. In phase 2, we constructed a deductive code sheet for affording digital
transformation, originating from Vial’s four structural changes. The idea was originally
to code for affording factors for digital transformation, but as we searched for themes
(phase 3), we discovered constraining factors as well. So, we expanded the conceptual
framework and create new themes to include constraining factors as well.

We contrasted affording and constraining factors side by side as we reviewed our
themes (phase 4) meaning that we had identified, defined, and named (phase 5) both
affording and constraining factors over each of the type of structural change.

Table 3. Conceptual framework

Vial’s concepts Some examples of quotes First-order codes Second-order themes

Organizational structure “No, we are special, and we
want to do this”
“IT helps, but we have to, on
our own, come up with the
ideas of what we want to
digitalize”
“I would like to say that our
relationship is a very strong
and intimate collaborative
relationship”

Affording: Cross-functional
networks, Unified planning
and prioritizing,
Non-hierarchical
organization, Few silos,
Holistic view of the
organization

Affording:
Cross-functional
collaboration [40, 41]

Constraining: Lack of
cooperation or collaboration,
Lack of knowledge of other
organizations planning/
structure/ strategy, Language
that shows uniqueness, IT
decides which systems to use
in business, Getting “help”
from IT function

Constraining:
Silo-thinking [21, 22]

Organizational culture “We need to have proper
investigations in a number of
areas”
“My view is that we are very
cautious and like to do things
that someone else has done
before us”
“I like continuous business
development and not big
projects because then you can
constantly change a little bit”

Affording: Agility/flexibility,
Courage, Goals or results of
projects are unclear or not
defined, Common
language/definitions,
Multi-media mindset,
POC/pilots

Affording:
Willingness to experiment
and take risk [42]

Constraining: Separation
between IT and business
functions, Waterfall
methods, Focus on solutions
instead of customer need,
Fear, Preparatory studies
instead of action

Constraining:
Culture of planning and fear
[21]

(continued)
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Table 3. (continued)

Vial’s concepts Some examples of quotes First-order codes Second-order themes

Leadership “When we recruit managers
outside the organization, it is
explicitly stated that you must
have experience in, for
example, business
development, digitization”
“To work with digital
business development in a
structured way, we are not …
very good, strategically
anyway”

Affording: (New) leadership
roles, Leader/ roles tasked
with closing the gap between
business and IT, Aligning
technology with strategy and
ways of working, Models,
methods, and actions
supporting integration
between IT and business

Affording:
Leaders act to develop a
digital mindset/ digital
strategy [43, 44]

Constraining: No leadership
roles tasked with
digitalization, Top
management lacks digital
strategy, Top management
silent on digitalization

Constraining:
Governance and management
not targeting digital
transformation [5, 45]

Employee roles and skills “We have a manager level and
an employee level that varies
a lot in the ability to make use
of the possibilities of
digitization or to even be able
to drive digitization forward”
“There is a lack of internal
competence in how to work
with digitization”
“We have also worked hard
and put an incredible sum of
resources into IT
development”

Affording: Business leads IT
projects, Competence
development of employees,
Employees want to be
involved in digitalization
(projects), Digital skills
requested from all new
personnel when hired, not
only IT

Affording:
Employees take/get new
roles, tasks, or titles [41]

Constraining: Lack of people
with relevant/ right
competence or skills,
Employees lack interest,
knowledge, or skills in
digitalization, Forced to hire
consultants

Constraining:
Lack of personnel working
with digital transformation
[46]

4 Results

The results are presented following the four structural concepts as per our conceptual
framework. Each sub-section expands on the differences and commonalities between
the three cases in relation to their enactment of digital transformation. The second-order
themes from Table 3 are written in bold. The last sub-section summarizes our findings
from each organization.

The quotes have been translated into English by the authors and are being referenced
as “Manager 1”, “Employee 2”, etc., in a sequential order to preserve their anonymity.
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4.1 Organizational Structure

Case A have started to change their organizational structure to enable themselves to
make the best use of digital technology. This is done by embracing cross-functional
collaboration in both formal and informal ways: “So, we continue to work on getting
this together with us and them. So that it won’t be us and them, but that it will be us,
together” (Manager 1, Case A).

In Case B there is a lack of unified commitment to digitalization, and they used to
collaborate more in the past, leaving them with a current state of silo thinking: “Man …
well, no, I’m not … well, as you can hear, I miss these meetings where we actually had
the opportunity to meet and discuss issues that concern everyone, and work together
above all, that’s really important” (Employee 1, Case B).

CaseC is undergoing amajor top-down re-organization affecting roles, titles, respon-
sibilities, assignments, and governance models. The CDO has a clear vision of unified
planning and execution, and has disbanded the previous Digitalization Council, leaving
the rest of the organization without insight into what is happening and why. Employees
are frustrated about how these new ways of working are supposed to be executed: “We
have business developers, but how they work… it’s very ad hoc. The role is not super
defined, it depends on the department and the head of the department, so they are doing
different things” (Employee 1, Case C).

Both Cases B and C refer to cross-functional collaboration as an ideal. In Case
B it is described as an ideal state, i.e., how it “ought to be” (without any reference to
any codified rules or operating practices). In Case C it is described in terms of how it
“will be” (once the new models and ways of working are put in place). Case A displays
a unified starting point, having a single vision that everybody seems to rally around,
leading to cross-functional collaboration being a reality.

4.2 Organizational Culture

Managers in Case A want the organization to expand, be more assertive, and be more
future-oriented than its current financing and institutional arrangements allow. One of
them says: “I am quite critical towards the lack of understanding [from the government]
that development work needs to be ongoing continuously in order to get the changes that
are needed” (Manager 2, Case A).

The management of Case C has grand plans for the organization, as mentioned in
Sect. 4.1. Individual projects can be given free rein to bemore agile and iterative, so there
is a willingness to experiment, but this has not yet become the norm: “But [being a
project manager] has been like walking in a minefield in an organization that constantly
refers to control models for project management that do not … there is no possibility
that the project can use them. The project is losing forward momentum, we will not meet
the target because we are moving towards a moving target where the development both
in the users’ maturity to use digital tools, and the functionality and performance of the
tools themselves, is going extremely fast” (Employee, Case C).
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Cases A and C display similar patterns and express a desire to be more agile and
make use of iterative ways of working. The culture of planning in Case B is, however,
unparalleled in Cases A and C. It is so strong in Case B that one manager explained how
they planned to plan: “But then it will be more like we have to plan to raise the need for
it. If we plan, for example, in the fall of 2022 that in 2023 we will raise the need with
the administrative director, then we might talk about a process that will come in 2024 at
the earliest or 2025, so there are very long lead times” (Manager 1, Case B).

In Case B suggestions of organizational need can be submitted by anyone to a
prioritization group, but without a designated project manager already designated in
the submission, the suggestion is usually rejected. Like cross-functional collaboration,
their idea of a willingness to experiment is mostly an ideal pushed by managers of
how things ought to be, their stance on the matter, is not so much backed up by actual
examples.

4.3 Leadership

Leaders in Cases A and C highlight the importance of adopting a team-based and agile
approach. Case A does so more formally by creating teams within core operations and
implementing a new software development scheme. In Case C leaders act to develop
a digital strategy by appointing a CDO, an Enterprise Architect, and setting up an
entire digital transformation department. They have the ambition to work in a more
professional team-based agile manner, but the organization is currently characterized by
a lot of individual work. “…if we want to be an attractive workplace, if we are to retain
people, and if people want to start working with us, we need to work in a way that people
understand and recognize” (Manager 1, Case C).

Those interviewed in Case B highlight the need to act quickly and bring new and
scalable solutions into the organization, but struggle to gain understanding and attention
from the core business, due to an absence of a clear digital transformation strategy: “I
think there is a need for somebody who knows about management, control, keep track,
and takes inventory: ‘What do we have? What are we doing?’ [Digital transformation
and IT] is a bit too scattered” (Employee 1, Case B).

Interviewees from Cases A and C emphasize being a traditional government bureau-
cracy with a primary obligation to deliver on their democratic assignments, allowing
for development and innovation only when time and resources permit. The picture of
unclear governance and management without a focus on digital transformation
emerges in all three cases but more so in Cases B and C. Governance are fragmented
in Case B with two different lines of decision-making which are not unified in a joint
vision. Or as one employee says: “I would like to say that no one dares to decide. Within
the administration, that is. I think it should be, developed within the departments or
within the academy, how can we make it as good as possible for students and teachers,
and what kind of support can the administration provide for that?” (Employee 1, Case
B).

All three organizations suffer from a lack of clarity regarding responsibilities and
decisions-rights regarding digital transformation.
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4.4 Employee Roles and Skills

In both Cases A and C, employees have been given new roles to drive digital trans-
formation. In Case A, a new software development scheme is being put in place. This
has brought on some tensions and unclarity towards those in other roles: “We need to
find a way of working where we have both people who take these [new] roles, but also
those who do not have [software development] roles, how should they work with the [IT]
organization?” (Manager 3, Case A).

In Case B, the IT department perceives itself as a catalyst for digital transformation,
as stated by the CIO, and the business is expected to take the role of project leader,
despite the lack of both skills and sufficient resources: “When I started, I got push-back
from the business units: ‘No, I won’t send anyone to your reference group’… Well then,
how I am supposed to know what is needed without input from users?” (Employee 1,
Case B).

There is also a lack of project managers in Case B, so projects are sometimes halted
and delayed: “That is a question in the prioritization: Do you have a project manager?
- No? Then you must wait until someone is available” (Manager 2, Case B). This is
counter-acted by leaders trying to encourage employees and pushing them to step up
to take on project leadership. However, as the lack of personnel working with digital
transformation is a systemic problem, our understanding is that the problem will not
be solved merely through encouraging individuals.

In all three cases, there is a lack of skills to run IT projects. Case A has historically
relied heavily on external consultants in both management and development and is
now more actively working to increase its internal skills, although through a different
organization that brings in IT competence as a host authority. Case B makes less use of
external consultants and lacks internal resources.

In Case C they continue to rely on external consultants despite investment in new
roles and the creation of a new digital transformation department and the gap between
the internal employee and the external consultants is wide. This quote describes the gap
in skills between the external project manager and internal project members: “But they
are very novice and ignorant in the field, on a level that I am surprised by, I must say. It
feels more like you have to educate, and go back to ABC, to make them understand what
we are really doing here. Very… if the level of knowledge had been higher, it would have
been a completely different journey” (Employee 2, Case C).

4.5 Summary of Results

Figure 1 contains a summary of the results of the three case studies, presented across
our four concepts.
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Fig. 1. Summary of results

5 Discussion

In this section, we first discuss our results across the three organizations, where we
see that alignment of views and dialogue of digital transformation both within the top
management team, and between the top management and the employees is a key factor
influencing other factors. This is then discussed in relation to prior studies on the impor-
tance of leadership and management’s commitment to digital transformation. Finally,
we discuss similarities in the organizational changes in the three organizations in terms
of duality, tension, and paradoxes.

The three organizations show different ways of enacting digital transformation and
even though there are some similarities, they are overall more different than alike.We see
that the organizations differ in degrees of alignment and consensus, both between and
within the top management team and employees on how the organization faces digital
transformation.Meaningmaking through dialogue is essential for organizational change
or “rather, issues are made meaningful (or not) through communicative practices” [47,
p. 34]. In Case A, there is alignment in the dialogue between top management and
employees regarding the organization’s need for digital transformation. They mention
the same digital initiatives for the organization and discuss the same re-organization
efforts in the same way. Whereas in Case B, there is a lack of conversation across the
organization and between management and employees about digital transformation. All
levels mention a need for digital transformation, but there is no consensus on how it is
supposed to be done and who is supposed to champion it. In Case C, digital transfor-
mation is prioritized by some in senior management, but despite a re-organization, the
organization does not seem to get clarity on what digital transformation actually means
for them. There is no alignment between management and employees, as the employees
call for clearer roles, processes, working methods, and priorities across the board.

Research has highlighted that leadership is essential for digital transformation [43],
and that a lack ofmanagement commitment [48], support [49], and ownership [50] drives
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inadequate resource allocation and weak decision-making, which drives other barriers.
The consequences of a lack of commitment are evident in Case B, where questions about
how to adapt to digital transformation are not on the agenda at all, creating frustration
among both employees and managers. In Case C, on the other hand, we do find a
commitment to digital transformation, but only in a selection of top management and
consultants.

The structural changes to enhance digital transformation includemore than just alter-
ing the organization. Employees’ mindsets and participation in the change process, and
management explaining why changes are being made [51], are important to employees’
commitment and positive attitudes [49]. Here, top management in Case C has not been
active in any strategic change management focused on people’s contribution to the new
ways of working. Like in Case B, this leads to frustration among both managers and
employees, creating tension and increased distancing. This means that even if managers
in Case C are aware of the need for digital transformation and have started to change
the organizational structure, such as a new prioritization board, new governance models,
and new roles and titles, the people within the organization are not changing, and the
(absent) effects are the same as in an organization where no decisions have been made
at all, such as Case B.

In Case A there is also a commitment to digital transformation, but from both man-
agers and employees, although to a low degree, as the organization does not seem to
know how to move from “want” to “do”. But even if the transformation is slow or small,
there is no frustration or lack of commitment to the common vision of Case A’s need to
digitally transform.

Albeit the direct enactment of organizational changes differs in the three organiza-
tions there are some similarities. Research suggests that thinking of structural changes
as dualities, rather than either/or-situations that need to be resolved can be beneficial
to relieve tensions and to overcome organizational barriers [52]. In all three cases, they
mention how they perform a balancing act between old and new ways of working,
thinking, and acting. They refer to walking in minefields when choosing how to realize
digitalization and that formalized structures, routines, and models counteract develop-
ment. These dialectics and organizational contradictions were present within all three
organizations, creating tensions, but with different contents and expressions [53, 54].

The three agencies also describe tensions from all different levels of the organization,
from the top management level to the employee level, and in various manners, such as
expressing it in words, through facial expressions, and by showing emotions [55]. They
all mention how they want something more or something else, but not how to change or
how to become more of what they want to be. We, therefore, hypothesize that there are
competing demands and existing contextual paradoxes in these three agencies that work
interdependently and at multiple levels affecting how they conduct and succeed in their
organizational changes [55, 56].

5.1 Contributions, Limitations, and Future Research

Our study has two main contributions to research. First, we have contributed to more
multi-case studies of the public sector by offering empirical insight into three different
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government agencies. Second, we have demonstrated that not all public sector organiza-
tions are the same, not even within the same subsector, as they differ greatly in attitude,
enactment, and commitment toward digital transformation. Becoming aware of the pub-
lic sector’s similarities and differences in relation to digital transformation might open
up new discussions, arguments, and formats for researchers in a variety of fields.

We offer three central implications for practice. First, we underline the contention
fromAditya et al. [48] that lack of commitment has themost impactwhen enacting digital
transformation. It may seem obvious, but as our study shows, it is still lacking. Second,
we can see that commitment is not enough. There needs to be a dialogue on changes and
action behind what top management says, and then change leadership behind the action,
to get digital transformation going. Third, organizations may be advised to, instead of
focusing on if the organization is following old or new ways of working, accept that
these concepts exist simultaneously, which in turn might help them to overcome barriers
to organizational changes.

We see some limitations to the presented study. First, we have not actually studied
digital transformation as such; we do not know if any value creation paths have been
altered. Second, as change is a key aspect of digital transformation, there is a limitation in
that we only studied these organizations at one point in time and have not followed them
over time [57]. Third, we have not tried to explain why the organizations’ enactments
are the way they are, which could be a theme for forthcoming research.

More empirical studies into the public sector and its subsectors are needed, both in
this subsector and in others. We suggest a longitudinal study, following public sector
organizations over time, tracking their change, as Svahn et al. did for a car manufacturer
[54]. Second, we suggest evaluating whether public sector organizations really undergo
digital transformation and how. Third, studying the public sector through a paradox lens
to see how competing demands affect organizations’ digital transformation [58].

6 Conclusion

This study offers empirical insight into how structural changes are differently enacted
in three Swedish government agencies in relation to their digital transformation. There
really is no single “public sector organization” ideal type that easily can be referenced to.
While there exists a lot of research on how digital transformation affects and is enacted
in the private sector, less is said about the public sector; especially studies comparing
different subsectors and organizations within the public sector are lacking. Our study
shows how these three organizations in different ways struggle with understanding how
to change and their enactment of digital transformation and that there are some factors,
for instance, communication and commitment of leadership, that trigger tensions and
create barriers.
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Abstract. In this paper we explore the evolution of the use of digital
technology in the public sector. We do so by analyzing a corpus of IT- and dig-
italization strategies from Swedish local governments, produced from two time
periods, using topic modeling. Our analysis reveals salient topics covered in these
two sets of strategies and classifies them into three types: topics that persist across
the two periods, topics that are unique to each period, and topics that evolved in
content. We suggest that local government strategies became more general and
optimistic in terms of the technologies’ new opportunities, specific in terms of
management practices, and increasingly blurry in terms of organizational and
material boundaries. We also provide evidence of digitalization strategies becom-
ing more homogenous in their covered topics than their IT counterparts. By doing
so, we contribute to research devoted to analyzing the discursive landscape of
digital government by investigating the official content found in these strategies.
Thus, we contribute to research devoted to studying policy in order to historically
situate contemporary use of digital technologies and its evolution. We conclude
the paper with important implications for practice.

Keywords: Digitalization · IT · Public policy · Local government · Topic
modeling

1 Introduction

In this paper we examine the evolution of topics related to the use of digital technology in
the public sector by studying a corpus of IT- and digitalization strategies from Swedish
local government produced over two time periods. By doing so, we contribute to research
devoted to analyzing the discursive landscape of digital government by investigating
official narratives found in these strategies.

The field of digital government, or e-Government1, has evolved from a practice-
oriented field that emerged in the 1990s, influenced by the success of e-commerce [1], to a

1 In this paper, we use e-government to denote the research area, while digital government to
denote the phenomenon of digital technologies transforming government.
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multi-disciplinary research field, influenced by disciplines such as public administration
and information systems [2]. In the early years, government activities and scholarly
attention focused on the use of information technology (IT), fueled by the possibilities
enabled by widespread adoption of the Internet. Since then, the terminology used in both
practice and research has shifted: from IT to digitalization, or digital transformation, and
from e-Government to digital government. Janowski [3] showed how the focus areas in
e-Government research have changed over time in four stages, and Scholl [4] argued that
digital government constitutes a second phase as the “d” replaced the “e”. These changes
are reflected by name changes in research tracks (e.g., the digital government track in the
HICSS conference), literature databases (e.g., the digital government reference library,
see [5]), thus indicating an evolutionary trajectory. However, it is important to remember
that digital government research has also been accused of reproducing techno-optimistic
stories about the transformative capabilities of the latest technologies [6]. Thus, there is
a need for more empirical-based evidence to outline if the shifts in research focus have
been accompanied by actual changes in the way governments perceive and work with
digital technologies. In other words, we aim to answer the research question (RQ): “How
have digitalization strategies changed (from IT strategies) over the past two decades?”.

To answer the RQ, we argue that government policies, investigations, and strate-
gies play a key role in understanding the discursive landscape of digital government.
Such documents carry purpose and intention [7], create shared problems, definitions and
solutions [8], and stabilize and materialize certain narratives [9, 10]. Therefore, they are
important research objects to study the evolution of digital government over time. Our
contribution consists of a comparative analysis of IT and digitalization strategies, which
are policy documents produced in the Swedish local government context.

This paper is structured as follows: first,we reviewprevious research on digitalization
in the public sector and the role of digitalization strategies in the discourse of digital
government, concluding with a more elaborate description of why such a comparative
analysis is needed. Second, we present the research method, including data collection
and analysis using topic modeling. Third, we discuss the findings through an analysis of
the topic contents and their distribution over the selected strategies. Finally, we discuss
our findings against digital government literature and the wider digitalization literature
within information systems.

2 Previous Research

Digitalization strategies have become drivers for the development of digitalization and
digital government everywhere. Such strategies exist at the EU level in Europe [11]
as well as on the national and regional levels in many countries [e.g., 10, 12]. These
types of strategies are typically written as policy documents that set the goals of digital
transformation and are designed to instigate the changes that are needed to reap its sup-
posed benefits [7, 13]. Thus, digitalization strategies are reflections of their contemporary
settings regarding how digital transformation is, or was, perceived.

Previous research presents conflicting findings regarding how changes in the termi-
nology for digital technology in the public sector have been paralleled with changes in
focus, purpose, and narratives associated with the implementation of these technologies.
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Ilshammar et al. [14] argued that the shift from “automatic data processing” in the 1960s
to “IT” in the 1990s did not entail any shifts in the expected values with the use of
these technologies. Most initiatives aimed to increase government efficiency, hence the
authors’ choice of title, “old wine in new bottles”. Melin [15] described the discursive
landscape in Swedish action plans of e-Government as rather static, referring to “The
emperor’s new clothes”. Giritli-Nygren [16] identified in the same Swedish action plan
that the use of IT is focused on efficiency and increased service. Service and efficiency
are common themes in e-government policies where Sundberg [17] highlights a shift
towards a more service-dominant logic as the terminology shifted around 2010, from
“IT” to “digitalization”. Moreover, the two are sometimes expressed together, known
as the e-Government paradox [18]. These types of values could be identified in differ-
ent government policies [e.g., 19, 20]. Heidlund and Sundberg [21] conducted a study
of digitalization strategies in Swedish municipalities and found a repository of general
and identical optimistic statements, which these authors referred to as the “parrot syn-
drome.” Meanwhile, findings from the Danish context suggest that the values proposed
in strategies on the use of digital technology were relatively static between 1994–2016,
and the role of e-democracy was minimal during these years [20]. Furthermore, Schou
and Hjelholt [22] identified that Danish digitalization strategies were built on the idea
of an ideal citizen to whom certain needs have been attached.

The above examples demonstrate previous research on digitalization strategies.How-
ever, to the best of our knowledge, research providing insights into the evolution of IT
and digitalization strategies over a longer time period is scarce, and the current study
aims to fill that research gap. Lately, novel methodologies to study the evolution of dig-
ital government have gained popularity [see, e.g., 23]. As outlined in the next section,
we contribute to this strand of research by using topic modeling on a corpus of strategies
authored in the Swedish public sector.

3 Research Method

In order to identify the respective scopes of IT and digitalization strategies at the local
government level, and be able to compare them, we turn to topic modeling. Topic mod-
eling has been increasingly used in IS research in general [24, 25] and in e-government
research specifically [7, 26] due to its ability to inductively uncover dominant topics
in large text corpora. We apply topic modeling to quantitatively, yet inductively, extract
topics from IT strategies published in the early 2000s as well as those from digitalization
strategies published in the years around 2020. Extracted topics are used to highlight the
main concepts of interest covered by these strategies. By comparing these two sets of
strategies, we aim to understand the evolution of digitalization from IT. Hannigan et al.
[27] refer to this process as a rendering process in which topic modeling acts as a “means
to juxtapose data and theory” (p. 590). As such, this paper also addresses the recent calls
for mid-range theorizingwithin information systems research using topicmodeling [28].
Before detailing our data collection and analysis, we first briefly describe the Swedish
local government context.
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3.1 The Swedish Context

In the Swedish context, the government has emphasized over a long period of time
the importance of utilizing the opportunities of digital technology for the benefit of
citizens, companies, and organizations in general. In 2004/2005, a proposition made to
the government emphasized the need to shift perspective from IT politics for the benefit
of society, to politics benefiting an IT-integrated society [29]. In this proposition, the
possibilities related to ICTs and their potential consequences in care and education were
of particular emphasis. By 2011, Sweden had the vision to “become the best in the world
in utilizing digitalization’s opportunities” [30, p. 5], which was reiterated in 2017 [31].

Digitalization strategies can exist on several levels of government, as is the case in
Sweden. The Swedish local government consists of 290 municipalities, each of which
enjoys a high degree of autonomy vis-à-vis the national government. As a result, there
are such strategies both on the national and local levels, with the local level strategies
being specific versions and interpretations of the goals set by the national level strategy.

3.2 Data Collection

Since the terminology and context describing the documents is shifting, we apply the
following demarcations to outline what constitutes an IT/digitalization strategy: The
document has a clear focus on IT/digitalization and is authored on a strategic level in
the local government. The document must be an overarching strategy for the entire
municipality and should not be a general strategy concerning government operations,
of which IT/digitalization is a subset. Lastly, the document should be a formal strategic
document (i.e., not a PowerPoint presentation or text on a website). After establishing
what constitutes an IT/digitalization strategy we collected the two different types of
strategies in two phases as follows:

Collection of IT Strategies. All 290municipalities were contacted by e-mail to request
their respective IT strategies for the years 2000–2003 or the closest strategy to that period
written by the municipality. The Swedish law requires public authorities to respond to
such requests for public documents within a reasonable timeframe, typically within a
few weeks. Within two weeks, we received over 90 documents, without the need to send
reminders. After this period, our analysis commenced, which meant that any documents
received later were not included in this analysis.We excluded plans attached to strategies
for the same year (e.g., a plan for IT in education). We also excluded strategies after
2005 to maintain at least a 10-year buffer period between the two sets, since the earliest
digitalization strategy in our dataset was published in 2015. This resulted in 71 IT
strategies published between 1997 and 2005, with the majority published in the years
2000–2003.

Collection of Digitalization Strategies. The contemporary digitalization strategies
were gathered from the official websites of the Swedish municipalities. Opting for a
different approach for this dataset stems from our earlier experience where municipal-
ities refer us to their official websites when requesting publicly accessible documents.
The search was performed in two steps:
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• Using search engines and/or navigation tools on the websites, looking for keywords
(in Swedish) such as “digitalization AND policy OR strategy OR plan.”

• If no strategic document could be found in step one, we used Google to search for
“MunicipalityName AND digitalization,” with further refinement as needed.

In case these steps did not lead to any documents, we concluded that the municipality
did not have a digitalization strategy. This search also revealed that many municipalities
are currently working on formulating this type of strategy, as expressed in, for example,
city council protocols. If multiple documents were found (e.g., both a strategy and
a policy), the most recent document was used. This process resulted in 85 strategies
published between 2015 and 2021. Many of these strategies focused on developing
digitalization for several following years (e.g., a strategy published in 2019 for the
digital municipality 2020–2023).

3.3 Data Pre-processing

The digitalization strategies were primarily in pdf format (except 3 that were in MS
Word formats such as.doc), which were all readily machine-readable; a requirement for
the software used for our topic modeling approach. The older IT strategies contained
33 scanned, 31 machine-readable pdf, and 7 MS Word documents. Accordingly, we
first applied optical character recognition (OCR) to the scanned documents to make
them machine-readable. The following pre-processing steps were applied on both sets
of documents using the data science platform RapidMiner:

• Tokenization: transforming the text into a sequence of tokens, or words, and removing
special characters and punctuation. However, dashes and slashes were kept, because
some of the strategies often contained tokens such as “e-strategy”, “IT-strategy” or
“IS/IT” which we wanted to keep as single tokens.

• Case transformation: transforming all text to lower case.
• Filter stopwords: removing themost commonSwedish stopwords such as “är”, “bara”,

and “inte” (en: “is”, “only”, “not”). We also removed a list of stopwords customized
for this analysis which focused on municipal contexts including all municipality
names, the words “stad” and “kommun” (en: “city”, “municipality”), along with
their variations.

• Stemming: transforming all tokens/words to their stem. E.g., “infrastruktur”, “infras-
trukturen” and “infrastrukturer” are all stemmed to “infrastruktur” (en: “infrastruc-
ture”, “the infrastructure”, “infrastructures”).

The main purpose of these preprocessing activities is to minimize the variations
across the corpus and create a more accurate representation of the recurring tokens [25,
28, 32].

3.4 Topic Extraction and Interpretation

In order to choose the best number of topics, we relied on the rate of declining perplexity
score (i.e., the trained model’s ability to predict words on unseen data). We chose the
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range of 1 to 20 topics to consider the feasibility of the researchers’ interpretation of the
output topics [27]. Figure 1 shows the perplexity graph for both corpora. Theoptimization
algorithm showed the lowest decline in perplexity taking place between 11 and 12 topics
for the digitalization strategies, and between 9 and 10 for the IT strategies. Accordingly,
we chose 11 and 9 topics, respectively. The topics were extracted using the Latent
Dirichlet Allocation (LDA) algorithm based on Newman et al. [33].

Fig. 1. Relationship between number of topics and perplexity (Left: IT; Right: Digitalization)

For each topic, the top 20 words along with their weights were extracted and inter-
preted collectively during three workshops by the four co-authors. The first workshop
focused on digitalization strategies, where the noise in the topics informed the list of
customized stopwords described in the previous section. After adding to that list and
rebuilding the model, the second workshop focused on the interpretation of the refined
topics and words. The third workshop focused on interpreting topics extracted from the
IT strategies. Upon examining the topics and top words, three cases of topic mergers
took place under the condition that at least three top words were common across the pair
of merged topics. In that case, the weights were summed for the merged topic, and the
unique words were added with their original weight. This resulted in 10 and 7 unique
topics for digitalization and IT strategies, respectively.

4 Results

Our analysis suggests that while some topics are unique to each period, other topics per-
sist and evolve in their focus. IT strategies are clearly focused on material elements of
IT, such as the broadband infrastructure and security of files and programs on PCs. They
also focused on the administration and governance in the – then emerging – IT units,
with frequent use of words such as system responsible and system owner. Whereas dig-
italization strategies included topics dedicated to the economical and budgetary aspects
of digitalization, and relating the local level to other levels, such as the national. Figure 2
illustrates the relationship between the topics now and then (for a list of topics and
associated words, see the Appendix). It is important to note here that the arrows do not
indicate any causal relationship between topics, they represent our interpretation of how
the topics evolved over time. Following the figure, these topics are described.
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Fig. 2. Topics evolution from IT to digitalization strategies

The first three topics that can be seen on top of Fig. 2 are specific to the IT-strategies,
i.e., they are not observed in the later digitalization strategies. The first of these, “Broad-
band infrastructure” contains words that are focused on internet and the underlying
infrastructure, reflecting the fact that broadband development was a focus area in Swe-
den in the early 2000s. The topic “Administration & governance” includes words such
as “system”, “responsibility” and “system owner”, thus being focused on system man-
agement procedures in municipalities. The third topic unique to the IT strategies is “IT
Security”, that is focused on security and personal responsibility in relation to using IT
on an individual user level and password management.

Some of the topics persist over time, from IT strategies to digitalization strategies.
One of the these we refer to as “Organizing for IT”, which handles the organizational
activities needed to accomplish related goals. While this topic is expressed in a single
topic in IT strategies, we observed that there are three related topics in the correspond-
ing digitalization strategies, namely: projects, programs, and change management. In
projects, “digitalization work” is a frequent term, along with the notions of “respon-
sibility”, “follow-up” and “support”. In programs, target groups and values associated
with such programs are in focus. In change management, application (of technology),
current state, activities, and concerns with such activities are frequently mentioned. It is
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worth noting that standardization is frequently mentioned in Organizing for IT, whereas
no equivalent has appeared in the top words in the corresponding digitalization topics
(or any other topic in the corpus).

“Schools” is another topic that persists over time. Both versions of the topic include
students, teachers, schools, and pedagogy among the frequent words. However, in IT
strategies, these words are complemented by computers and computer halls, whereas
in digitalization strategies, terms such as agenda, company and efforts emerge (note
that the term “insats” in Swedish can be translated to “efforts” or “stake”). With the
potential doublemeaning of “insats” inmind, we interpret that the involvement of private
companies in schools has been more prominent and that having a digitalization agenda
for schools is emphasized (in contrast to focus on e.g., equipping local classrooms with
computers during the IT period).

Having a citizen-centric strategy is another persistent topic in such strategies in both
time periods. The only difference between the top words describing this topic is the
shift from general administration (and e-administration) towards specific governmental
bodies such as the national government and the local municipal boards.

One of the topics, referred to as “New opportunities” contained the highest fre-
quencies of terms most associated with both IT and digitalization. This topic (in both
corpora) puts emphasis on new opportunities or possibilities, organization and devel-
opment. While the topic may seem very similar in both analyses in terms of frequent
terms, there is a difference in its relative weight to the other topics within the same
corpus. This is indicated by comparing its relative weight to other topics (Fig. 3) and
by the document-topic predictions (Fig. 4) in both corpora. Note that Fig. 4 presents
document-topic predictions based on the highest probability (dominance) for a given
topic in said document. This means two things: a) some topics will not appear in Fig. 4
if no document is predicted to be primarily discussing that topic, and b) each document
will be counted towards only one topic based on this highest probability, even if other
topics are present in the document.

Fig. 3. Avg. Weighted topics (Left: IT; Right: Digitalization)

The last four topics are specific to digitalization strategies. The first of these is “Ser-
vice development”, a topic focused on services, and methods, leadership and needs
related to developing services. The topic “Technology use” is a topic that generally
denotes words pertaining to technology and the use of technology. “Economy & bud-
get” is a topic that contains both financial words and words such as “responsibility”,
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Fig. 4. Number of documents predicted to belong to topics (Left: IT; Right: Digitalization)

“digitalization overview” and “current”, seemingly indicating that it is common for dig-
italization strategies to discuss the costs of digitalization at current and in the future.
Finally, the topic “National to local” is a topic that mentions other levels of govern-
ment (pan-national, national, and regional) as well as other influential institutions that
affect policymaking. Thus, the digitalization strategies do not only discuss the respective
municipalities in a vacuum, rather, the strategies are related to a wider societal context.

5 Discussion

Asour analysis suggests, digitalization is neither oldwine in newbottles nor a completely
new phenomenon. It can be argued that it is an evolution from IT with both a difference
in degree and a difference in kind. The difference in kind can be represented by the
topics distinct to each period, while the degree in difference by the topics that persist
and change in scope.

At first glance, the results make intuitive sense. For example, it is unsurprising to
see that the strategies from twenty years ago were preoccupied with the development of
broadband infrastructure. This corroborateswellwith the history of societal development
in Sweden, where there was a push in the late 1990s and early 2000s to rapidly develop
Internet infrastructure [34, 35], in combination with initiatives to increase adoption of
computers by citizens. Consequently, it is only natural that this topic should have died
down since then. Another aspect of this evolution is the visibility of topics focusing on
service development and technology use after said infrastructure has been developed as
a precondition [36].

On the other hand, the lack of an equivalent security topic in the digitalization strate-
gies seemed surprising at first. There are two potential explanations for this observation.
First, the notion of IT security has evolved from focusing on specific users and password
protected information to a much broader issue of cybersecurity that is not addressed in
digitalization policy anymore. Rather, there are other policy documents that address that
very topic in detail. Second, the issue might still be addressed in digitalization strategies,
yet, not in the frequency required to be picked up by the topic modeling algorithm. Our
insights from the data collection process suggest that the former explanation is more
plausible, as IT strategies would normally be accompanied by IT plans, while the later
digitalization strategies have various other attachments, including cybersecurity policies.
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Meanwhile, there are also differences between the two corpora that suggest that
digitalization draws more from regional, national, and pan-national strategies than the
IT counterparts. Keywords such as “regional”, “national” and “europ*” refer to policies
formulated at higher levels of government, such as the digital agendas of the Euro-
pean Commission [37, 38] or the National Swedish digitalization strategy [31]. Such
influence from other levels of government can also be observed in another topic “New
opportunities”, albeit indirectly.

We noted in our results that the topic “New opportunities” persisted between the two
datasets and became even more prevalent in the recent one (in digitalization strategies).
The focus on “new opportunities” goes back to the official Swedish IT and digitalization
strategies, which state that “The overarching goal is that Sweden shall be the best in the
world at utilizing the opportunities created by digitalization.” [31, p. 6]. As such, the
relative increase in the “New opportunities” topic is likely a result of the more visceral
top-down push from the Swedish government regarding digitalization, which was estab-
lished in the years preceding the digitalization strategies [10]. This lends credence to
previous research that claims that this type of content exhibits a state of equilibrium, as
suggested by Persson et al. [20]; what can be referred to as “old wine in new bottles” [14]
or “the emperor’s new clothes” [15] highlighting a reoccurring rhetoric but the class of
technology changes (e.g., IT to digitalization). However, since the goal of utilizing the
new opportunities created by digitalization is an abstract goal, the recreation of this goal
on the local level possibly makes these strategies difficult to operationalize on the local
level. As the landscape of digital technologies is far from static, and thus the prevalence
of this topic can also be seen as a reflection of the fact that municipalities find themselves
in a chronic state of catching up with the latest opportunities.

On the other hand, we observe an evolution towards more specific digitalization
strategies in terms of working practices. This can be reasoned from the comparison of
the IT strategy topic “Organizing for IT”, which we consider related to the digitaliza-
tion strategy topics “Projects”, “Programs” and “Change management”. Based on the
similarity between these topics, we view the latter ones as more specific instances of
the broader theme of “Organizing for IT” that has emerged over the last decades. In the
early 2000s, the role of IT in organizations was still unclear, and implementation and
management of IT was similar (or, usually conducted by an IT-department). In the years
since, however, the area of IT, or digitalization, has becomemore pervasive and prevalent
for most, if not all parts of organizations, with more well-established practices. It can
also be interpreted that there is a recent focus on the (articulation of) value of digital
technology realized through programs, as opposed to earlier strategies [19, 20].

Notably, there also exists a trend towards a “service” ideal associated with digi-
talization (see, [17]). A few years after the millennium shift, municipalities aimed to
become “24h governments”, referring to increasing the availability of digital (or, e-)
services published via their web sites [36, 39]. Thus, where the IT strategies emphasized
physical aspects such as broadband and infrastructure, the digitalization strategies are
more concerned with intangibles. Echoing Löwgren and Stolterman’s [40] notion of the
digital as a material without qualities, digitalization is transcending the physical to a
higher degree than IT and is thus associated with less borders and more blurriness. This
blurriness does not only apply to the physical vs intangible but also to the boundaries
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between local and national governments. A potential concern here is that national dis-
courses are incorporated on a local level without any translation, which may hamper the
possibilities to locally adapt the content of these strategies.

6 Conclusions, Limitations and Future Research

In this study, we sought to answer the research question: “How have digitalization strate-
gies changed (from IT strategies) over the past two decades?” Based on our analysis we
observe the following changes. First, digitalization strategies are more homogenous than
IT strategies, indicating that local government strategies on digitalization are becoming
more similar to one another, reinforcing the national discourse concerning digitalization.
Second, the practices of managing digitalization have become more specific over time,
with digitalization strategies presenting a more nuanced picture of how digitalization
is organized. Third, we note that strategies over time have become blurry regarding
organizational and material boundaries. The newer digitalization strategies mentioned
other levels of government, the European union and the private sector, thus relating the
strategy to organizations other than the local government in question. Similarly, the older
IT strategies present a clearer distinction between the material aspects of digitalization
(such as infrastructure) and e.g., software. In the digitalization strategies, however, these
distinctions are not as present, indicating that digitalization over time has become amore
amorphous phenomenon where these different aspects are intermingled.

By performing topic modeling on a corpus of IT- and digitalization strategies, we
contribute to research and practice as follows. First, we contribute to a research stream
devoted to studying policy to historically situate contemporary use of digital technologies
in its evolution. By doing so, this study constitutes an important contribution of both a
snapshot of stories about digitalization, and how they relate to previous ideas about the
use of technology in the public sector.

Second, we present a novel methodological approach to studying the evolution
of narratives associated with the use of digital technology in the public sector. The
use of topic modeling enables us to process large numbers of policy documents and
retrieve an overview of the topics linking such documents together and their respective
representations of terms or words.

Third, our study has important implications for practice. As we noted the trend
towards increasingly homogeneous “general” content in the policies, streamlined with
national and pan-national ideas, we ponder what value these documents provide to
actual operations in the local governments? While digitalization entails more intangible
qualities than “IT”, we encourage policymakers to aim to be more specific and focus on
local challenges; e.g., to find ways to translate general ideas about digitalization to local
conditions.

The dataset included in this study has some inherent limitations. For instance, the
different municipalities release their strategies in different years, resulting in both sets
being published over extended periods, risking that the strategies belonging to the same
corpus were handling different narratives. We mitigated this risk by ensuring a 10-year
gap between both sets. The datasets also do not represent strategies from the same set
of municipalities, even though there is a large overlap. Our assessment is that given
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the overarching scope of this paper, such lack of 1:1 mapping is not crucial. However,
we suggest that future research include a qualitative analysis of a sample of the cho-
sen strategies where the comparison would consider the specific evolution of the same
municipality’s IT-digital discourse. The selection of thesemunicipalities can be informed
by our analysis, for example, by choosing municipalities covering a wide range of topics
for maximum variation.

Appendix: Topic Interpretations and Top Words2

IT strategies Digitalization strategies

Topic Top words Topic Top words

Broadband
infrastructure

internet, infrastructure,
urban areas, capacity,
broadband
nät, infrastruktur, tätort,
kapacitet, bredband

Service
Development

Service, fulfill, way of
working, method,
leadership
tjänst, uppfylla,
arbetssätt, metod,
ledning

Administration and
governance

System, operation,
responsib*, system
owner, collective
system, drift, ansvar,
systemägare, gemensam

Technology use Technology, technical,
system, unit, functions,
use*
teknik, teknisk, system,
enhet, fungerar, använd

IT security User, information,
responsib*, password,
staff
användare, information,
ansvar, lösenord,
personal

Economy and
budget

responsib*, finance,
conducted, estimat*,
exist*
ansvar, finansiering,
genomfört, beräkna,
befint

New opportunities opportunit*,
organization*,
develop*, goal, new
möjlig, verksam,
utveckling, mål, nya

New opportunities Service, organization*,
opportunit*, develop*,
condition, new
tjänst, verksamhet, möj,
utveckling,
förutsättning, nya

Schools Student*, school,
computer, pedagogical,
child*
elev, skolan, dator,
pedagogisk, barn

Schools Agenda, student,
teacher, company, effort,
child*
agenda, elev, lärare,
företag, insats, barn

(continued)

2 A sample of the top words are selected for each topic based primarily on their weight. The
words are presented in English (authors’ translation) and Swedish (original). Since the words
are stemmed, an asterisk * is added to the English word to indicate possible variations (e.g.,
the responsib* stems from words such as responsible, responsibility and responsibilities.
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(continued)

IT strategies Digitalization strategies

Topic Top words Topic Top words

A citizen-centric
strategy

Citizen, administration,
e-strategy, proposala

medborgare,
förvaltning, e-strategi,
förslag, tjänstutlåtande

A citizen-centric
strategy

National government,
digitalization strategy,
citizen, municipal
board, open*
regering,
digitaliseringsstrategi,
medborgare,
kommunstyrelse, öpp

Organizing for IT Systematic, before,
goal, function, activity
systematisk, inför,
målet, funktion, aktivitet

Projects Digitalization work,
project, responsib*,
follow-up, support
digitaliseringsarbet,
projekt, ansvar,
uppföljning, stöd

Programs Service, program, effect,
target group, value
service, program, effekt,
målgrupp, värd

Change
management

Concern*, application,
change, proposal,
activity, focus area
koncern, tillämpning,
förändring, förslag,
aktivitet, fokusområde

National to local Region, inhabitant,
national, government,
SALARb, external
environment, local,
europ*
region, invånare,
nationell, regering, skl,
omvärld, lokal, europ

aBoth Swedish terms “förslag” and “tjänsteutlåtande” can be translated to the English term “pro-
posal”. The difference is that “förslag” is a general suggestionwhile “tjänsteutlåtande” is a specific
to proposals by public servants, typically preceding a decision.
bThe Swedish Association of Local Authorities and Regions, an interest organization for local
and regional governments.
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Abstract. Digital innovation has been advocated as bringing new opportunities
to organizations. At the same time, here is still a gap of empirical research on
the paths, i.e., choices in directions manifested over time, of digital innovation in
public sector healthcare. In this study, we aim to fill this gap through analyzing a
complete set of three years of centrally funded innovation projects in a large incum-
bent healthcare organization. Using a previously proposed framework combining
the Resource Based View and Organizational Ambidexterity into a positioning of
digital innovation opportunity, we investigate the paths of digital innovation. The
findings show that the predominant path of digital innovation lies in exploitative
innovation through utilizing internal and shared resources. In contrast with the
literature the use of complementary assets in the form of external resources i.e.,
engaging customers and other external parties in value creation, is only found in
one of the projects. We describe this as a case of path dependency, where the orga-
nization avoids tapping into some of the core opportunities in digital innovation.
This is discussed in relation to the digital innovation literature and the future paths
of digital innovation in public sector healthcare.

Keywords: Digital Innovation · Digital Transformation · Digital Opportunities ·
Path

1 Introduction

Digital transformation, here understood in line with Hanelt et al. [1] as the organizational
change brought about through the utilization of digital solutions is opening a plethora
of new opportunities. Said opportunities lie both in increased operational excellence
and in new value creation and revenue streams [2]. As noted by Chanias et al. [3] and
their study of emergent digital transformation strategies, the direction sought in terms
of operational excellence or new value offerings constitutes a core aspect of the aspired
path of digital transformation [4, 5]. Increased emphasis on digital transformation brings
an increased emphasis on digital innovation [6].
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Digital innovation, i.e., “the creation or adoption, and exploitation of an inherently
unbounded, value-adding novelty (e.g., product, service, process, or business model)
through the incorporation of digital technology” [7] has been advocated as bringing
new opportunities to organizations. Digital innovation is innately different from previ-
ous forms of innovation, through introducing a new logic [8]. Core to this new logic
are the notions of unbounded, open-ended and emergent as characteristics for the new
innovation landscape [9]. In other words, digital innovation differs from previous forms
of innovation through tapping into the innate characteristics of digital materiality [10].

Oberländer et al. [11] studied organizations that existed before the digital transfor-
mation era to investigate how they are adapting to the changes brought about by digital
solutions. The study focused on how these organizations are resourcing and directing
their innovation projects to take advantage of the new opportunities created by digi-
tal innovation. According to Oberländer et al., projects may be either exploitative or
explorative, i.e., they could either be focused on exploiting existing opportunities (e.g.,
increased efficiency of existing operations) or exploring new opportunities (e.g., inno-
vation of new value creation opportunities). This differentiation, stemming from the
organizational ambidexterity literature has previously been widely studied within the
information systems discipline [12–14]. Oberländer et al. further adds the dimension
of resources, where the innovation initiative may use internal (e.g., employees), shared
(e.g., employees and customers) or external (e.g., customers) resources. We pose that
these two dimensions (activity and resources) constitute a feasible basis for assessing
the paths of digital innovation.

Healthcare has experienced a surge in digital innovation during the past decade.
From having had a predominant focus on infrastructural information systems such as
electronic patient records and hospital management systems [15, 16], the field of e-health
has increased its emphasis on more lightweight digital solutions [17], i.e., primarily
patient-centric solutions built on top of the existing (or completely stand-alone) digital
infrastructure. As noted by Jovanovic et al. [18] this type of digital innovation has
significantly supported the handling of recent disruptive events such as the COVID-19
pandemic. Despite the intricate and apparent value of digital innovation in healthcare,
little is still known about its changing role in healthcare [19].

Albeit a core aspect of digital transformation strategy the path, i.e., choices in direc-
tionsmanifested over time, of digital innovation has so far received only limited empirical
attention within research [4, 5]. As noted by Magnusson et al. [12], further research is
needed to understand the development of digital innovation and Chanias et al. [3] high-
light the need for more longitudinal studies of the same. Based on this brief rationale,
the research question we answer in this study is:

What are the current paths of digital innovation in healthcare?

We answer the question through a retrospective longitudinal, three-year study of a
healthcare organization’s centralized innovation portfolio, seeing the decision to fund
as a starting point of digital innovation. The initiatives are analyzed through Oberländer
et al.’s [11] differentiation between the type of activity (exploit/explore) and resourcing
(internal/shared/external). We employ Oberländer’s methodology to analyze the paths
of digital innovation within the organization.We contribute to previous research through
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answering the calls from Oberländer et al. [11] on future studies of digital opportunity,
as well as Chanias et al. [3] balancing the prioritization of efficiency and innovation
during the process of digital transformation.

The paper is organized accordingly: After this brief introduction, we present the
previous findings in the form of a review of the digital innovation literature and the
theoretical framing in a depiction of the analytical framework used. This is followed
by the method of the study, where the details on data collection and analysis are pre-
sented. After this we present the results of the study, showing the direction of intent
and its development over time. This is followed by a discussion, where the findings are
contrasted with previous findings, leading up to a conclusion and directions for future
research.

2 Previous Research and Theoretical Framing

Since its inception, the concept of digital innovation has been subject to various inter-
pretations and definitions. As found in Hund et al. [7] and their review of 227 papers
in eight disciplines, multiple studies refrain from making an explicit definition of the
concept. Of these reviewed papers only 29 provide an explicit definition to digital inno-
vation. There is also significant diversity in how digital innovation is defined, primarily
in terms of what is emphasized. While Nambisan et al. maintains a focus on the process
of innovation, seeing digital innovation as a process of innovation supported by digital
technology, Yoo et al. [8] see it as a type of new products infused with digital technology.
In this study, we adhere to the definition as offered by Hund et al. [7] in seeing digital
innovation as “the creation or adoption, and exploitation of an inherently unbounded,
value-adding novelty (e.g., product, service, process, or business model) through the
incorporation of digital technology”.

Digital innovation has been suggested as one of the ways for organizations to meet
the challenges associated with our times [20], and there is a plethora of studies on
digital innovation in various disciplines [6, 7, 21, 22]. In relation to digital innovation
in healthcare, there have been numerous studies that highlight its emerging importance
and potential in solving significant challenges [15, 18, 23].

Following the ideas of Hanelt et al. [1] digital innovation can be utilized in two basic
ways: generating new opportunities and improving existing ones. These two trajectories
correspond to the organizational ambidexterity notions of activities for exploration or
exploitation [24–26]. Through the previous research,we see exploration as being equated
with the generation of new opportunities, and exploitation with the improvement of
existing opportunities [12].

Several studies have shown the tendency for digital innovation to focus on exploita-
tion rather than exploration [12]. An empirical study in the public sector displayed that
84% of the portfolio’s digital projects were attributable to internal efficiency [5]. In
relation to the findings fromWu et al. [27], incumbent organizations display a tendency
where the path of their utilization of technology is path dependent on the complementary
assets of the organization. In other words, previous investments are expected to set an
organization on a particular path in terms of digital innovation, decreasing explorative
activities related to new technology.
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In addition to the dimension of activities fromHanelt et al. [1] and the organizational
ambidexterity literature, Oberländer et al. [11] introduces the dimension of resources.
Here, we see that digital innovation may utilize resources that are either internal, shared
or external.Key toOberländer’s viewof resources is that they constitute the core elements
of how value is created in the digital innovation.

In
te

rn
al

Sh
ar

ed
Ex

te
rn

al

Exploitative Explorative

RE
SO

U
RC

ES

INNOVATION TYPE

Fig. 1. Conceptual framework employed in the study (from Oberländer et al., [11])

In terms of the internal, these resources refer to resources that are owned by the
organization in question, i.e., internal users of the digital innovation. We may think of a
digital innovation such as an app for making reservations for meeting-rooms or facilities
in the corporate office. In terms of the shared resources, value is created through an
interplay of internal and external resources, such as in the case of a digital health solution
where the physicians consult the patients, and the patients give feedback that is utilized
for quality assurance (both internal and external). External resources refer to value
creation that is completely external to the organization in question, such as solutions
where value creation is externalized yet captured by the organization in question in
the form of social media platforms et cetera. Previous studies in healthcare such as
Enticot et al., show the importance of involvement and collaboration with stakeholders
and other actors outside the organization to succeed in digital innovation. Likewise,
Temiz et al. [28] in a study conducted during the covid-19 pandemic find that gathering
interdisciplinary teams both from the public and private sectors to develop solutions,
resulted in significant growth in digital healthcare. In line with Oberländer et al. [11],
we use these two dimensions, activities, and resources, to assess the paths of digital
innovation in a portfolio of digital innovation projects as displayed in Fig. 1. The types of
activities and resources aremutually exclusive, and the types of activities are exploitative
innovation vs explorative innovation.
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3 Method

This study focuses on the digital innovation projects centrally coordinated and funded in
one of Sweden’s largest healthcare organizations. The organization has a budget of 6,6
billione and employs 56 000 across various organizational levels. The organization cater
to the healthcare needs of over two million citizens (20% of the national population).
The healthcare services offered by the organization encompass all aspects of acute care,
primary care, specialist care and public health among others. The central innovation
fund was created in late 2016, supports innovation in healthcare, is annually financed
with e2 million by the political healthcare board in the organization.

The innovation fund has the aim to facilitate “bottom-up innovation”. This is done
by two calls per year, with co-workers having the possibility of proposing projects in
two different categories. Category 1 refers to projects with a budget of under e10 000,
and category 2 to projects (often continuations or direct results from category 1 projects)
with a budget up to e150 000. These projects may have previously received funding
from various sources and may require additional financing, leading to an application to
the innovation fund. Alternatively, some projects may exclusively obtain funding from
the innovation fund. Thus, we aim to clarify that the budgetary resources available can
exceed the amount received from the innovation fund. The innovation fund comprises the
empirical selection of our study. Access to the innovation project charters was provided
through members of the research team being employed in the organization in parallel
with their research engagement. The first call of the innovation fund was given in 2017,
and in 2018 a new, digital administrative system was implemented for assessment and
approval of innovation projects. It was through this platform that the research team
accessed the data for the purposes of this research, i.e., projects funded in 2017 were
omitted from the sample.

The research teamhas examined documents related to the innovation fund, where it is
established that the innovation fund aligns with the organization’s objectives regarding
innovation. Data was collected in the form of all formal documents (business-cases,
project charters and budgets) of innovation projects that had been approved for funding
during the past three years (Table 1). Hence, in focus for this research is the innovation
funds project portfolio. In addition to this, we collected secondary data in the form of
policies and strategies for the innovation fund to sensitize ourselves with contextual
information.

Table 1. Overview of collected data.

2019 2020 2021

# Project charters 36 59 54

Total budget e1,8M e2,8M e1,9M

After the data collection, we started the coding process. We organized our coding
schema into twomain categories—background information anddigital opportunity class.
Background information included codes such as portfolio, objective, budget, involved
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parties, and digital technology, among others. Digital opportunity class nested codes
such as innovation types and resource types, which were adopted from previous research
on this topic. In the framework of this research, we distinguish two innovation types,
exploitative and explorative (with three recognized resource types: internal, shared and
external [11]. Both innovation types and resource types with more detailed descriptions
for the coding are presented in Table 2. The portfolio was also examined by nominal
versus monetary value, large versus small projects and solitary versus collaborative
projects to identify additional patterns.

Table 2. Overview of coding scheme.

Type of Resources

Internal Digital innovation constitutes a basis for internal value creation (solution
intended for solely internal use, e.g., sick-leave registration app)

Shared Digital innovation constitutes an interface between internal and external value
creation (solution shared between internal and external parties, e.g., digital
consultations with reviews conducted by the patients)

External Digital innovation constitutes an externalization of value creation by external
parties (solution intended for solely external use, e.g. Facebook)

Type of Innovation

Exploitative Projects primarily focused on exploiting existing opportunities (i.e., increased
efficiency as effect goal)

Explorative Projects primarily focused on exploring new opportunities (i.e., sensing,
experimenting, learning)

Coding was conducted by three researchers of the author team. All the codes were
logged into an Excel file, which was shared by the authors. The coding process started
with three randomly sampled project charters, resulting in an inter-coder reliability
scoring below 70% [29]. Given this result, the coding was continued in parallel for three
other projects until reaching inter-coder reliability of 100%. After this, the remaining
projects were evenly distributed to the three researchers for individual coding. During
the coding process, we had general discussions with the whole author team to check the
progress and discuss preliminary results. For example, during our meetings, we realized
that an innovation initiative could be a first-time project or a continuation project. As
such,we refinedour coding schema to include this newcategory and re-coded the projects
to capture this information. After the coding was completed, we explored the data to find
meaningful representations of patterns that would help us answer our research question
and be of value to future research. As such, we engaged in descriptive analyses of our
data. During the data analyses, we looked for patterns and relations that could directly
relate to Oberländer’s [11] framework and for the background data.
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4 Results

The results are presented in two sections. First, we present a general overview of the
results, including descriptive statistics of frequencies and patterns. Then, we present the
findings related to the path of digital innovation in healthcare.

4.1 Digital Innovation Projects in Healthcare

Table 3 contains an overview of the descriptive characteristics of the results.

Table 3. Descriptive results.

2019 2020 2021

Number of projects 36 59 54

Number of digital innovation projects 24 43 42

Percentage digital innovation 67% 73% 78%

Portfolio turnover (ratio of projects previously not funded by
the platform)

69% 63% 44%

Average budget per projects e52 000 e44 000 e35 000

The sample is comprised of two types of projects, referred to as single and continua-
tion. The single projects are one-off projects that do not result in continued applications
for centralized funding. The reason said projects are not continued may be either that
the results were not promising enough or that the results were promising enough to war-
rant local funding for continuation. With this data not being part of the sample, we are
restricted from further analysis. The continuation projects are projects with a tradition
of centralized funding, i.e., they have been funded in multiple iterations by the central
fund. The innovation fund enables applying for the same project in different phases,
which means that the same project can be granted funding for several rounds and years.

The innovation portfolio includes 149 projects. In terms of digital innovation, these
comprise 73% of the total projects. In other words, digital innovation is the dominant
form of innovation in the centrally funded projects over the period. The portfolio displays
an increase in the level of digital innovation over the period 2019–2021, from 67% to
78%. This increase indicates an increasing prevalence of digital innovation, with a 179%
increase in the frequency of digital innovation from 2019 to 2020.We attribute this sharp
increase to the COVID-19 pandemic, which raised the awareness of the need for digital
innovation in the organization. At the same time, we see a decrease in the average size of
each project in the portfolio, frome52 000 toe35 000 along with a decrease in portfolio
turnover from 69% to 44%, attributable to the increased tendency to focus centralized
funding on the continuation of projects that had previously been funded.

To add further nuance and richness to the paper,we include someexamples of projects
based on classification. With some projects being active and under intellectual property
arrangements that refrain from complete transparency, we have aspired to obscure some
of the descriptions (Table 4).
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Table 4. Selection of examples of digital innovations studied.

Categorization Brief description

Explorative, External, Small, Solitary Autonomous drones for CPR machine delivery to
remote locations

Exploitative, Internal, Large, Solitary AI for dictation

Explorative, Internal, Large, Solitary 3D printing of orthopedic aids in the orthopedic
departments using specialized software. The
project will investigate the obstacles and
opportunities of this initiative and will involve
writing, testing, and evaluating the add-on

Exploitative, Internal, Small, Solitary Digitization of decision trees - towards more
automated dental care
Currently, there is an analog decision tree that
guides receptionists on how to book emergency
patients. The aim of this preliminary study is to
investigate whether this decision tree could be
developed into a digital tool to assist receptionists
and clinicians. The ultimate goal is to achieve
more efficient dental care

Exploratory, Shared, Large, Collaborative App for medication effect monitoring

Exploratory, Shared, Large, Collaborative Digital parental support via 1177 for children with
speech and/or language impairment
Completely new way of working. Develop,
complete and implement a digital parental support

Exploitative, Shared, Large, Collaborative DigiFysASP – a digiphysical AntiStressProgram
via 1177 for stress-related mental illness
Increase the availability of Antistress Programs
(ASP) and replace physical visits with digital
ones. The digital solution is combined with
physical visits

4.2 The Paths of Digital Innovation

Figure 2 displays an overview of the nominal (i.e., number of projects) and monetary
(i.e., budgets of said projects) allocation into resources and types of activities based in
Oberländer [11] methodology.

The predominant path of digital innovation is mainly exploitative, utilizing internal
and shared resources. Only one project in three years utilized external resources. The
project portfolio is primarily focused exploitative innovation. Approximately 57% of the
projects are exploitative while 43% are explorative in nominal terms. In terms of mone-
tary allocation, 63% of capital is allocated to exploitation and 36% to exploration. This
emphasis aligns with the organization’s intent of improving existing ways of working
rather than emphasizing the more radical “change”. Figure 3 illustrates changes in the
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Fig. 2. Overview of path of digital innovation per year and total (monetary vs nominal).

distribution of both number of projects and the budgets of over time 2019–21 in relation
to innovation activities.

62%
72% 66%
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NOMINAL
Exploitative Explorative

56%
70% 63%

44%
30% 37%

2 0 1 9 2 0 2 0 2 0 2 1

MONETARY
Exploitative Explorative

Fig. 3. Exploitative vs explorative innovation (nominal and monetary).

In relation to the differentiation of resources utilized in the digital innovation, there is
an almost complete absence of external resource utilization. Only one of the 109 projects
in the portfolio was categorized as utilizing external resources. At an aggregate level, we
find that internal resource utilization is employed in 45% (nominal) vs 49% (monetary).
Shared resource utilization is employed in 55% (nominal) vs 51% (monetary). In other
words, shared resource utilization is more predominantly employed in digital innovation
than internal resource utilization. In Fig. 4 we show how the distribution of both number
of projects and the budgets of said projects changes over time during 2019–21 in relation
to resources.

Wealso controlled for size in the projects. Categorizing the projects based onbudget’s
(below/above e100 000), we identified differences in terms of trajectories (Fig. 5).

As seen in Fig. 5, 2019 displayed the largest impact of project size on digital innova-
tion path. Large projects were here 7% points less exploitative more focused on shared
resources. This impact of size diminishes and shifts into large projects being more
exploitative (2% points) in 2020 and less exploitative (2% points) in 2021. Similar
developments are seen in shifts to less shared resources (2% points) in 2020 and more
(2% points) in 2021. On an aggregate level, there are only minor differences between the
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Fig. 4. Internal, Shared and External resources (nominal and monetary).

Fig. 5. Differences per year between large and small projects (percentage points).

two types of projects based on size with large projects being 2% points less focused on
exploitative innovation in terms of activities, and more (1% point) focused on utilizing
internal resources and shared resources (2% points). In other words, size only has a
limited (inconclusive in terms of mediation) impact on the digital innovation path of the
project. In relation to the collaborative arrangements in the project portfolio, i.e., if the
project has one party (solitary) or several parties (collaborative) involved, we do find
clear differences in digital innovation trajectories (Fig. 6).
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34%
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63%
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RESOURCES
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Fig. 6. Comparison of digital innovation path in solitary vs collaborative projects.

71% of the solitary projects are exploitative, compared to 57% of the collabora-
tive projects. Solitary projects are also more prone to utilizing internal resources (48%)
when compared to the collaborative (34%). Regarding the single instance of a project
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that utilizes external resources, this is a collaborative project. In other words, the collab-
orative arrangement has a substantial impact on the digital innovation path of the project,
with solitary projects being more directed into exploitative activities through internal
resources.

5 Discussion

This study finds that the predominant digital innovation path in the central innovation
fund in the studied healthcare organization is exploitative rather than explorative, using
internal and shared resources rather than external. In other words, the innovation projects
follow a logic of incumbent path-dependence [30], with a high level of risk averseness
and reliance on the previous transactional logic of the hospital and themedical profession
as manifestations of healthcare delivery. Digital innovation is used to amalgamate the
incumbent logic of the organization, well in line with previous findings from research
[9, 31, 32]. With digital innovation becoming increasingly prevalent as a percentage
of all centrally funded innovation projects in the organization, this predominant path
risks being strengthened over time, resulting in entrenchment rather than new practices
emerging.

There is an almost complete absence of external resource utilization, i.e., the inno-
vation projects in the portfolio display an avarice toward relinquishing control over the
production of healthcare to its patients. We interpret this as an instantiation of the previ-
ously identified inability of incumbents to tap into new opportunities provided through
digital transformation [9, 11, 32]. With the digital introducing the possibility for more
radical shifts in the logic of value creation, the healthcare organization’s digital innova-
tion projects clearly are steered away from this option. Instead, they display a tendency
to enforce the previous logic of centralized delivery of healthcare, in direct contrast
with the current developments in healthcare-related digital technologies and solutions
[33–35].

Healthcare organizations are highly institutionalized organizations [36] and as such
associated with significant caveats for change and transformation [37, 38]. In Martin
et al. [41] a study of change in healthcare identifies significant differences in identity
work between established doctors (prone to reject changes in logic) and consultants
(prone to welcome changes in logic). According to these findings, medical reform is
directly counteracted by doctor tenure, resulting in a foundational problem for healthcare
organizations experiencing in need for transformation. Gollop et al. [42] identify the
need for accepting and acknowledging the skepticism and resistance for transformation
prevalent among doctors, and to build structures and processes that may counteract said
sources of inertia. The finding that collaborative setups, i.e., where more than one e.g.,
department or clinic where active parties in the project are set on a path that is more
explorative and less internal resource centric can be interpreted as an indication of this
type of arrangement may afford more chances for tapping into more aspects of digital
innovation.

The function of the digital innovation projects can here be seen as a means through
which the organization explores the practice of innovation, learning for future trans-
formation rather than instrumentally testing and implementing new solutions for direct



Exploring Digital Innovation Paths in Healthcare 457

realizable benefits [43]. Through this perspective, we can see our findings on the digital
innovation paths from a new vantage point. As noted by Ozalp et al. [19], healthcare
is under constant pressure from external, major platform vendors such as, e.g., Ama-
zon looking for an opportunity to “colonize” medicine. In this competitive position,
the innovation projects we have studied constitute a necessary ingredient for increased
resilience in incumbent organizations facing strong external pressures. In other words,
the innovation projects fulfil a dual function of both localizing innovation practices to
train healthcare staff in transformative action, as well as increasing the resilience of
the organization over time. As far as we have seen, this less than directly instrumental
perspective to digital innovation is still missing from the core literature [44, 45].

Our study offers two primary contributions to research. First, this is the first study
of its kind to assess a complete set of an organization’s centralized digital innovation
fund projects. Building on Oberländer et al. [11], we have shown the dearth of external
resource utilization and the dominance of exploitative innovation in healthcare, and
through thiswe offer a concrete empirical contribution to the digital innovation literature.
In line with previous findings, we empirically show the myopia of the incumbent in
resisting to “saw off the branch they’re sitting on,” avoiding to assess and evaluate logics
that may contrast with the existing [46]. This can be interpreted along the lines of either
path dependent [47, 48] or risk aversion [6, 49], yet in both interpretations the results
are detrimental to the sustained relevance of the organization through sub-utilizing the
scope of opportunities brought on through digital innovation [11].

Second, in line with Wu et al. [27] the inability to utilize external complementary
assets in the innovation initiatives (i.e., limiting the resource utilization to the inter-
nal/shared and not the external) can be seen as hampering the new digital innovation
path of the organization. With complementary assets offering the possibility of being
“prisms” and not only “pipelines” [27] (p. 1257), the use of said resources has the poten-
tial to create new trajectories and not merely enforce the existing path of innovation. In
other words, increased use of external resources for digital innovation would be expected
to develop new options for the organization in question, hereby counteracting the ten-
dency for path dependency and offering the possibility for increased strategic agility
[32, 50].

We identify two implications for practice from our study. First, incumbent organi-
zations should be aware of the risk of path-dependency and enforcement of existing
logic in their choice of digital innovation trajectories. There is a significant risk that
funds spent doubling down on the existing, traditional logic and operating model of the
organization will be associated with both increased path dependence for the organiza-
tion and significant opportunity cost. Here we believe that the conceptual model from
Oberländer et al. [11] utilized in our study would offer a valuable contribution to organi-
zations aspiring to make better prioritization decisions in their digital innovation. Using
the conceptual model as a basis for a new form of portfolio management can be a fruitful
path ahead. Second, organizations experiencing a risk of obsoleteness brought about
through increased digital transformation on the societal level should aspire for increased
utilization of complementary resources in line with the findings from Wu et al. [27].
This perspective offers strong empirical support for the costs associated with not amply
utilizing external resources.
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Our study identifies one implication for policy. Policy makers should continuously
monitor the direction of opportunity in healthcare innovation. As found by Kizito and
Magnusson, current digital healthcare policies display an over-emphasis on exploitation
rather than exploration, which will invariably lead to impacts on the organizations’
tendencies to actuate digital innovation opportunities. From this perspective, the bias on
exploitative innovation found in our studymay be the result of national or regional policy
decisions. To ensure that policy is designed to afford the right organizational behavior,
the method used in our study should be scaled nationally and the results can be used as
a basis for future policy design.

Based on our findings, we identify two major avenues for future research. As noted,
most of the innovation projects did not include concrete plans for implementation, i.e.,
they exist in a pre-value creation state for the organizations. Until the projects are imple-
mented and (potentially) scaled, they will stay mere actualized opportunities and not
realized. We hence propose two follow-up studies. First, we propose a study of how
the results of the projects are implemented and how the identified benefits are realized.
Previous research has long highlighted the inadequacy of benefits realization in relation
to digital initiatives [51], and here we see the need for additional studies. Second, we
propose a study on scaling, i.e., if the results are scaled outside of the involved organi-
zational entity. Given the unique characteristics of digital innovation, we see a need for
additional research [52, 53].

Our studyhas twomain limitations. First, our sample consists of solely the centralized
digital innovation projects. Previous research has identified the lion share of digital
innovation being decentralized and not centralized, whereby our results should not be
generalized to the complete set of digital innovation initiatives. Second, with this being
a single case study we acknowledge the inability to generalize the empirical findings to
other organizations. Despite this, we believe that the application of Oberländer et al.’s
[11] framework holds merit and should inspire future cross-case comparisons. Third, we
acknowledge the innate problems associated with the transferability of findings across
national contexts, as noted byBannister [54].With the organization in question being part
of the Swedish public sector, it is poised in a very particular institutional environment,
and any attempts at transferring the results into other national contexts should be made
with great care.

6 Conclusion

Our study finds that the path of digital innovation in the studied healthcare organization
is predominantly focused on exploitative innovation activities, utilizing a combination
of internal and shared resources. Neither project size nor collaborative configuration is
found to be mediating said path, yet the development over time (2019–2021) involves
increased emphasis on exploitative innovation with shared resources. We argue that
this may be interpreted as indications of path-dependencies and subsequent myopia.
With digital innovation increasing in frequency and percentage of total projects over
time in the studied organization, we argue that the organizations need to be aware of
the potential suboptimization involved in increasingly utilizing digital innovation for
continuous improvements to existing operations rather than utilizing the more disruptive
affordances of digital innovation.
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